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Recent technological advances have made possible the creation of a chain of non-
geostationary satellite orbit (NGSO) communications systems. Such systems offer the 
advantages of ubiquity, relatively low costs, and upgradable infrastructure that enables the 
use of innovative on-board technologies. This evolution opens up a plethora of opportunities 
for massive self-organized, reconfigurable and resilient NGSO constellations, which can 
operate as a global network.  

Ambitious low-orbit constellation types are currently being developed, motivated by advanced 
communication technologies and cheaper launch costs. These emerging architectures require 
accurate system orchestration involving different research domains including wireless 
communications, spectrum management, dynamic antenna and tracking systems, inter-satellite 
links and routing strategies. 

This edited book presents a broad overview of the research in NGSO constellations for future 
satellite communication network design including key technologies and architectures and 
specific use-case-oriented communications design and analysis. The book will be of interest to 
academic researchers and scientists, communication engineers and industrial actors in satcom, 
satellite networking and mobile and wireless communication. It will also serve as a useful 
reference for advanced students and postdocs and lecturers in satellite communication and 
networking and mobile and wireless communication.
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Preface

With the aim of boosting connectivity across the globe, lower orbit satellites are 
forecast to significantly increase the broadband coverage in isolated territories where 
terrestrial infrastructure is too expensive or unfeasible to deploy. Thanks to the recent 
advances in spacecraft manufacturing, multiple private sector satellite companies are 
showing interest in rapidly launching several conveyor-belt manufactured satellites, 
to create a dense “net” around Earth. Based on recent studies, 7,000 small satellites 
are likely to be launched between 2018 and 2027 for a variety of missions, where 
82% are associated with the roll-out of constellations planned by private companies 
(e.g., SpaceX) [1]. 

While the launch of thousands of new satellites will definitely boost the space 
economy and help bridging the Digital Divide, Non-Geostationary Satellite Orbit 
(NGSO) constellation success will only be possible by addressing critical technical 
and reg ulatory challenges. Furthermore, to unleash full potential of NGSO constel-
lations, stakeholders need to achieve a seamless integration with the existing eco-
system, includ ing the cellular communications network and the existing space-based 
communica tions systems. 

This book aims at reviewing these critical challenges and at shedding light into 
the potential technical solutions and guidelines for addressing these challenges. In 
particular, the book is divided into three main parts as listed below: 

 • Part I: NGSO basic concepts: This part provides a general overview of NGSO 
systems and their main challenges; an overview on the spectrum regulations and 
discussion about the NGSO role within the next generation of wireless cellular 
communications. This part is composed by Chapter 1 until Chapter 3.

 • Part II: Technological Enablers: This part goes into the details of different tech-
nological enablers such as flat antenna arrays, payload design, radio-frequency 
impairments compensation, radio re source and interference management, mul-
tiple access schemes, constellation design, inter-satellite links and massive 
multiple-input multiple-output (MIMO) framework. This part is composed by 
Chapter 4 until Chapter 12.

 • Part III: System Level Operations: This part discusses Software-Defined Net-
working (SDN) applied to NGSO, network security aspects, and the on-going 
3GPP integration of Non-Terrestrial Networks (NTN) into the 5G standards. 
To conclude, an overview of NTN testbeds for 5G is presented. This part is 
 composed by Chapter 13 until Chapter 16.

NGSO satellite communications have recently entered a period of renewed inter est 
motivated by technological advances and nurtured through private investment and 
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ventures. The writing of this book was mainly prompted by the fast developments 
in NGSO satellite communications in the past decade. The primary aim has been to 
include a maximum of useful information, with particular attention to the needs of 
researchers, scientists, or engineers who would like to delve deeper into the technical 
aspects of NGSO satellite communication systems design. 

The Editors would like to acknowledge the contributions of the many reputed 
experts that have made this book possible. We are most grateful to them for their 
technical input and time devoted to this book. 

Eva Lagunas, Symeon Chatzinotas  
Kang An, Bassel F. Beidas 
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Chapter 1

Non-geostationary orbit systems introduction 
and challenge identification

Hayder Al- Hraishawi 1, Houcine Chougrani 1, Steven 
Kisseleff 1, Eva Lagunas 1, and Symeon Chatzinotas 1

Non- geostationary orbit (NGSO) satellites are anticipated to support various new 
communication applications from different industries. NGSO communication sys-
tems are known for a number of key features such as lower propagation delay, 
smaller size, and lower signal losses in comparison to the conventional geostation-
ary orbit (GSO) satellites, which can potentially enable latency- critical applications 
to be provided through satellites. NGSO promises a significant boost in communica-
tion speed, and thus, tackling the main inhibiting factors of commercializing GSO 
satellites for broader utilisation.

However, there are still many NGSO deployment challenges that need to be 
adequately addressed in order to ensure seamless integration not only with GSO 
systems but also with terrestrial networks. These unprecedented challenges are iden-
tified in this chapter, including coexistence with GSO systems in terms of spec-
trum access and regulatory issues, satellite constellation and architecture designs, 
resource management problems, and user equipment requirements. Furthermore, 
future research challenges inspired by utilising NGSO systems to advance satellite 
communications within versatile applications are also provided.

1.1  Introduction

Satellites have a distinctive ability to cover wide geographical areas through a mini-
mum amount of infrastructure on the ground, which qualifies them as an appealing 
solution to fulfil the growing number of diverse applications and services either as 
a stand- alone system, or as an integrated satellite- terrestrial network [1]. Currently, 
the field of satellite communications is drawing increased attention in the global 
telecommunications market as several network operators start using satellites in 
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backhauling infrastructures for connectivity and for 5G system integration [2]. 
Recently, due to the swift rise of “NewSpace” industries that are developing small 
satellites with new low- cost launchers, a large number of satellite operators have 
started planning to launch thousands of NGSO satellites to satisfy the burgeoning 
demand for global broadband, high- speed, heterogeneous, ultra- reliable and low 
latency communications. For instance, the emerging NGSO satellites and mega con-
stellations such as SES O3b, OneWeb, Telesat, and Starlink have a system capacity 
reaching the terabits- per- second level [3].

In the last few years, the notion of utilising large fleets of NGSO satellites, espe-
cially in the low Earth orbit (LEO), to provide reliable, low- latency, and high- speed 
Internet from space has re- gained popularity and experienced a tremendous growth. 
This trend is rather surprising given the unfortunate faring of past NGSO constel-
lations, but it appears that both technological and business momenta are favourable 
with the achievements of SpaceX, SES O3B, and OneWeb. In fact, between 2014 
and 2016, a new wave of proposals for large LEO constellations emerged with the 
target of providing global broadband services [4]. Specifically, the number of satel-
lites launched into space has substantially increased according to the recent satellite 
database released by the Union of Concerned Scientists [5]. This database has listed 
more than 4,000 operational satellites currently in orbit around Earth with a big dif-
ference between the number of GSO and NGSO satellites in favour of the latter as 
depicted in Figure 1.1. In detail, approximately 90% of the total number of opera-
tional satellites are within the NGSO constellations.

NGSO satellites on a geocentric orbit include LEO, medium Earth orbit (MEO) 
and highly elliptical orbit satellites, which are orbiting constantly at a lower altitude 
than that of GSO satellites, and thus, their link losses and latency due to signal prop-
agation are lower [6]. These intrinsic features of NGSO systems besides their fairly 

Figure 1.1   A comparison between the number of launched GSO and NGSO 
satellites per year
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large footprints and fast deployment offer an interesting set of advantages for the 
high- speed interactive broadband services [7]. Furthermore, the most recent devel-
opments in NGSO systems empower satellites to manage narrow steerable beams 
covering a relatively broad area, which facilities the use of smaller and lower- cost 
equipment at the user terminals [8]. Specifically, the offered capacities by NGSO 
satellites can be further increased by utilizing high- frequency bands along with 
throughput enhancement techniques such as spectrum sharing, cooperative gateway 
diversity, interference mitigation, large antenna array for distributed beamforming, 
and spatial multiplexing [9, 10].

Furthermore, satellite systems have been contributing to telecommunication ser-
vices in a wide range of sectors such as aeronautical, maritime, military, rescue and 
disaster relief [11]. Beyond this, NGSO systems are envisaged to be an appealing 
solution for future non- terrestrial networks (NTN) to meet the demanding 6G system 
requirements in terms of both large throughput and global connectivity [12]. In this 
direction, the third generation partnership project (3GPP) standards group has been 
defining the use of satellite communication networks for its integration with terres-
trial communication networks in order to support future wireless ecosystems [13].  
Moreover, by harnessing the satellite’s geographical independence, wireless con-
nectivity can be extended to the underserved and unserved areas, where NGSO sys-
tems can be an efficient solution for viable deployments of 5G and beyond networks. 
NGSO satellite capabilities of ubiquitous coverage and connectivity can also be 
leveraged for provisioning resiliency and continuity to mobile platforms such as on- 
board aircraft, high- speed trains, sea- going vessels, and land- based vehicles that are 
beyond the reach of a terrestrial cell site [14].

In addition to the NGSO’s unique capabilities in providing global coverage, 
low- latency communication, and high- speed Internet access point, these systems can 
essentially change the way satellite missions are designed and operated in the near 
future [15]. In particular, the recent technological progress has evolved the possibil-
ity of constructing a chain production of cheaper NGSO satellites with very short 
lifespans. Accordingly, the satellite infrastructure will be more regularly upgraded, 
and thus, the payload design can be more innovative in terms of on- board technolo-
gies. Evidently, the NGSO system can help bridge the digital divide across the globe 
and can create new capabilities and services for different enterprise verticals [16]; 
however, that comes with some important questions about their operations and the 
required developments. The next sections explore the NGSO system characteristics 
and classification, the key challenges faced in this rising field, and the promising 
future research directions for NGSO systems.

1.2  NGSO system characteristics and classification

NGSO satellites have been already used in numerous applications, such as telecom-
munications, Earth and space observation, asset tracking, meteorology, and scien-
tific projects. Depending on the provided services, NGSO systems can be classified 
into two categories: space- based Internet providers and small satellite missions.
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1.2.1  Space-based Internet providers
The space- based Internet services have been provided by multiple companies such 
as Hughes, Eutelsat, Viasat, and Gilat since the 1970s to regions with underdevel-
oped infrastructure. However, most of the existing systems utilize GSO satellites 
that are 35,786 km above Earth, resulting in slow and expensive Internet connec-
tions. Consequently, the use of GSO- based Internet systems has been limited to 
latency- tolerant applications. In contrast, the emerging NGSO mega- constellations 
will operate from lower altitudes, between 160 km and 2000 km above Earth, which 
lowers signal propagation loss and latency, and reduces the hardware complexity 
of user equipment. Several private sector companies are on their way to provide 
space- based Internet services in the upcoming few years, such as SpaceX, OneWeb, 
and SES. They have obtained licenses, launched many satellites and success-
fully performed initial tests. Internet giants are also foreseeing market opportuni-
ties to extend their services via NGSO systems. For example, Amazon introduced 
the Kuiper project to offer high- speed broadband connectivity to people globally. 
Likewise, Google has invested in Starlink and supported the Loon project.

Generally, a space- based Internet system consists of three main components: 
the space segment, ground segment, and user segment (see Figure 1.2). The space 
segment can be a satellite or a constellation of satellites, while the ground seg-
ment involves a number of ground stations/gateways that relay Internet data to and 
from the space segment, and the user segment includes a small antenna at the user 
location, often a very small aperture terminal (VSAT) antenna with a transceiver. 
Additional critical entities within this structure are (i) network management centre 
(NMC) and (ii) network control centre (NCC). The centralized NMC is the func-
tional entity in charge of the management of all the system elements such as fault, 
configuration, performance, and security management. The NCC is the functional 

Figure 1.2  Schematic diagram for a space- based Internet system
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entity that provides real- time control signalling such as session/connection control, 
routing, access control to satellite resources, etc. [17].

1.2.2  Small satellite missions
The space industry is experiencing a profound change due to the miniaturization of 
electronic equipment to manufacture satellites leading to the emergence of new low- 
cost small satellites. The miniaturization of satellites is making space more afford-
able and accessible than ever, which will enable any country, university, startup or 
even school to reach space in an affordable way within a reasonable time period. 
Thus, these developments have unlocked the missions that satellites can carry and 
execute for different applications. In particular, the most relevant small satellite mis-
sions in this context include but are not limited to:

 • Earth and space observation: this is one of the widespread uses of satellite 
constellations in different orbits including capturing high- resolution images of 
Earth and outer space, remote sensing in various frequencies, RF monitoring, 
global navigation satellite system reflectometry, etc.

 • Asset tracking: satellite payload in asset tracking projects consists of a device 
equipped with communication components to collect information sent from 
objects on the ground and transmit it back to ground stations.

 • Meteorology: small satellites are able to play an important role in storm detec-
tion and in the development of climate and weather models that enhance 
weather forecasts. For instance, NASA RainCube project has started the testing 
phase for the location, tracking and analysis of rain and snowstorms over the 
entire Earth.

 • Agriculture: crop monitoring is another potential use of nanosats, where a better 
control of harvests, the improvement of the quality of agricultural products, the 
finding of diseases in crops and analysis of the ramifications derived from the 
periods of drought can be facilitated by using nanosats.

 • Educational activities: the development of scientific experiments outside 
the Earth has become another common application of small satellites, which 
are unprecedented opportunities brought up by nanosats with their myriad 
possibilities.

 • Government space programs: the goals of these government programs vary from 
national security to emergency response. Some other useful applications can be 
for protecting the environment through the detection of forest fires, studying the 
progress of melting ice, fighting against ocean pollution, detection of oil spills, 
monitoring marine life, controlling desertification, etc.

With these diverse applications and the rapid developments in mind, there is 
definitely an exciting future ahead for small satellite missions in many fields but the 
advancement of future cooperative distributed space systems will probably require a 
high degree of operational autonomy.
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1.3  NGSO deployment challenges

Notwithstanding the growing interest in NGSO satellites due to their essential fea-
ture of providing high- speed pervasive connectivity for a wide variety of use cases 
and applications, there are still many daunting challenges in the NGSO satellite 
evolution to be addressed in order to achieve high quality communications [18]. 
This section presents several key challenges (see Figure 1.3) including satellite con-
stellation and architecture designs, coexistence with GSO and other NGSO systems 
in terms of spectrum access and regulatory issues, system control and operation, as 
well as user equipment requirements. In the following, the related critical challenges 
of NGSO systems development and integration are discussed with highlighting the 
most relevant solutions.

1.3.1  Regulatory and coexistence issues
According to the international telecommunication union (ITU) regulations, the 
interference inflicted on GSO satellites from NGSO satellite systems shall not 
degrade GSO satellite’s performance and shall not claim protection from GSO sys-
tems in the fixed- satellite and broadcasting- satellite services [6]. Specifically, the 
effective power flux density (EPFD) within the frequency bands that are allocated to 
GSO systems and at any point on the Earth’s surface visible from the GSO satellite 
orbit shall not exceed the given predefined limits in the ITU regulations. Although 
NGSO systems have the potential for global coverage and high performance, many 

Figure 1.3  NGSO satellites deployment challenges
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of their regulatory rules were coined nearly two decades ago based on the proposed 
technical characteristics of NGSO satellites at the time. This is very challenging 
from a spectral coexistence viewpoint, and it will require much more agile systems. 
Moreover, the deployment of NGSO satellites is undergoing significant densifica-
tion compared to existing GSO systems, which is leading to unprecedented inter- 
satellite coexistence challenges. The high interference levels will not only result 
from a large number of operating satellites but also from the expected high heteroge-
neity of the NGSO systems. Therefore, it is imperative to scrutinize the interference 
interactions between different GSO and NGSO systems to ensure a consistent hybrid 
deployment landscape.

The recent surging activities concerning the use of NGSO satellite constella-
tions have propelled the regulatory environment towards adapting and extend-
ing their rules to ensure the safe and efficient deployment of NGSO operations. 
International regulators have the challenging task to establish a fair and transparent 
competitive framework for all satellite broadband players while prioritising socio-
economic growth. Specifically, during the world radio communications conference 
in 2015 (WRC- 15), different national delegates have expressed their concerns about 
the increasing number of requests submitted for NGSO satellite systems operating 
in the Fixed- Satellite Service (FSS) subject to the EPFD limits in Article 22 and 
to coordination under no. 9.7B of the Radio Regulations (RR). Furthermore, the 
global satellite coalition (GSC) during WRC- 19 has agreed on defining a regulatory 
framework for NGSO satellites to operate in the Q/V bands. They also have planned 
a new agenda item for WRC- 23 to further study a number of issues including techni-
cal considerations related to space- to- space links, which will be important for global 
NGSO and hybrid NGSO- GSO networks. Moreover, the ITU vision for the next 
WRC- 23 aims to bring the satellite industry forward to work together with govern-
ments to shape a global perspective on connectivity that also addresses national and 
regional requirements.

At this point, some aspects and scenarios need further investigations in this 
direction, which are enumerated and briefly described in the following.

 • NGSO and GSO coexistence: NGSO single- entry power flux density (PFD) 
limits in certain parts of the frequency range 10.7–30 GHz are included in 
Article 22 of the RR since 2000, with the main goal to protect GSO systems 
operating in the same frequency bands. Later, the single- entry PFD limit was 
found to be not enough as the number of NGSO satellites was growing at a 
rapid pace. This led to the definition of EPFD which takes into account the 
aggregate of the emissions from all NGSO satellites. An example of multiple 
NGSO systems causing interference to a GSO receiver is shown in Figure 1.4. 
In this direction, a specific software tool has been made available for opera-
tors and regulators to check these limits for specific NGSO satellites [19]. The 
European Space Agency has also launched a separate activity to build its own 
simulator [20]. Moreover, a feasible solution can be proposed by constructing a 
large discrimination angle and exclusion zones are typically considered to limit 
interference with GSO communications systems [21].
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 • NGSO Earth station operations: the ground infrastructure required to operate 
an NGSO constellation is significantly more complex than that of a single 
GSO satellite. Therefore, the impact of deploying multiple NGSO Earth sta-
tions distributed over the coverage area has to be carefully designed to ensure 
minimal impact on other users within the shared spectrum. However, from 
the regulators’ perspective, there is no individual licensing of Earth stations 
because the general impression is that mitigation techniques can be employed 
by the operators to avoid detrimental interference, e.g., switching to alter-
native frequencies, as elaborated in Federal Communications Commission 
(FCC) documentations [22].

 • NGSO FSS user terminals: in general, and excluding large latitudes, GSO FSS 
user terminals have a significant gain in high elevation directions with limited 
gain towards the horizon, as the satellite is usually placed above the region 
of interest. Recently, advocates of a new generation of NGSO FSS systems 
have sought after the FCC authority to modernize the relevant regulations, and 
consequently, the FCC has proposed to update certain frequency allocations 
in the Ka- band, power limits, and service rules to facilitate these emerging  
systems [22].

 • Coordination with other NGSO networks: in view of the constellation and 
orbital overcrowding, it is very likely that large NGSO constellations will cause 
interference to other NGSO systems. However, the preliminary interference 

Figure 1.4   Aggregated inter- satellite interference between GSO and NGSO 
systems
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risk analysis carried out in Reference 23 considering both Ka- band and V- band 
suggests that the risk is relatively low, concluding that the need for interference 
mitigation might be limited. In case of unacceptable interference situations, the 
mitigation techniques described in Annex 1 of Reference 24 should be consid-
ered in order to achieve satisfactory sharing between different NGSO systems, 
although other techniques are not excluded.

1.3.2  Satellite constellation design
Generally, satellite orbit constellation design is a key factor that directly affects the 
overall system performance. The key constellation parameters include the type of 
orbit, altitude of the orbit, number of orbits, number of satellites in each orbit, and 
satellite phase factor between different orbit planes [25]. Several earlier studies have 
considered systematic constellation patterns of satellites such as polar constellations 
and Walker- Delta patterns [26], which are formulated based on the relative positions 
of the satellites in the Earth- centred inertial frame. Additionally, in Reference 27, 
the concept of flower constellations has been proposed to put all satellites in the 
same 3D trajectory in the Earth- centred Earth- fixed frame. However, these design 
approaches do not take into consideration the demand characteristics on Earth, 
which makes them inefficient strategies when bearing in mind the non- uniform and 
uncertain demand over the globe. Accordingly, a more competent strategy would 
be a staged flexible deployment that adapts the system to the demand evolution and 
begins covering the regions that have high- anticipated demands.

In Reference 28, another constellation design concept is proposed that can be 
applied to NGSO systems in order to constitute reconfigurable satellite constella-
tions where satellites can change their orbital characteristics to adjust global and 
regional observation performance. This concept allows for establishing a flexible 
constellation for different areas of interest. However, introducing reconfigurability 
feature to the constellation requires a higher maneuvering capability of the satellites 
and more energy consumption and that can be a deterrent factor when multiple suc-
cessive reconfigurations are needed over the life cycle. On the other hand, a hybrid 
constellation design is proposed in Reference 29 to utilize multiple layers and mixed 
circular- elliptical orbits, thus, accommodating the asymmetry and heterogeneity of 
the traffic demand. Nonetheless, the optimization of adapting the constellation to 
growing demand areas is a challenging issue to be addressed in the context of inte-
grating an entire hybrid model. Moreover, an integrated framework that accounts for 
the spatial- temporal traffic distributions and optimizes the expected life cycle cost 
over multiple potential scenarios can be an initial plan to surmount the constellation 
design hurdles.

Traditional global constellation systems are no longer valid solutions for NGSO 
systems due to high cost and inflexibility to react to uncertainties resulting from mar-
ket demands and administrative issues. Therefore, regional coverage constellations are 
promising solutions for satellite operators as they will be able to tackle the economic 
and technical issues in a flexible manner [30]. Regional constellations focus on the 
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coverage over a certain geographical region by using a small number of satellites in 
the system and they can achieve the same or better performance compared to global- 
coverage constellations. Regional coverage constellations can also provide sufficient 
redundancy by deploying multiple NGSO satellites in lieu of a single GSO satellite, 
and thus, operators can hand off traffic to satellites that avoid beam overlapping, and 
therefore interference [31]. However, designing an optimal regional constellation is a 
complicated process, which requires optimizing the orbital characteristics (e.g., alti-
tude and inclination) while considering asymmetric constellation patterns, especially 
for complex time- varying and spatially- varying coverage requirements. This research 
area has not been well investigated in the open literature, and thus, new sophisticated 
approaches to design optimal constellation patterns are needed to be tailored to differ-
ent orbital characteristics and the NGSO environments.

1.3.3  System control and operation
Satellite systems are complex cyber- physical systems that are notoriously difficult 
to operate owing to the extensive physical distance with the asset. Basically, GSO 
satellites can be operated individually, since each asset occupies a specific orbital 
slot and provides service over a specific coverage area. The operation is usually split 
between two main functions NMC and NCC [17], as presented in Figure 1.5. The 
two types of operations are tightly linked and there are strict coordination proce-
dures between them, especially when the communication payload has to be recon-
figured (e.g., carrier switching, power control). Furthermore, the relevant hardware 

Figure 1.5  Diagram of a satellite communication system architecture
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and software for NMC and NCC are usually replicated over multiple geographically 
distanced sites on the globe to avoid single points of failure on the ground.

For NGSO systems, it is apparent that these operations become even more involved 
for two main reasons: (i) a large number of gateways is required and (ii) there are mul-
tiple satellites that have to be jointly operated/configured so that they optimize the 
performance of the communication service as the constellation rotates. The former 
reason is currently a large capital expenditures (CAPEX) for the deployment of mega- 
constellations, which can be partially mitigated by deploying inter- satellite links for 
routing communication data in space. The latter reason is mainly driven by the rela-
tive motion between the constellation and user terminals, and unbalance of data traffic/
demand depending on the geographical location of the users, which requires the constant 
reconfiguration of satellites in terms of resource allocation.

The control and operation mechanisms are fundamental issues for the NGSO sat-
ellites. These issues can be settled by operating NGSO system in either centralized 
or decentralized manners. In centralized architectures, highly efficient network man-
agement can be achieved but that comes at the expense of incurring a non- negligible 
complexity and an increased operating expenditures (OPEX). Specifically, network con-
trollers in the centralized architectures typically execute in servers located at a terrestrial 
network. The control channels between a controller and each node (satellite or ground 
station) will require additional bandwidth resources in addition to the resource allocation 
burden. On the other hand, in decentralized architectures, each NGSO satellite indepen-
dently regulates its operating parameters such as power allocation and topology manage-
ment. It is critical for this architecture to develop energy- efficient and delay- sensitive 
distributed algorithms that are able to run in the on- board units of satellites such that the 
number of messages that need to be exchanged among satellites and their neighbours 
is minimized. However, global optimal control and operation policies are difficult to 
achieve in this decentralized setup.

Far from the technical aspects, other NGSO operational challenges/concerns are 
raised by the astronomy community as some rough estimates suggest there could be 
more than 50 000 satellites in total added to Earth orbits in the near future, which 
will make our planet blanketed with satellites. Therefore, some experts are alarmed 
by the plans of mega- constellation companies and raised many concerns specifically 
about the defunct satellites and smaller pieces of space debris. Additionally, astrono-
mers have already expressed their disquiet about the resulting light pollution from 
the massive number of visible satellites, which will probably affect their scientific 
observations of the Universe. Thus, these concerns are briefly discussed next.

 • Light pollution: the proliferation of LEO satellites at altitudes less than 2,000 
km will jeopardize the ability to observe, discover and analyse the cosmos from 
the Earth’s surface. The astronomy community claims that the number of visible 
satellites will outnumber the visible stars and that their brightness in both opti-
cal and radio wavelengths will significantly influence their scientific research 
[32]. A major issue with commercial satellite constellations is their visibility 
from the ground, where the prime contributing factor to light pollution from 
satellite constellations is the satellites’ size. However, currently there are a few 
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mitigating options that can be considered to alleviate these concerns, which are 
presented in Reference [33]. For instance, making satellites as small as possible, 
minimizing the reflectivity of satellites, and providing the most accurate satel-
lite orbits to understand observational “avoidance zones” by time or location for 
astronomy. Venkatesan et al. [34] have called this issue an “unfortunate irony” 
because the technology indebted to centuries of study of orbits and electro-
magnetic radiation from space now holds the power to prevent the astronomi-
cal community from further exploration of the Universe. To this direction, the 
international astronomical research community has been active seeking a seat 
at decision- making tables to mitigate the impact of satellite mega- constellation 
on astronomical research.

 • Space debris: since the commercialization of NGSO satellites enters the realm 
of technical feasibility, many orbital debris concerns have been raised due to 
the long- term impact that results from placing thousands of satellites in orbits 
and the risk of causing satellite collisions. Moreover, the advent large constella-
tions of NGSO satellites have been added to the existing debate about the long- 
term impact of distributed spacecraft missions on orbital debris propagation. 
Thus, the field of studying the orbital debris is evolving in order to examine 
the potential debris mitigation strategies. For example, the work in Reference 
35 investigates the impact of large satellite constellations on the orbital debris 
environment and uses OneWeb, SpaceX, and Boeing proposals as case stud-
ies. Kelly and Bevilacqua [36] study retrieving and relocating large debris for 
placement into the “graveyard” orbit above the geostationary regime as a way 
to mitigate orbital debris congestion. This work derives an analytical deor-
bit solution based on Lyapunov control theory combined with the calculus of 
variations. Another cost- effective way to diminish satellite debris has proposed 
to use a high power pulsed laser system on Earth to make plasma jets on the 
objects, slowing them slightly, and causing them to re- enter and burn up in the 
atmosphere [37].

1.3.4  User equipment
Reducing communication latency in satellite systems can only be achieved by mov-
ing satellites closer to Earth, namely, the low altitude NGSO satellites offer much 
lower latency compared with GSO. The closer a satellite is placed, the faster its 
movement is perceived from the user terminals on Earth, which imposes additional 
challenges to the user terminal equipment because it has to be able to track the satel-
lite movement and perform handover from one satellite to another. The complexity 
of user equipment has an impact on its cost, which has been identified as a poten-
tial barrier for the commercial success of NGSO satellite communication systems. 
Previously, broadband LEO networks required expensive user equipment composed 
of mechanical gimbaled antennas, which has narrowed their roll out to only the cus-
tomers with high purchasing power mainly within the enterprise market [4]. Thus, 
a new generation of an antenna and terminal technology was needed that should be 
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affordable, easy to use, and adaptive to the increasingly complex space ecosystem. 
In other words, inexpensive user equipment capable of tracking LEO satellites is a 
significant component for widespread adoption and crucial to the business success 
of NGSO systems. In this context, AST & Science initiative envisions building a 
space- based cellular broadband network to be accessible by standard smartphones 
where users will be able to automatically roam from land networks to a space net-
work [38].

Conventional parabolic antennas provide good directivity at the expense of 
costly mechanical steering [39]. The continuous narrow beam pointing is a chal-
lenging task, which has led the ground equipment developers to fight in the battle 
of technical innovations. Electronic beam steering via antenna arrays, which have 
thus far been mainly used for military applications, are gaining momentum not 
only for NGSO satellites but also for moving platforms [40]. Low- cost and high- 
performance beam- tracking antennas are considered as a game- changer for the 
satellite community, and several companies are in the final stages of sending their 
products to the market, e.g., C- ComSat Inc, Kymeta, and ViaSat. Other antenna 
manufacturers are developing advanced silicon chips that can be used as building 
blocks of smart digital antennas to create electronically steered multi- beam array 
antennas [41]. For instance, the startup Isotropic Systems has been working on 
developing modular antenna systems that are able to track more than one satel-
lite at a time with a single antenna, which will enable multi- orbit operations and 
reduce the cost by combining their assets into a single integrated terminal without 
needing to duplicate circuity [42].

Parabolic antennas are difficult to install, configure and operate, but they will 
still be dominant in governmental institutions and big moving platforms like cruise 
ships. Nevertheless, electronically steerable flat panel antennas are an imperative 
ground segment innovation offering a more agile, affordable and scalable antenna 
product capable of performing the same function as parabolic antennas, opening the 
door to the NGSO services to also small user terminals. User mobility is another 
challenge to be addressed using inexpensive antennas. Interestingly, manufactur-
ing a small, low- cost, flat- panel antenna that can be installed on various mobile 
assets seems feasible with employing the electrically steerable flat panel antennas. 
Moreover, ground equipment can benefit from satellites that have more flexibil-
ity and on- board processing capabilities that allow creating small and high power 
beams over certain regions or assets, and that will change how the landscape lever-
ages the assets in the sky to facilitate user connectivity on the ground.

Furthermore, the engagement of the satellite industry with the 3GPP to inte-
grate satellite networks into the 5G ecosystem yields an outcome that handheld users 
can be served by LEO and GSO in S- band with appropriate satellite beam layouts. 
Besides, other users with high transmit and receive antenna gains (e.g., VSAT and 
proper phased array antenna) can be served by LEO and GSO in both S- band and 
Ka- band [13]. This also requires 5G functionalities to take into account the issues 
of long propagation delays, large Doppler shifts, and moving cells in NTN, and 
to improve timing and frequency synchronization. The characteristics of this user 
equipment are specified in Reference 13. In particular, the VSAT user equipment 
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consists of a directional antenna (i.e., phased array antenna) with circular polar-
ization and 60 cm equivalent aperture diameter, whereas the handheld user has an 
omnidirectional antenna element (e.g., a dipole antenna) with linear polarization.

1.3.5  Security challenges
Proper security mechanisms are essential for NGSO communication systems 
because they are susceptible to security threats such as eavesdropping, jamming, and 
spoofing. For instance, any sufficiently well- equipped adversary can send spurious 
commands to the satellite and gain full access to satellites as well as data, enabling 
them to cause serious damage. In addition to the blind jamming [43], intelligent jam-
ming exploiting the communication protocols can be used [44]. In this framework, 
applications of satellite- aided massive uncoordinated access are very vulnerable 
to such intelligent jamming due to the reduced coordination, i.e., increased uncer-
tainty related to the structure of the received signal. Another example of potentially 
malicious activity that requires additional security measures is related to denial- of- 
service attacks, which can be conducted by adversaries via sending a large num-
ber of spurious messages to the satellite [45]. Thus, satellites under this attack will 
spend significant computational processing power and time on spurious messages, 
which degrades the quality of service for the legitimate users. NGSO satellites can 
be particularly susceptible to this kind of attacks due to rather limited computational 
power, such that the satellite can be easily overloaded with processing tasks and 
may not be able to provide the requested service within the short visibility window.

Security of satellite communication is traditionally provisioned via cryptography- 
based techniques on the upper layers. The drawback of these techniques is their high 
computational complexity. Thus, more efficient and sophisticated methods from the 
areas of quantum key distribution (QKD), blockchain technology (BCT), and physi-
cal layer security have been proposed in References 46–48. QKD provides means 
to detect if the transmission has been eavesdropped or modified. For this, quantum 
coherence or entanglement is employed, which is based on a unique connection 
between the transmitter and the receiver. The disadvantage of this scheme is the 
need to exchange the keys, which may need time since entangled particles need to 
be produced and sent. Hence, this approach may not always be suitable for NGSO 
and especially LEO satellites due to the fast passage of the satellite. However, free 
space optical (FSO) communication technology is an interesting alternative to RF 
inter- satellite- links owing to the wide bandwidth and high data rate that an FSO 
system can offer, where the optical technologies are foreseen as a key enabler for 
ultra- secure communications with the use of QKD.

The communications between ground stations and NGSO satellite constellations 
require decentralized tracking and monitoring of active and inactive space assets. In 
addition, it requires assessing the space environment through a network of multi 
and heterogeneous satellite nodes in different orbits. In this respect, BCT can be 
utilized for securing satellite communications and authenticating space transactions 
between the NGSO constellations and ground stations [47]. The key feature of BCT 
is to authenticate the satellite’s identity, ground station’s identity, or communication 
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pattern validity through a history record of changes such as the configuration and 
re- configuration history of the satellite and space information network. Therefore, 
BCT can be beneficial to protect satellite communication against denial- of- service, 
distributed denial- of- service, and insider attacks. However, BCT challenges should 
be scrutinized as well, such as the BCT database storage and distribution for all 
satellite nodes in a network.

Physical layer security is known to be an effective approach to achieve rea-
sonable levels of security without imposing additional computational complexity 
for data encryption/decryption [49]. This approach is very popular in terrestrial 
networks, where the spatial filters are designed with respect not only to the user 
demands but also to the secrecy against an eavesdropper with a partially known or 
unknown location. Nevertheless, the satellite- terrestrial communication link usually 
does not have enough spatial diversity to distinguish between the intended users 
and eavesdroppers. Interestingly, the joint precoding over multiple NGSO satel-
lites with overlapping coverage areas may solve this issue under some conditions, 
since the spatial diversity associated with the antennas of the adjacent satellites can 
be exploited to enhance the secrecy performance. A physical layer security tech-
nique can be introduced as an added layer of defence into NGSO satellites but more 
research efforts are required in this area for further development.

1.4  Future research challenges

Apparently, NGSO satellites are going to be an important part of future wireless 
communication networks, where they will converge with other wireless systems to 
achieve ubiquitous coverage, hybrid connectivity, and high capacity. Satellite tech-
nologies are under constant development to respond to the fast- changing demands of 
contemporary commercial and governmental systems through significantly higher 
capabilities and in a cost- effective manner. The disruptive potential of NGSO satel-
lites does not lay only in serving the poorly connected areas but it also promises to 
open new frontiers for digital innovation. In this section, we will present some future 
research directions inspired by utilizing NGSO systems in various applications.

1.4.1  Open RAN
Open Radio Access Network (ORAN) initiatives were developed to split the RAN 
into multiple functional parts thereby enabling the interoperability of the vendor- 
independent off- the- shelf hardware, openness of the software and the interfaces. 
Furthermore, the movement of ORAN actively promotes disaggregated RAN archi-
tectures enabled by standardized communication and control interfaces among the 
constituent components. The goal is to empower innovation, enhance security and 
increase sustainability. The ORAN Alliance [50] actively promotes these initiatives.

All these aspects are very beneficial for satellite communication systems. For 
comparison, current satellite networks mainly rely on the implementation by a sin-
gle manufacturer. This sole manufacturer usually provides all necessary network 
components, which are ‘hard- wired’ within the system without any possibility to 
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reconfigure. Hence, such vendor- dependent satellite networks lack flexibility and 
adaptability, especially for longer missions of more than 10 years, since the satel-
lite hardware components can hardly be replaced while the software can hardly be 
updated. On the other hand, the persistent growth of the traffic demand and the 
number of services with varying requirements, demand timely updates of the net-
work configuration. In this context, ORAN offers the possibility to easily exchange 
the components with more advanced ones or extend the network by incorporating 
additional infrastructure. In addition, a novel strategy for network management has 
been proposed for the ORAN architecture, which is based on artificial intelligence 
(AI) and machine learning (ML)- driven policy definitions and resource management 
[51, 52]. This strategy enables the AI/ML- based solutions to perform computation-
ally intense tasks and the decision- making triggered by the network itself.

For NGSO satellite networks, the reconfiguration capability and vendor inde-
pendence of ORAN are of special interest, since they allow a flexible extension of 
the constellation by adding more satellites or replacing their hardware and software 
with non- proprietary updates, which may work more efficiently in future. In this 
context, there are various challenges, since the compatibility of such diverse hard-
ware may require a careful system design. In particular, the availability of data and 
the way how it is processed in different satellites needs to be taken into account. 
The most affected use cases for the application of ORAN seem to be resource man-
agement, carrier planning, and network adaptation. In addition, multi- layer mega- 
constellations seem to be the most demanding scenario for such an architecture. 
These use cases need to be analysed in order to determine the price that needs to be 
paid for the enhanced flexibility of ORAN.

1.4.2  Broadband connectivity for space missions
Space- based Internet systems emerge as solutions to provide Internet access through 
a large number of LEO or MEO satellites. In addition to their unique capabilities 
in providing global coverage, low- latency communication, and high- speed Internet 
access point, they can notably change the way satellite missions are designed and 
operated in the near future. More specifically, the number of small satellite constel-
lations in lower orbits for space downstream applications, such as Earth observation, 
remote sensing, and Internet of Things (IoT) collection, is constantly increasing. 
Currently, downstream mission operators heavily depend on a network of ground 
stations distributed across the globe for the purpose of downlinking data and con-
trolling small satellites through telemetry and telecommand. Therefore, one of the 
key challenges for future space missions is providing real- time uninterrupted con-
nectivity, which is fairly infeasible in the current satellite system infrastructure 
due to the magnitude and cost of the needed gateway network on the ground. Even 
though some innovative concepts towards ground network sharing have recently 
appeared, such as Amazon AWS ground station [53] and Microsoft Azure Orbital 
[54], the number and duration of ground access sessions are most of the times lim-
ited, preventing real- time mission operation and continuous high- throughput down-
streaming data.
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Assuming a scenario where small satellites for downstream applications can 
directly access the Internet via a space- based Internet provider in a higher orbit, the 
small satellites can be constantly connected to the network without depending on 
a private or shared distributed network of ground stations [55]. This is certainly a 
game changer for the design and operation of future downstream satellite missions 
since the communication link has to be pointing towards the sky instead of the Earth. 
This approach can be also replicated for the space- based Internet providers to enable 
a larger degree of connectivity in space network topologies. Further, this structure 
can lead to more inexpensive and sustainable space systems by reducing the number 
of required ground stations, while achieving real- time and reliable space commu-
nications. Employing the space- based Internet systems in this context can provide 
coordination of multiple constellations and awareness of the operational character-
istics of each counterpart system. Additionally, space- based Internet systems will 
allow a satellite system to function strategically by transmitting telemetry, tracking, 
and command data between small satellite terminals and satellite control centres on 
the ground. However, the expected connectivity improvement will be achieved at 
the cost of higher complexity which is essential for load balancing between satellite 
links and for finding paths with the shortest end- to- end propagation delay, as well as 
tackling the dynamicity of the nodes (e.g., high relative speeds and frequent hando-
vers), which are yet unexplored areas in the literature.

1.4.3  Edge computing
One of the main challenges for the operation of satellites in general and especially 
NGSO satellites is the rather low information processing capabilities of the on- board 
processors [56]. Consequently, complex processing tasks, such as online optimiza-
tion of the resource allocation strategy, data processing for Earth observation appli-
cations, data aggregation for IoT, etc., can hardly be executed using a single satellite 
processor. Instead, the processing can be done in a distributed manner by pushing 
it from the central unity, e.g., GEO satellite, to the edge, e.g., NGSO satellites [57, 
58]. Besides that, computation offloading via NGSO satellites has been proposed 
in various works, e.g., [59]. Moreover, edge computing has emerged as a promis-
ing solution to alleviate the high latency issue by deploying processing and storage 
resources closer to users, especially for resource- hungry and delay- sensitive appli-
cations. Thus, integrating edge computing into NGSO networks can improve the 
performance of satellite networks by providing near- device processing capability. 
In this system, large amount of data generated by users can be processed through 
NGSO satellites instead of redirecting it to other servers, which will reduce network 
traffic load and the processing delay. While this application seems very promising, 
its practical limitations and requirements are not yet fully understood as it has started 
to attract the attention of researchers only in the last few years.

1.4.4  Space-based cloud
Far from the common use of satellites as relay devices, the space- based cloud con-
cept has emerged as a promising and secured paradigm for data storage over NGSO 
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satellites, particularly in the context of big data technologies and applications [60]. 
The key advantage of space- based data storage is providing complete immunity 
from natural disasters occurring on Earth. Furthermore, utilizing NGSO satellites 
for data storage can offer more flexibility to some cloud networks that are designed 
to transfer data globally regardless of the geographical boundaries and terrestrial 
obstacles [61]. For instance, mega- corporations and large organizations that are 
located at different global sites can share big data through a space- based cloud and 
benefit from the faster transfer rate compared to the traditional terrestrial cloud net-
works, especially for delay- sensitive services.

In this perspective, a startup company named Cloud Constellation is planning to 
establish a space- based datacentre platform, named SpaceBelt that is offering secure 
data storage through LEO satellites and well- connected secure ground networks. 
In this infrastructure, the data- storage system is built upon multiple distributed sat-
ellites equipped with data- storage servers. However, the communication window 
between a ground station and an NGSO satellite is sporadic and the power budget 
in satellites is limited. Hence, this infrastructure imposes a significant challenge on 
developing scheduling algorithms for energy- efficient downloading files from the 
space- based datacentres to meet the dynamic demands of users under time- varying 
channel conditions. Besides, the existing operational algorithms for task scheduling 
in terrestrial cloud datacentres are not applicable to the space- based cloud infrastruc-
tures [62].

1.4.5  IoT via NGSO satellites
The flexibility and scalability properties of NGSO satellites make their employ-
ment within the IoT ecosystem more appealing to shape novel architectures that 
uplift the interoperability among a plethora of applications and services [25]. Thus, 
by exploiting the relatively short propagation distances of NGSO satellite constel-
lations, IoT terminals can be designed to be small- sized, long- life, and low- power, 
which is ideal for IoT operation. Moreover, the reduced OPEX and CAPEX of 
NGSO satellites compared to GSO ones render them into efficient facilitators for 
the deployment of efficient IoT services over wide geographical areas [63]. Hence, 
these exceptional features of NGSO satellites can unleash the full potential of IoT, 
which will establish a universal network with billions of worldwide interconnected 
devices.

In this direction, the 3GPP organization in its release 17 [64] has studied the 
necessary changes to support Narrow- Band IoT (NB- IoT) over satellites, including 
both GSO and NGSO systems. The objective here is to identify a set of features and 
adaptations enabling the operation of NB- IoT within the NTN structure with a prior-
ity on satellite access. In this context, some works have already started to adapt and 
evaluate these protocols under the NGSO system constraints specifically the rela-
tive satellite motion [65]. Nevertheless, the progress is still in its infancy and more 
research efforts are required for a seamless integration, particularly in connecting 
NGSO satellites to mobile or stationary IoT devices and supporting ultra reliable 
low latency communications.
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1.4.6  Caching over NGSO satellites
Benefiting from the high- capacity backhaul links and ubiquitous coverage, NGSO 
satellites can help bring content closer to the end users, and thus, these satellites can 
be considered as an option for data caching. NGSO satellites also have the ability 
to multi- cast data and quickly update the cached content over different locations. 
Additionally, the symbiotic relationship between satellite and terrestrial telecom-
munication systems can be exploited to create a hybrid federated content delivery 
network, which will substantially ameliorate user experience. Therefore, integration 
of NGSO satellites into future Internet with enabling in- network caching makes 
traffic demands from users for the same content to be easily accommodated without 
multiple transmissions, and thereby, more spectral resources can be saved along 
with reducing transmission delay. Further, a promising strategy in this context is 
the combination of caching with edge computing over NGSO satellites, such that 
data processing, content analysis and caching are seamlessly integrated and harmo-
nized. However, the time- varying network topology and limited on- board resources 
in NGSO satellites have to be taken into account when designing caching placement 
algorithms alongside their fast convergence and low complexity.

1.4.7  UAV/HAP and NGSO coordination
The use cases of low- cost unmanned aerial vehicles (UAVs) as flying mobile base- 
station are rapidly growing to expand wide- scale coverage range and improve 
wireless network capacity. Integrating terrestrial, airborne, and satellite networks 
into a single wireless system could provide comprehensive and efficient services. 
Moreover, UAVs and high- altitude platforms (HAPs) offer a high degree of mobility 
and a high chance for LoS connectivity, which makes them perfect mobile relays for 
satellite- terrestrial links. The use of NGSO and especially LEO satellites seems very 
promising due to a much smaller latency compared to GSO satellites, which is a nec-
essary condition for the proper functioning and autonomous operation of the UAVs.

By introducing UAVs as part of the integrated space- air- ground system novel 
types of networks have been envisioned [66], such as UAV- aided cognitive satellite- 
terrestrial networks [67], cell- free satellite- UAV networks as part of future 6G 
systems [68], etc. Specifically, massive integrated networks are envisioned with 
multiple satellite orbits as part of NGSO mega- constellations, multiple UAVs and 
HAPs. Such networks pose many challenges for the coordination, navigation and 
synchronization. Some of the typical impairments to be considered in this context 
are high Doppler shift, pointing errors and outdated channel state information. 
Another challenge is the topology control and multi- hop signal routing for such 
dynamic networks.

1.5  Conclusions

The deployment of NGSO satellites has been trending over recent years owing to 
their low free- space attenuation, low- profile antenna, small propagation delay, and 
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reduced orbital injection cost per satellite. The successful realization of NGSO com-
munication systems is being achieved by the ongoing development of new tech-
nologies and the growing interest and investments, which have indeed pushed the 
satellite communication potentials towards higher bounds that need to be explored 
to support the rapid proliferation of various space- based applications and services. 
In addition, NGSO systems can be employed to support the terrestrial networks and 
facilitate matching the rapid 5G ecosystem evolution by increasing the offered cov-
erage and network capacity.

This chapter has presented the uprising technologies and research outlook in 
the realm of NGSO satellite systems along with the key technical challenges to 
integrate NGSO satellites into the global wireless communication platforms. In par-
ticular, the state- of- the- art in NGSO systems has been discussed first via explor-
ing the attributes of both NGSO space- based Internet providers and small satellite 
missions. Next, in addition to studying the restrictions due to the coexistence with 
GSO systems, constellation design and resource management challenges, and user 
equipment requirements have been explored as well. Finally, several future research 
directions to deliver highly reliable and efficient global satellite communications for 
various applications were discussed.
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Chapter 2

Spectrum regulation for non- geostationary 
orbit satellite systems

Jesús Arnau 1

2.1  Introduction

The last few years have witnessed the development of several non- geostationary 
orbit (NGSO) satellite constellations that aim to provide global broadband coverage, 
be it for professional communications or for direct- to- home Internet connectivity 
[1–3]. In total, they consist of several thousand of satellites, all of them operating 
in bands already in use by geostationary (GSO) satellite networks. The goal of this 
chapter is to review, at a tutorial level, the existing international regulations sur-
rounding the use of spectrum by these NGSO constellations, with a particular focus 
on how they share spectrum with GSO networks.

Satellite communications are international in nature and therefore need some 
form of global regulation regarding their access to the radio spectrum. The global 
treaty fulfilling this function is the International Telecommunications Union (ITU) 
Radio Regulations (RR) [4]. The principle underlying this treaty is that Member 
States that sign it must operate their radio stations—whatever their purpose—so that 
they do not cause harmful interference to the radio services of other Member States 
that operate in accordance with the provisions in the treaty.

The RR establishes the procedure that satellite services must follow to obtain 
international recognition for the frequency and orbital resources they plan to use. 
Such recognition is obtained on a first- come, first- served basis by submitting a 
request to the ITU. For several types of satellite services, including NGSO satel-
lite systems, the underlying principle is that international recognition is acquired 
through successful negotiations with affected administrations (i.e., through coordi-
nation agreements).

Furthermore, according to the RR, and unless otherwise stated, NGSO sys-
tems shall not cause unacceptable interference to, and shall not claim protection 
from, GSO networks in the fixed- satellite service (FSS) and the broadcasting- 
satellite service (BSS) (see Article 22.2 of the RR). The RR also defines ways to 
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quantify what unacceptable interference is in this case, although two countries can 
always reach a bilateral agreement allowing them to cause more interference to the 
services of the other; in such a case, both countries still need to protect services of 
third countries according to the RR.

In this chapter, we provide a tutorial introduction to spectrum regulation for NGSO 
satellite systems. While there are NGSO systems operating in the mobile- satellite ser-
vice (MSS), the scope of this chapter is limited to the regulations surrounding NGSO 
systems operating in the FSS, which mostly use Ka and Ku band for their links. We will 
briefly touch upon their planned use of higher bands, too.

The remainder of this chapter is structured as follows. Section 2.2 provides an 
introduction to the basic aspects of national and international regulation of satellite 
services, including an introduction to the RR. Section 2.3 summarises the spec-
trum usage and characteristics of some of the main NGSO FSS satellite systems. 
Section 2.4 explains in more detail the process by which NGSO systems obtain 
international recognition for their frequency assignments. Section 2.5 provides 
further detail into the way NGSO systems and GSO networks share spectrum. The 
chapter ends by listing some open challenges in NGSO spectrum management in 
section 2.6.

2.2  The basics of spectrum regulation for satellite services

Satellite services are amongst the most international radio communications services 
by their very nature; transmissions from a single GSO satellite can reach almost 
one third of the globe if using a global antenna beam, and constellations of NGSO 
satellites can cover the whole Earth. For this reason, international coordination of 
satellite systems is crucial. Moreover, operators will want to place earth station in 
several countries and have the right to transmit and, if needed, to receive signals in 
specific frequency bands. In other words, satellite operators need to obtain recogni-
tion for the spectrum used by both space stations (satellites) and earth stations (user 
terminals and gateways), as follows:

1. For the space segment, operators need to obtain international recognition for 
the frequency and orbital resources they plan to use. These are obtained on a 
first- come, first- served basis by submitting a request to the ITU in what is called 
a satellite filing. Such recognition is conditional on certain requirements being 
met as specified by the RR, the global treaty that governs the use of radiocom-
munication spectrum.

2. For the earth segment, operators need to obtain licences from individual coun-
tries, unless there is an explicit exemption in place. Licences provide national 
recognition for the use of certain frequencies within a country. Licences are 
awarded to stations only if they meet certain requirements that facilitate their 
coexistence with other stations—hence their importance from the point of view 
of national spectrum management.
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2.2.1   Introduction to the radio regulations
A commonplace statement in radio communications is to say that radio waves do 
not stop at country borders. It is very true, and because of this, a global agreement is 
needed to regulate the use of the radio spectrum. As already mentioned, the RR [4] 
is the global treaty fulfilling this function.

The RR is an international treaty that is binding to ITU Member States. It is 
revised by administrations and members of the ITU during World Radio Conferences 
(WRC), which take place roughly every 4 years. It consists of four volumes contain-
ing articles, appendices, Resolutions and recommendations, respectively [5].

The founding principles of these regulations are outlined in their preamble. 
Notably, Members States shall bear in mind that radio frequencies and orbits are 
limited natural resources and that they must be used rationally, efficiently and 
economically. Member States shall operate their radio stations—whatever their  
purpose—so that they do not cause harmful interference to the radio services of 
other Member States operating in accordance to the provisions of this treaty.

2.2.1.1  Article 5
One of the key pieces of the RR is the Table of Frequency Allocations contained in 
Article 5, which currently covers the radiocommunications spectrum from 8.3 kHz 
to 275 GHz. It details which services can be operated in each band and each ITU 
Region (see RR No. 5.2), and under which conditions. A radiocommunications ser-
vice involves the transmission, emission and/or reception of radio waves for specific 
telecommunication purposes (c.f. RR No. 1.19).

Figure 2.1     Regulatory framework for the different parts of a NGSO satellite 
system
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1. Services in CAPITALS* are primary services. If several services have a primary 
allocation in the same band, they are said to be co- primary. Co- primary services 
share the band with equal rights unless otherwise stated: there can sometimes 
be a footnote that states that one of the co- primary services has to protect the 
other, and in that case we would say that the protected service is super- primary.

2. Services in ‘normal characters’ are secondary services. Stations of a secondary 
service shall not cause interference to, or claim protection from, stations of a 
primary service regardless of when they were assigned. Secondary stations can 
only claim protection from stations of secondary services assigned at a later 
date.

3. The numbers of the form 5.XXX refer to footnotes to the Table. Footnotes are 
crucial because they refer to essential provisions affecting a service (if they 
appear right next to it) or to the whole band (if they appear in a separate row at 
the bottom). Footnotes can also indicate the existence of additional allocations 
in specific countries.

It shall be remarked that allocations are to radiocommunication services, and 
not to applications or technologies: the RR are technically neutral. However, it can 
sometimes be seen that a band has been identified or designated for a specific use. 
These concepts are not explicitly defined and have no regulatory implication, but 
express the interest or intention of some administrations on a future use of that band 
for a specific technology or application. A common example is No. 5.516B, which 
identifies several bands for high- density applications in the fixed- satellite service†; 
another example is the identification of the bands 24.25–27.5 GHz, 42.5–43.5 GHz, 
47.2–48.2 GHz, 45.5–47 GHz and 66–71 GHz for use by administrations wishing 
to deploy the terrestrial component of International Mobile Telecommunications 
(IMT) achieved during WRC- 19.

It is also important to remark that if administrations assign frequencies to a sta-
tion in violation of the Table of Frequency Allocations (or of other provisions of the 
RR), they must do so under the express condition that such station will be operated 
on a non- interference, non- protection basis from stations operating in accordance 
with the regulations (RR No. 4.4). Each Member State is thus sovereign over the 
radio spectrum in its own territory, subject to the respect of the RR. In use of their 
sovereignty, administrations create their own national frequency allocation tables 
in reflection of the RR’s. Examples are the USA table of frequency allocations [6], 
the UK FAT [7] and the Tableau national de répartition des bandes de fréquences of 
France [8]; the European Communications Office keeps links to the national table of 
allocations of 48 countries on the European continent [9].

* Of the six languages of the ITU, this applies to the English, French, Russian and Spanish versions. 
Bold characters are used instead in the Arabic and Chinese versions.
† According to Resolution 143 (rev. WRC- 19), HDFSS systems are characterised by the flexible, rapid 
and ubiquitous deployment of large numbers of cost- optimised earth stations employing small antennas 
and having common technical characteristics.
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2.2.1.2  Article 9
This article details the procedure for effecting coordination with or obtaining agree-
ment of other administrations. We will discuss coordination in more detail later on.

2.2.1.3  Article 11
Another key piece of the RR is Article 11, which deals with the notification and 
recording of frequency assignments. The notification process is crucial because 
administrations shall notify to the Bureau all frequency assignments capable of 
causing harmful interference to any service of another administration (No. 11.3). 
Moreover, administrations can also choose to notify any other frequency assign-
ments for which they wish to obtain international recognition (No. 11.7). Upon 
reception of a notification, the Bureau will examine it with respect to its conformity 
with the relevant provisions of the RR. Frequency assignments that receive a favour-
able finding are recorded in the master register. According to No. 8.3, any frequency 
assignment recorded in the master register with a favourable finding shall have the 
right to international recognition, i.e. other administrations shall take it into account 
when making their own assignments, in order to avoid harmful interference.

2.2.1.4  Article 21
This article sets power limits that terrestrial and space services shall respect in some 
of the bands they share on a co- primary basis in order to facilitate coexistence. Such 
limits are examined under the relevant provisions of Article 11 (see previous item) 
before granting international recognition to frequency assignments.

2.2.1.5  Article 22
This article is of special interest for the purposes of this chapter, as it is devoted to 
space services. In particular, Section II of Article 22 details how space services shall 
control interference to GSO satellite systems and includes the notion that, unless 
otherwise stated, NGSO systems shall not cause unacceptable interference to, and 
shall not claim protection from, GSO networks in the fixed- satellite service and the 
broadcasting- satellite service (RR No. 22.2). We shall explore the implications of 
this article much more in detail in sections 2.4.2 and 2.5.

2.2.1.6  Appendices
The appendices to the RR contain additional provisions and information needed to 
apply the RR. Examples of appendices of interest in satellite communications are:

 • Appendix 4, defining the data that must be provided to the ITU, when filing for 
a frequency assignment.

 • Appendix 5, defining when coordination is required under the provisions of 
Article 9.

 • Appendix 7, containing methods to determine the coordination area around 
earth stations.
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 • Appendix 8, containing a method to determine if coordination is needed between 
two GSO satellites.

 • Appendices 30, 30A and 30B. These appendices describe the rules around the 
broadcasting- satellite and fixed- satellite service plans. These are quite different 
rules that apply to some specific frequency bands. In planned bands, orbital 
slots and frequency resources are split into allotments and distributed equitably 
among Member States. Operations in planned bands are protected from harm-
ful interference from other networks even if they are not currently in operation, 
thus ensuring capacity for future use by Member States. Further information 
can be found in Reference 10.

2.2.1.7  Resolutions
Resolutions can be seen as a type of decisions adopted by WRC. They can be used 
to invite the ITU- R or the Radiocommunications Bureau to carry out certain actions, 
like when setting the agenda of the next WRC. An example of this is Resolution 811 
(WRC- 19), which sets the agenda for WRC- 23.

More commonly, Resolutions are used to state rules that administrations shall 
comply with when using certain bands or services. For example, Resolution 750 
(rev. WRC- 19) deals with compatibility between the Earth exploration- satellite 
service (passive) and relevant active services, and identifies maximum recom-
mended unwanted emission powers that shall not be exceeded in order to ensure 
such compatibility. Other examples of particular relevance for NGSO systems are 
the following:

1. Resolution 32 (WRC- 19), on regulatory procedures for short- duration NGSO 
missions.

2. Resolution 35 (WRC- 19), on milestones for NGSO constellations deployment, 
see section 2.4.5.

3. Resolution 76 (rev. WRC- 15), on the protection of GSO satellite networks from 
the aggregate interference from several NGSO systems in Ku and Ka band. We 
will discuss it in more detail in section 2.5.2.

4. Resolution 769 (WRC- 19), on the protection of GSO satellite networks from 
the aggregate interference from several NGSO systems in Q/V band. We will 
discuss it in more detail in section 2.5.3.1.

5. Resolution 770 (WRC- 19), on the protection of GSO networks from single- 
entry interference from NGSO systems in Q/V band, as explained further in 
section 2.5.3.

2.2.1.8  Rules of procedure
The Rules of Procedure [11] are a separate document approved by a separate entity, 
the Radio Regulations Board. They provide clarifications to the application of par-
ticular regulations, or establish practical procedures that are sometimes needed to 
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properly apply the RR. The rules of procedure shall be used by administrations and 
the Radiocommunication Bureau in the application of the RR.

2.2.1.9  Recommendations
Another relevant set of documents that are not part of the RR (although they can 
sometimes be incorporated by referencing them) are the ITU- R recommendations.

Recommendations provide advice on a range of issues, including how to model 
radio propagation and antenna radiation patterns, the best methodologies to carry 
out certain calculations, or the amount of interference or degradation that certain 
links should be designed to tolerate.

Some recommendations of interest for GSO and NGSO systems are listed 
below.

 • ITU- R P.618, which contains propagation data and prediction methods required 
for the design of Earth- space telecommunication systems.

 • ITU- R S.465, which contains a reference radiation pattern of Fixed Satellite 
Service (FSS) earth station antennas for use in coordination and interference 
assessment in the frequency range 2–31 GHz.

 • ITU- R S.1323, which recommends maximum permissible levels of interference 
in an FSS satellite network caused by other codirectional FSS networks below 
30 GHz.

 • ITU- R S.1325, describing simulation methodologies for determining sta-
tistics of short- term interference between certain NGSO systems and GSO 
networks.

 • ITU- R S.1432, on the allowable error performance degradations to FSS hypo-
thetical reference digital paths arising from time invariant interference below 
30 GHz.

 • ITU- R S.1503, containing a functional description to be used in developing 
software tools for determining conformity of NGSO FSS systems with certain 
limits in Article 22 of the RR. We describe this recommendation in greater 
detail in sections 2.5.2.2 and 2.6.1.

2.2.2  National licensing
A radio licence gives national recognition for the use of certain frequencies within a 
country. It limits the technical and operational characteristics of the concerned radio 
station (or stations, as we will see) so that it can coexist with other spectrum users.

According to RR No. 18.1, all transmitting stations established or operated by 
private persons or enterprises must be licensed by or on behalf of the government of 
the country to which it is subject. Other provisions of RR Article 18 deal with the 
essential responsibilities of the licensee and provide guidance on licensing mobile 
stations that may move across administrations. When translated into national terms, 
No. 18.1 implies that the operation of a transmitting station on Earth requires either:
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1. An individual licence. For example, if an administration has deployments of 
two co- primary services in a band, it will often need to resort to individual 
licences to ensure interference is managed.

2. A network licence. These can apply to certain geographic areas or to whole 
countries. For example, mobile stations (terrestrial or satellite) are often licensed 
in this way.

3. A licence exemption. That is, a national decision that allows operation without 
any form of licence on a non- interference basis, provided that the equipment 
meets certain technical parameters that limit the interference it can cause. Wi- Fi 
and Bluetooth devices are examples of this.

Licences often come with a fee, and may take some time for the administration 
to process depending on their complexity and on whether the process can be auto-
mated or not [12].

It is worth remarking again that nations have sovereignty over the radio spec-
trum in their territory, subject to respecting the RR treaty that binds them.

2.3  Summary of bands used by NGSO systems in the  
fixed-satellite service

As explained in section 2.1, in this chapter we focus on NGSO systems operating 
in the FSS in Ku and Ka band. Before explaining the international regulatory frame-
work in more detail, we provide a summary of the characteristic and spectrum usage 
of some of those systems in Table 2.1.

It is worth mentioning that several of these systems also plan to make use of 
higher bands (around 50 GHz and 40 GHz) in future evolutions; while this is out of 
the scope of this chapter, we will introduce some of the NGSO regulatory frame-
work around these bands later in section 2.5.3. Finally, it is also worth remarking 
that NGSO constellations operating in other radiocommunication services (like the 
MSS) operate in other bands.

Table 2.1    Summary of constellations and their band use

Frequency bands (GHz)

#sat. Altitude (km)Feeder link User link

Kuiper ↓ 17.7 -18.6, 18.8 – 20.2
↑27.5 – 29.1, 29.5 – 30.0

3236 590, 610, 630

OneWeb ↓ 17.8 – 18.6, 18.8 – 19.3
↑27.5 – 29.1, 29.5 – 30.0

10.7 – 12.7
14.0 – 14.5

650 1100, 1200
SpaceX 4408 590, 540, 570
Telesat ↓ 17.8 – 18.6, 18.8 – 19.3, 19.7 – 20.2

↑27.5 – 29.1, 29.5 – 30.0
298 1015, 1325

Source: [13, 14] and references therein.
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Table 2.1 shows how existing and planned constellations target most of the FSS 
allocations in Ka band, and sometimes also in Ku band. From a regulatory perspec-
tive these bands have different characteristics, as we explain below.

2.3.1   Ku band downlink (10.7–12.7 GHz)
In this band, the FSS is co- primary with the terrestrial fixed and mobile services. The 
part 10.7–11.7 GHz has an FSS allocation across all regions, but this is not the case 
above 11.7 GHz (e.g. there is no FSS allocation in region 1 in the part 11.7–12.5 
GHz, see Chapter II of Article 5 of the RR).

2.3.2   Ku band uplink (14.0–14.5 GHz)
Within this band, in the part 14.0–14.25 GHz the FSS shows as co- primary with the 
radionavigation service only. However, the radionavigation service shall protect the 
FSS in that band as per No. 5.504 of the RR.

2.3.3   Ka band downlink
 • 17.7–18.6 GHz. In this band, the FSS is co- primary with the terrestrial fixed 

and mobile services. This means that, depending on the use in each country, 
operators might need to coordinate their earth stations with e.g. fixed links, or 
to accept interference from them.

 • 18.6–18.8 GHz. This band does not show up in Table 2.1 because it is limited 
to systems with an orbit of apogee greater than 20 000 km.

 • 18.8–19.3 GHz. In this band, the FSS is also co- primary with the terrestrial 
fixed and mobile services. Within this band, NGSO systems are subject to coor-
dination with respect to GSO networks, i.e. Article 22.2 of the RR does not 
apply.

 • 19.3–19.7 GHz. In this band, the FSS is also co- primary with the terrestrial 
fixed and mobile services.

 • 19.7–20.2 GHz. In this band, only the FSS and MSS have a primary alloca-
tion, which makes it generally easier for operators to place earth stations. The 
whole band is identified for high- density applications across all regions (see RR 
5.516B).

2.3.4   Ka band uplink
 • 27.5–29.1 GHz. In this band, the FSS is co- primary with the terrestrial fixed and 

mobile services. This means that, depending on the use in each country, opera-
tors may need to coordinate their earth stations with e.g. fixed links. Within this 
band, NGSO systems in the segment 28.6–29.1 GHz are subject to coordination 
with respect to GSO networks and Article 22.2 does not apply.

 • 29.1–29.5 GHz. This band does not show up in Table 2.1 because its use by 
NGSO systems is limited to feeder links for those operating in the MSS.
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 • 29.5–30 GHz. Like in the downlink segment 19.7–20.2 GHz mentioned above, 
in this band, only the FSS and MSS have a primary allocation, which makes it 
generally easier for operators to place earth stations. The whole band is identi-
fied for high- density applications across all regions.

2.4  Efficient use of spectrum and orbital resources: the filing 
process

Radiocommunication spectrum is considered to be a scarce resource, and so are 
orbital resources—and very especially orbital slots in the GSO arc. This is why, 
according to the RR, Member States must bear in mind that radio frequencies and 
satellite orbital locations are limited natural resources and strive to use them ration-
ally, efficiently and economically, in such a way that countries may have equitable 
access to both (see Article 0.3 of the RR).

As hinted in section 2.2, international recognition of a satellite frequency assign-
ment is obtained through submitting a satellite filing to the ITU. Simplifying a bit, 
the process goes as follows:

1. Operators submit a filing through an administration
2. The Radiocommunications Bureau checks that the filing is compliant with 

existing regulation. If so:
3. Operators need to coordinate with previously filed systems, as appropriate.
4. The filing is recorded in the Master International Frequency Register.
5. The filing must be brought into use before a certain deadline to retain its 

recognition.

Below we describe each of these steps more exhaustively. Do note that we must 
omit some details for ease of exposition; see e.g. [15] and [16] for a more compre-
hensive account.

2.4.1   Initial submission of a satellite filing
A satellite filing is a description of the frequency assignments of a satellite net-
work in terms of its characteristics, including orbital parameters, space station 
transmission and reception parameters (including frequency bands, emission 
bandwidth, power, antenna gain and receiver noise temperature), earth station 
parameters, type of service and service area [15]. A filing can only be submitted 
to the ITU by an administration of a Member State, and not directly by a private 
company.
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2.4.2   First examination of a filing by the Radiocommunication 
Bureau

When the Radiocommunication Bureau receives a filing, it then examines it in 
accordance with the RR and the rules of procedure. An NGSO filing must be com-
pliant with the RR, and among other things this means it must

 • Be consistent with the international table of frequency allocations (see Article 
5 of the RR).

 • Respect the satellite emission limits that ensure protection of co- frequency ter-
restrial services, if applicable (see Article 21 of the RR).

 • In Ku and Ka, respect the equivalent power- flux density (EPFD) limits that 
ensure protection of GSO networks both from earth stations and space stations, 
except in the bands 18.8–19.3 GHz and 28.6–29.1 GHz where coordination 
applies instead (see Article 22 of the RR).

 • In Q/V bands, respect maximum degradation limits defined over a set of hypo-
thetical GSO reference links (see Article 22 of the RR and Resolution 770).

The last two bullet points are quite important in our exposition. As explained, 
No. 22.2 of the RR says that, unless otherwise stated, NGSO systems must not cause 
interference to, or claim protection from, GSO networks in the FSS and BSS that 
operate in accordance with the RR. This principle has resulted in slightly different 
conditions in the Ku and Ka bands as compared to the Q/V bands. In both cases, 
however, operators will have to put technical mitigations in place in order to ensure 
protection of GSO networks.

Coexistence between NGSO systems and GSO networks is a crucial topic in 
spectrum management nowadays, and we will revisit it in a dedicated section (sec-
tion 2.5). Before moving on, we shall reiterate that No. 22.2 does not apply in two 
parts of Ka band, one in the uplink and one in the downlink, where NGSO systems 
and GSO networks must complete coordination on a first- come, first- serve basis 
instead. We explain the principles of coordination in more detail in the paragraphs 
below.

2.4.3   Seeking agreement from other administrations
Filings are processed differently depending on whether the requested bands are 
planned or unplanned.

In bands subject to a plan, equitable access to spectrum is guaranteed by a priori 
planning, e.g., by creating allotments with certain orbital locations and technical 
parameters, and ensuring their protection regardless of whether the allotment is in 
use or not.

In bands not subject to a plan, recognition is obtained on a first- come, first- 
served basis. More specifically, international recognition is acquired through suc-
cessful negotiations with affected administrations; in other words, by reaching a 
coordination agreement. This is the case for the NGSO systems under discussion 
in this chapter: NGSO systems operating in the FSS need to seek coordination 
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agreements with previously filed NGSO systems operating or planning to operate in 
the same bands. Also, and as already explained, NGSO systems and GSO networks 
in the FSS must reach coordination agreements in the bands 18.8–19.3 GHz and 
28.6–29.1 GHz.

Coordination enables parties to discuss and find solutions that will allow their 
satellite systems to coexist. This often requires the use of technical mitigation meth-
ods, but agreements beyond technical parameters are also possible [17].

Coordination is meant to allow equitable access to bands and orbital resources 
while protecting existing systems. However, it requires time and effort to complete, 
especially in congested bands where the list of existing networks may be very long. 
It can also introduce uncertainty in the business plan because it introduces opera-
tional constraints that cannot be accurately predicted at the start of the filing process.

2.4.4   Recording in the master international frequency register
An NGSO system which has completed coordination can then be notified, meaning 
that it is recorded in the Master International Frequency Register. Recording in this 
register gives international recognition to the system, which can then have regula-
tory confidence over the parameters it has filed for and coordinated. In regulatory 
terms, this international recognition means other administrations shall take these 
assignments it into account when making their own, in order to avoid harmful inter-
ference–see No. 8.3 of the RR.

Even if coordination is not completed with some previous systems, frequency 
assignments could still be recorded in the master register with the important caveat 
that they shall not cause interference to, or claim protection from, those previous 
systems with which coordination was not achieved.

It shall be remarked that the notification process is not exclusive of frequency 
assignments of space services. According to the RR, administrations shall notify to 
the Bureau all frequency assignments capable of causing harmful interference to any 
service of another administration (No. 11.3). Administrations can also choose to 
notify any other frequency assignments for which they wish to obtain international 
recognition (No. 11.7).

2.4.5   Bringing into use
The international recognition given by the recording in the master register is con-
ditional on several things. To start with, the frequency assignment must be brought 
into use within a defined regulatory time limit, i.e., a station that is capable of using 
such frequency assignment must be put in place before a certain deadline. A bring-
ing into use deadline helps prevent spectrum warehousing and improves the overall 
efficiency of the process.

For a GSO satellite, e.g., the deadline is 7 years from the date of receipt of the 
filing. This concept has been recently adapted to NGSO systems, too: while in the 
past a full constellation of hundreds of satellites could be brought into use by put-
ting into orbit a single satellite, a series of completion milestones must be fulfilled 
now—see Resolution 35 (WRC- 19).
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In particular, operators must deploy:

 • 10% or more of the total number of satellites within 2 years after the end of the 
7- year period.

 • 50% or more of the total number of satellites within 5 years after the end of the 
7- year period.

 • 100% within 7 years after the end of the 7- year period.

Finally, it is worth remarking there are other changes that could affect an NGSO 
system once it has been correctly recorded in the master register. For example, there 
are limits to how much degradation all NGSO systems can cause to GSO networks. 
If such limits are ever exceeded, administrations shall remediate the situation by 
appropriate modification of their systems; see Resolution 76 (Rev. WRC- 15) and 
Resolution 769 (WRC- 19) [4].

2.5  Sharing between NGSO systems and GSO networks

As already mentioned, coexistence between NGSO systems and GSO networks is 
a crucial topic in spectrum management. The underlying principle is that, unless 
otherwise stated, NGSO systems must not cause interference to, or claim protection 
from, GSO networks in the FSS and BSS that operate in accordance with the RR. 
To achieve this, NGSO systems need to resort to several types of mitigation tech-
niques that make this coexistence possible. Additionally, this principle has resulted 
in different implementations across different spectrum bands, as we explain in the 
following paragraphs.

2.5.1   Technical mitigation techniques to facilitate coexistence
Non- GSO systems need to resort to different mitigation techniques in order to be 
able to share the spectrum, both with other NGSO systems and with GSO networks 
[18, 19]. The most basic techniques are frequency planning and coverage design 
that are aware of other spectrum users, but other more sophisticated options are also 
common. For example, earth stations may leverage satellite diversity and commu-
nicate only with satellites that require pointing far from the GSO arc. Satellites may 
also change their parameters, e.g., by ceasing transmission when passing through 
the main beam of a GSO satellite link, or by tilting the satellite in order to increase 
discrimination.

2.5.2   Regulatory framework in Ku and Ka band
2.5.2.1  Description
As we explained in section 2.4.3, in Ku and Ka bands NGSO systems shall respect 
EPFD limits contained in Article 22 of the RR, except in the bands 18.8–19.3 GHz 
and 28.6–29.1 GHz, where coordination applies instead. An NGSO system that 
complies with these limits is deemed to be in compliance with No. 22.2 of the RR, 
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i.e., it is deemed not to cause harmful interference to GSO networks—including 
future networks. As mentioned, these EPFD limits may be exceeded on the terri-
tory of countries that have so agreed. These limits apply to each NGSO system, but 
aggregate limits for all co- frequency NGSO systems have also been specified.

The EPFD is defined as the sum of power- flux densities produced, by all sta-
tions of an NGSO system, at a point on the Earth’s surface or in the geostationary 
orbit, as appropriate:
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2.5.2.2  Implementation of the framework
To determine whether an NGSO system complies with the single entry EPFD limits 
in Article 22, the ITU performs a check at the filing stage using the methodology 
described in ITU- R S.1503 [20]. This methodology plays a crucial role in assess-
ing whether NGSO FSS systems meet the EPFD limits not only in Ku and Ka band 
but also in parts of C band; it is also a component of the methodology to assess 
whether NGSO FSS systems meet limits on unavailability and throughput that exist 
for higher bands, as we will explain in Section 2.5.3.

The methodology in ITU- R S.1503 takes as input the NGSO system character-
istics as specified in the ITU filing. Each of these parameters should be measurable, 
thus enabling administrations to verify they are being complied with. They should 
also be understood as limits, i.e., an NGSO system shall operate under the envelope 
they describe and shall not exceed that envelope during its operation, but can other-
wise modify its operating characteristics provided that the above- mentioned limits 
are not exceeded.

ITU- R S.1503 determines the geometry that would result in the highest short- 
term EPFD and uses it in all calculations. This is known as the worst- case geometry. 
If several geometries produce the same short- term EPFD, then the worst- case geom-
etry is the one with the highest likelihood, typically the one for which the lowest 
elevation angle of the GSO earth station occurs. Using that worst- case geometry, 
the algorithm then computes the statistical distribution of the EPFD, and compares 
it with the limits in Article 22 of the RR.

This procedure deals with the emissions of one single NGSO constellation, but 
how to ensure and verify that the aggregate emissions from all co- frequency NGSO 
constellations do not exceed the aggregate limits in Article 22? Note that aggregate 
emissions are very important from the perspective of GSO links.

The rules to deal with aggregate emissions are set in Resolution 76 in the RR, 
which states that administrations operating or planning to operate NGSO FSS 



Spectrum regulation for non-geostationary orbit satellite systems 41

systems in Ku and Ka band shall take all possible steps, including, if necessary, by 
modifying their systems, to ensure that the aggregate interference into GSO FSS 
and GSO BSS networks caused by such systems operating co- frequency in these 
frequency bands does not exceed the levels indicated in that recommendation.

How to implement this in practice was largely left open and is currently a mat-
ter of discussion in the ITU. But finding a solution might be challenging: if many 
co- frequency NGSO systems were put in orbit, the first to arrive could subsequently 
need to constrain its operation as new systems come into fruition, in order to ensure 
compliance with the aggregate limits.

However, it is worth remarking that, according to technical studies, at least three 
systems would be needed to create a small risk of aggregate interference (see con-
sidering  d) in Resolution 76, which states that the single- entry limits in the RR 
were derived assuming a maximum effective number of 3.5 co- frequency NGSO 
systems). This is partly because NGSO constellations already must avoid interfering 
one another in order to operate, and therefore have some inherent flexibility to adapt 
and reduce the chances of aggregate interference if needed.

2.5.3   Regulatory framework in higher bands
In section 2.3, we mentioned that NGSO constellations plan to start making use of 
higher frequency bands in the near future. For this reason, WRC- 19 adopted regula-
tory provisions to facilitate coexistence between NGSO systems and GSO networks 
in the bands 37.5–39.5 GHz and 39.5–42.5 GHz for the space- to- Earth direction, 
and 47.2–50.2 GHz and 50.4–51.4 GHz in the Earth- to- space direction. These are 
colloquially said to be part of the Q/V bands.

The thinking underlying the framework in these bands is slightly different to 
the one in Ku and Ka bands. In this case, NGSO systems must comply with lim-
its in terms of increase in unavailability and decrease in average throughput that 
they cause to a set of hypothetical reference GSO links. Simplifying, these are (see 
Article 22.5 M):

 • A single- entry increase of 3% in the unavailability of the GSO link, and
 • A single- entry reduction of at most 3% in terms of spectral efficiency averaged 

over a year.

For each frequency, only reference GSO links whose original availabilities are 
in a certain range, i.e. which enjoy a certain range of link margin, are considered for 
protection and used in the calculations. Naturally, these calculations require account-
ing for the impact of rain fading, which is of paramount importance in Q/V bands.

In addition to the limits above, the aggregate emissions from all NGSO sys-
tems in the band shall not create more than a 10% increase in unavailability nor 
more than 8% decrease in average spectral efficiency to any reference link (see 
Article 22.5L). Aggregate limits are also specified for a set of so- called supple-
mentary links, though these have not been fully defined yet—we will come back 
to this in later sections.
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2.5.3.1  Implementation of the framework
Like in Ku and Ka bands, compliance with single- entry limits is checked through 
computer calculations by the ITU when the filing is received‡.

Also like in Ku and Ka bands, the methodology in ITU- R S.1503 is used to 
obtain the statistics of the EPFD generated by the NGSO satellites. The key differ-
ence though is that, while in Ku/Ka band the EPFD statistics are directly compared 
with the limits in Article 22, in Q/V band they are used to calculate two other metrics 
(increase in unavailability and decrease in spectral efficiency) in a set of hypotheti-
cal reference links.

The compliance with aggregate limits is also different to Ku/Ka band, and in this 
case consultation meetings are mandated. The current regulatory text is also more 
prescriptive on the steps to be taken should aggregate emissions exceed the limits. 
Also, and as explained, compliance with aggregate limits will have to be checked 
also on a second set of links, called supplementary links, whose exact form is yet to 
be defined; we touch upon this again in section 2.6.1.

2.5.4   Comparison
The sharing frameworks in Ku/Ka and Q/V bands differ in both the underlying metrics 
and environment they consider. In Ku and Ka bands, NGSO systems must not exceed 
the EPFD limits on any location visible from the GSO arc, and the methodology in 
ITU- R S.1503 is used to ascertain this. On the other hand, in Q/V bands NGSO sys-
tems are evaluated by checking the degradation they would cause to a set of hypo-
thetical reference GSO links; such degradation is measured in terms of reduction in 
spectral efficiency and increase in unavailability. It is also worth remarking that in 
Q/V band, rain attenuation is accounted for directly in the calculations.

2.6  Open challenges

We finish this chapter by summarising some open challenges in spectrum manage-
ment of NGSO satellite systems.

2.6.1   Dealing with aggregate interference
We have already described how taking into account the limits to aggregate interfer-
ence could be difficult in practice.

In Ku and Ka bands there are no clearly defined procedures on how to ensure 
that the aggregate limits are not exceeded. On the other hand, for Q/V bands the RR 
establish the creation of periodic consultation meetings among affected administra-
tions in order to ensure that the aggregate emissions from all co- frequency NGSO 
systems do not cause unacceptable interference to GSO networks.

‡ The ITU does not yet have a software to do this for Q/V bands, so a provisional favourable  
finding (called a qualified favourable finding) is given to all requests that are backed by the filing 
administration.
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As we mentioned, for Q/V bands the concept of supplementary links was intro-
duced to verify the aggregate limits. Supplementary links are to be provided directly 
by administrations and should be representative of real operational GSO links. Work 
is still underway to define which conditions should a link fulfil in order to be consid-
ered representative and worth protecting, and also whether there should be different 
checks to those applied to the hypothetical reference links. The outcome of this work 
will have a strong impact on balance between NGSO flexibility of operation and 
GSO protection in those bands.

2.6.2   Accurately modelling NGSO systems in operation
Modern NGSO satellite systems tend to have flexible payloads, which, among other 
things, allows them to adapt their emission characteristics over time and space. 
Thanks to this, satellite operators not only adapt to varying service demands but 
also to different interference environments by implementing interference mitigation 
techniques.

It is important that the regulatory framework be capable of reflecting such inter-
ference mitigation techniques while still providing effective protection to other users 
of the spectrum.

One example of this is the software described in ITU- R S.1503. Such software 
should not underestimate the amount of interference created by an NGSO system, 
but should also allow modelling their real operation and interference mitigation 
techniques. Because of this, ITU- R S.1503 is frequently under review to better 
model NGSO systems.

2.6.3   Spectrum monitoring for NGSO systems
Because of the use of small spot beams and the above- mentioned payload flexibility, 
the emission characteristics of NGSO systems are not geographically homogeneous. 
As a consequence, if interference occurs, it may occur in some areas only, and it may 
also fluctuate quickly over time.

This has implications on spectrum monitoring and if a case of interference is 
reported, because it means that measurements taken far away from the victim site, 
(e.g. at an international spectrum monitoring station) will not necessarily represent 
the same interference conditions. For this reason, in the future there may be an 
increased need for administrations and interested parties in general to have monitor-
ing capabilities that allow to take measurements as close as possible to the victim 
stations.
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Chapter 3

The role of non-geostationary orbit satellite 
systems in 5G integration

Alessandro Guidotti 1 and Alessandro Vanelli- Coralli 2

The last years have seen an unprecedented demand for improved broadband connec-
tivity, near- zero latency services, and ultra- reliable and heterogeneous communica-
tions. Such a trend is expected to further increase in the near future, with forecasts of 
5.3 billion Internet users and 14.7 billion machine- to- machine (M2M) connections 
by 2023 [1]. The evolution of 5G into beyond 5G (B5G) and 6G networks aims at 
responding to this increasing need for ubiquitous and continuous connectivity ser-
vices in all areas of our life: from education to finance, from politics to health, from 
entertainment to environment protection.

In this context, the multifaceted applications and services pose a vast variety 
of requirements calling for a flexible, adaptable, resilient and cost- efficient network 
able to serve heterogeneous devices with different capabilities and constraints. 
Today, it is well understood that only a network of networks, integrating multiple 
access methods, i.e., terrestrial fixed and wireless, and non- terrestrial (NT), will be 
able to provide the required capabilities [2–24]. The importance of airborne and 
spaceborne nodes, as foreseen for the 5G network infrastructure, is expected to 
become even more critical in the future, as preliminary envisioned by International 
Telecommunications Union (ITU) and 5G Infrastructure Public Private Partnership 
(5G- PPP), which highlight that low earth orbit (LEO) constellations will play a piv-
otal role for the 6G ecosystem [25, 26]. An NT component is able to extend and 
complement the terrestrial network both in rural/remote areas, in which a terres-
trial infrastructure might not be available, and in densely populated areas, in which 
the actual capacity availability might be limited due to the users’ density. This is 
substantiated by the attention that NT systems have been receiving within 3GPP; 
in fact, the definition of a global 5G- based standard including non- terrestrial net-
works (NTN) for all platforms, orbits, bands and devices can be a key enabler for 
a smooth integration of NT components into the 5G ecosystem. The integration 
of satellite and aerial access networks in 5G is foreseen to bring manifold benefits 
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[3–9]: (1) complement 5G services in under- or un- served areas; (2) improve the 5G 
service reliability and continuity for M2M or Internet of Things (IoT) devices, or for 
mission critical services; and (3) enable the 5G network scalability by means of effi-
cient multicast/broadcast resources for data delivery. Since Rel. 15, with the initial 
study items (SI) for 5G NTN on the definition of deployment scenarios and technical 
challenges, two work items (WI) were approved for Rel. 17 for the actual integration 
of the NT component in the 5G architecture aiming at [10]: (1) consolidating the 
preliminary performance assessment and potential impacts on the physical (PHY) 
and medium access control (MAC) layers; (2) analysing aspects related to Layers 2 
and 3, including handover and dual connectivity (DC); and (3) identifying potential 
requirements for the upper layers. Moreover, from Rel. 17, narrow band- IoT (NB- 
IoT) has entered the normative phase as well. Between 2017 (when the first study 
proposals started) and 2021 (at the time of writing this chapter), 17 WIs and SIs have 
been defined exclusively for NTN, leading to a considerable amount of documents 
submitted to radio access network (RAN) and Service and system Aspects (SA) 
meetings, shown in Figure 3.1.

In the above landscape, an increasing interest is being received by *non- 
geostationary orbit (NGSO) systems, mainly justified by the need to cope with the 
stringent low latency requirements for many of the services to be provided, e.g., mis-
sion critical, automotive, e- health, and by the technology innovations in the satel-
lite payload miniaturisation, paving the way for nano-/pico- satellites and CubeSats. 
With respect to latency, it is worthwhile highlighting that LEO and very low earth 

* The values reported in the figure have been obtained by web scraping of public information available 
on the 3GPP website on 28 October 2021.

Figure 3.1  Number of documents submitted to 3GPP meetings related to NTN*
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orbit (vLEO) systems might provide a more favourable context even compared to 
terrestrial networks, over long distances. In fact, electromagnetic waves propagate 
at the speed of light in space, while in optic fibres they can travel at approximately 
65–70% of that speed [11, 12]. In addition to that, NGSO nodes can be easily con-
nected to any type of terminal on ground, from fixed dedicated ground stations to 
new radio (NR) gNode- B (gNBs), from moving platforms on ships or aircrafts to 
IoT devices. This is possible thanks to the manifold advantages that they have com-
pared to Geosynchronous Orbit (GSO) systems: (1) reduced path loss, in particular 
for LEO or vLEO; (2) for a fixed antenna size and configuration, NGSO nodes 
produce smaller footprints on ground, allowing to increase the frequency reuse and 
ultimately the system throughput; (3) easier access to spectrum, since Ku-/Ka- band 
spectrum can be accessed without requests on a secondary basis, i.e., NGSO opera-
tors cannot claim protection from GSO systems and they need to guarantee that their 
operations will not affect GSOs; (4) the geometry between the nodes and the user 
terminals is varying over time, i.e., NGSO systems provide path diversity, which is 
particularly helpful in urban scenarios; and (5) the elevation angles at which NGSO 
nodes are seen by the user terminals are typically larger compared to legacy geo-
stationary earth orbit (GEO) systems. It shall be noticed that we refer to the flying 
elements in the NGSO space segment as NGSO nodes; in fact, these systems consist 
in communication nodes that can be space- or air- borne, flying at different altitudes, 
and communicating among them, and with the terrestrial network if needed, through 
inter- node links.

To provide a truly global coverage, with at least one node covering any given 
terminal at any time, anywhere, a massive number of NGSO nodes is required; cur-
rently, there are many industrial and commercial endeavours in the new space era 
aiming at the realisation of NGSO mega- constellations, such as SpaceX Starlink, 
Amazon Kuiper, Oneweb and Telesat, to name a few. In this framework, many 
diverse technical challenges arise, including, but not limited to, constellation man-
agement, advanced resource management techniques and network orchestration. In 
this chapter, we review the architectures and related services for the integration of 
NGSO systems in the 5G ecosystem, also highlighting the main research and devel-
opment challenges.

3.1  GPP standardisation

Currently, the activities within 3GPP are mainly aimed at completing the specifica-
tions for Rel. 17 and at identifying the technologies and network enhancements, if 
any, that shall be included in Rel. 18. In Guidotti et al. [10], a detailed overview of 
the status of 3GPP activities until Rel. 17 is provided and summarised below:

 • Rel. 15. Two SIs started in 2017 on: (1) ‘Study on NR to support Non Terrestrial 
Networks’, with the RAN plenary as responsible group with the support of 
RAN1 (PHY layer); and (2) ‘Study on using Satellite Access in 5G’, under the 
supervision of SA1 (services). As for the former, the objective was to [4]: define 
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the deployment scenarios and the related system parameters, identify and assess 
the potential key impact areas on the NR and identify the required adaptations 
of the 3GPP channel models for NTN; based on the outcome of these analyses, 
potential solutions for the identified key impacts on the RAN protocols and 
architectures were proposed. As for the latter SI, it was indeed initiated in 2017, 
but then moved to Rel. 16 and associated to the WI on ‘Integration of Satellite 
Access in 5G’, discussed below. It focused on the definition of a set of use cases 
for the integration of a satellite component in NR, together with the identifica-
tion of the potential services, and a categorisation of use cases based on service 
continuity, ubiquity and scalability [5].

 • Rel. 16. In this framework, the following activities were: (1) an SI on ‘Study on 
architecture aspects for using satellite access in 5G’, under SA2 (architecture) 
[6], (2) a WI on ‘Integration of Satellite Access in 5G’, under the supervision 
of SA1 [27]; and (3) an SI on ‘Study on management and orchestration aspects 
with integrated satellite components in a 5G network’, under SA5 (manage-
ment) [7]. In these studies, the impacted areas related to the integration of an NT 
component into NR were identified, together with a set of potential solutions for 
two specific use cases: roaming between terrestrial and satellite networks, and 
5G fixed backhaul between satellite enabled NR- RAN and the 5G Core; more-
over, issues related to the interaction between the RAN and the core network 
were also discussed. The requirements of NR systems provided in TS 22.261 
were extended with a satellite component in terms of multiple access technol-
ogies and connectivity models, with the addition of specific KPIs for NTN. 
Finally, aspects related to management and orchestration for NTN were also 
addressed, in particular identifying the most critical issues (and possible solu-
tions) when including a satellite component in the NR network. With respect to 
the access technologies, RAN3 (interfaces) led the activities on the SI ‘Study 
on solutions for NR to support NTN’, which was completed at the end of 2019. 
Within this SI, building on the results obtained within Rel. 15 in TR 38.811, 
a set of required adaptations enabling NR technologies and operations in the 
NTN context was addressed, covering several issues in RAN1, RAN2 (Layers 
2 and 3) and RAN3 (interfaces). In particular, the performance assessment of 
NR in scenarios including GEO and LEO satellites was provided at both system 
and link level, together with a preliminary set of potential solutions for NR 
adaptations at Layers 2 and 3. It shall be noticed that some architecture aspects 
were modified with respect to TR 38.811, which is superseded from this point 
of view by TR 38.821 [8].

 • Rel. 17. At the end of 2019, two WIs were officially started for NTN: (1) 
‘Solutions for NR to support NTN’, under RAN2 (Layers 2 and 3) activities, 
but covering RAN1, RAN2 and RAN3 technologies and techniques; and (2) 
‘Integration of satellite components in the 5G architecture’, under SA2. The 
activities for the former focused on the: (1) consolidation of the performance 
assessment provided in TR 38.821 and of the potential impacts at PHY and 
MAC level; (2) analysis of aspects related to Layers 2 and 3, e.g., handover 
and DC; and (3) identification of the potential requirements for the upper layers 
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based on the considered architectures. The latter WI aims at extending the anal-
ysis provided in TR 23.737 related to: (1) the identification of impact areas of 
the satellite communications (SatCom) integration in NR systems, in particular 
aiming at minimising it; (2) the analysis of the issues related to the interaction 
between the RAN and the core network; and (3) the identification of solutions 
for the two use cases highlighted above (terrestrial/satellite networks roaming 
and 5G fixed backhaul).

In June 2021, a workshop was organised within RAN related to Rel. 18 and a 
few documents were submitted to the meeting related to NTN. Below, we report the 
potential techniques and technologies that have been preliminary identified as of 
interest for Rel. 18 NTN studies:

 • Coverage enhancements. This is considered as a critical item for low data 
rate services, as messaging and voice for commercial smartphone services. 
The aspects on which the activities will focus are related to: (1) repetitions 
and diversity techniques for the relevant channels (including Physical Random 
Access Channel (PRACH) and techniques to enable full- power uplink transmis-
sion and reduced polarisation loss); (2) channel state information (CSI) aging 
mitigation; (3) the configuration of the demodulation reference signal PHY sig-
nals; (4) improvement of the performance of low- rate codecs in low link budget 
scenarios, including the reduction of the RAN protocol overhead (the initial 
work shall be performed in RAN1 and RAN2, with the possibility to then liaise 
with SA2 and SA4 if necessary); and (5) investigation of approaches to mitigate 
the packet interruption due to low uplink/downlink signal- to- noise ratio and 
beam/cell switching for NTN.

 • NR- NTN deployment above 10 GHz bands and support for very- small- 
aperture terminals (VSAT) and earth station in motion (ESIM) NTN termi-
nals. The overall recommendation is that the work shall focus on the general 
challenges related to NTN operations in the time division duplexing and fre-
quency division duplexing (FDD) bands in FR2 (24.25–52.6 GHz), as well as 
the handling of the 7–24 GHz band. Moreover, the following list of specific 
technical items is currently considered as relevant: study and identify the NTN 
bands: (1) analysis of regulations, adjacent channel coexistence and future- 
proof protection of the terrestrial network; (2) specify the reception/transmis-
sion requirements for different VSAT/ESIM user equipment (UE) classes (not 
only 60 cm aperture antennas as in TR 38.821); (3) investigate and specify the 
UE timing and frequency pre- compensation accuracy requirements as needed; 
(4) specify the conformance testing; (5) specify the radio resource management 
requirements; (6) definition of the PHY layer parameters, such as the subcarrier 
spacing for the synchronisation signal block and data channels; and (6) beam 
management and bandwidth part operation/switching in NTN, considering the 
characteristics of the satellite beams (e.g., large beam foot print, multiple beams 
per satellite and FDD for FR2).
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 • Non- Terrestrial Network- Terrestrial Network (NTN- TN) and NTN- NTN 
mobility and service continuity enhancements. Further mobility enhance-
ments are needed with respect to previous releases, in particular when refer-
ring to: (1) addressing handover interruption, handover signalling overhead and 
Random Access Channel (RACH) congestion; (2) addressing the radio link fail-
ure reduction issue for different delays and/or network topologies between the 
different access types/points/nodes; (3) NTN- TN and NTN- NTN measurement/
mobility and service continuity enhancements; and (4) multi- connectivity (MC) 
for NTN.

 • Network- based UE location. RAN1, with support from RAN2, RAN3 and 
RAN4, is focusing on the need to fulfil regulatory requirements for regulated 
services (e.g., lawful intercept, emergency communications and public warning 
service), as well as the handling of requirements where law enforcement applies 
that the network shall be able to provide a ‘reliable’ UE location (either net-
work verified or network provided). Some other companies would like to treat 
this topic as second priority. The general recommendation is to start the Rel. 
18 work with a SI to determine how the network can determine the UE loca-
tion without relying on UE global navigation satellite system measurements or 
support.

To conclude the overview on Rel. 18, also aspects related to regenerative pay-
loads, the reduction of the peak- to- average power ratio, and asynchronous MC and 
DC solutions are considered as of interest and will be addressed in the next meetings.

3.2  Enabled services

As discussed above, the role of satellites, and NGSO constellations in particular, is 
essential for the provisioning of 5G connectivity to fixed and mobile users anywhere 
on the globe, at any time. The definition of the NTN global standard based on the 5G 
technology can foster new service capabilities aimed at consistent service continu-
ity, reliability and availability. Moreover, it can be expected that the overall cost of 
both the network infrastructure and devices can decrease, thanks to the economies 
of scale of the 5G ecosystem. Below, we provide an overview of the most relevant 
categories of services envisaged for NGSO- based 5G and B5G systems: broadband, 
backhauling, M2M/IoT and critical communications.

3.2.1  Broadband
Although GEO systems are typically the primary option, NGSO constellations have 
gained an ever increasing attention when aiming at providing broadband access at 
global scale, thanks to the specific advantages that lower altitudes provide, as pre-
viously discussed; this is demonstrated by the industrial endeavours from SpaceX 
Starlink, OneWeb, Amazon Kuiper, Telesat and LeoSat, to mention a few. Moreover, 
the availability of optical inter- satellite links (ISLs) will further boost the achiev-
able capacity in the near future. In this context, the support of intelligent transport 
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networks and connected vehicles (automotive, maritime and aircrafts) will have 
NGSO nodes as one of the key actors, complementing terrestrial networks where 
necessary or even being the only possible candidate where the terrestrial infrastruc-
ture is not available, as in maritime and aeronautical communications, or economi-
cally viable, as in rural areas. Focusing on the latter aspect, a mega- constellation of 
NGSO nodes can help to finally provide broadband connectivity to users in digi-
tal divide areas; in fact, in Europe, 20% of the European citizens never used the 
Internet, while 72% of them use Internet at least once a week [2]. In these scenarios, 
two types of broadband access can be foreseen: (2) fixed broadband, for households 
and premises; and (2) mobile, for outdoor users, pedestrian or on moving platforms.

3.2.2  Backhauling
Thanks to the reduced latency and global coverage, NGSO constellations can pro-
vide an efficient solution for the backhauling of both high- speed services or the 
aggregate traffic from a plethora of IoT devices. In this context, the NGSO nodes can 
be used as a single centralised backhaul for traffic off- loading, edge processing and 
resource sharing, in particular in those areas in which a terrestrial infrastructure is 
not feasible or available. In this framework, a networked constellation of LEO satel-
lites interconnected by means of ISLs can lead to hybrid terrestrial- satellite routing 
algorithms, or satellite- only routing in case the terrestrial infrastructure is congested 
or temporarily/locally unavailable [25].

3.2.3  M2M/IoT
As introduced above, the market related to machine- type communications is 
expected to significantly grow in the next years. Applications can be foreseen in 
various vertical markets, including manufacturing, military, maritime, aviation, etc. 
It is expected that most of these services will be provided in S and L bands, with 
Ka and Ku bands exploited for the backhauling of the aggregate traffic generated by 
IoT devices.

Asset tracking is an example of service in this category, which can be applied to 
almost any vertical market. A moving platform carrying specific assets shall be contin-
uously monitored, but it is likely to happen that, during its trip towards the destination, 
it will be moving through areas in which a terrestrial communication infrastructure is 
not present (either due to a low revenue for the operator or because PHY unfeasible, 
as in the sea or in the air). For instance: (1) a cargo flight will be able to connect to a 
terrestrial network while on ground, but not during the flight time; (2) a train or vehicle 
will move across rural areas with no or limited population, where terrestrial mobile 
network operators (MNOs) might not be encouraged to deploy an infrastructure; or 
(3) a ship can be connected to a terrestrial network when it is anchored or close to a 
harbour, but not off- shore. In this framework, the possibility to rely on satellite access 
through one or more satellite network operators (SNOs) managing NGSO constel-
lations would actually guarantee service continuity. In this context, the 5G system 
should provide connectivity by means of both terrestrial and satellite radio access tech-
nologies (RAT). When both options are available, advanced management techniques 
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can be implemented so as to either route the traffic towards the best performing net-
work or to implement DC, as discussed below. In the latter case, it is worth mentioning 
that, when more than one satellite from the same network operator is visible, DC can 
be implemented as well. However, DC is a technique aimed at enhancing the capacity 
provided to the UEs; since in this scenario we are considering smart good tracking, 
which typically requires a limited amount of traffic per UE, it might be not necessary 
to implement advanced techniques. Even assuming that a single network element on- 
board the vehicle gathers the entire traffic before sending it through an MNO or SNO, 
the expected capacity requirements do not justify the implementation of advanced, and 
more complex, techniques.

3.2.4  Critical communications
When a natural or man- made (terrorist attack or mistake) disaster occur, it might hap-
pen that a part of the RAN or the core network become unavailable. Consequently, 
all of the services provided by one or more MNOs operating through the disrupted 
terrestrial infrastructure cannot be guaranteed anymore. Notably, the restoration of 
the communication infrastructure on the area is fundamental for both the population 
and, in particular, the first responders that need a telecommunication infrastructure 
to coordinate their efforts and to report to the command centre the evolution of the 
rescue operations. Similar necessities arise in case of extremely populated events 
(such as the Olympic Games or a concert), where many people are concentrated 
in a limited area, whereas densification alone is not sufficient to guarantee high- 
data rate connectivity to all users. On the contrary, users’ demands will have to be 
met by complementing the terrestrial infrastructure with high altitude and satellite 
platforms. Their availability is not just aimed at introducing more capacity into the 
overall network, but also to provide ground for efficient off- loading techniques pre-
venting congestion events. A constellation of NGSO nodes is also an excellent solu-
tion for the surveillance of critical infrastructure, in particular when the terrestrial 
network is not available (maritime) or too congested.

3.3  Radio access network

Based on the analyses performed within Rel. 15 and Rel. 16, a set of architecture 
options has been defined by 3GPP for NTN that applies to both GSO and NGSO 
systems [8]. The impact of the NTN environment on the technologies developed for 
terrestrial NR systems is strictly linked to the scenarios and architectures under con-
sideration: the type of node and its capabilities, the constellation and the use cases. 
Moreover, this impact does not only depend on the specific implementation of the user, 
space and ground segments, but also on how these are interconnected and mapped to 
the 5G network elements. In terms of the space segment, two macro- categories have 
been identified: the space- borne, i.e., satellite- based communication platforms, and the 
air- borne, i.e., high- altitude platform systems (HAPS), devices.
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There are several architectural options defined for NTN, which can be broadly 
classified depending on: (1) the type of payload, either transparent or regenerative, 
in which the node can contain a full gNB or part of it in case functional split solu-
tions are implemented; and (2) the type of user access link, either direct or relay 
based, in which the UE is connected to an integrated access and backhaul (IAB) 
node and not directly to the satellite. Finally, with respect to the UE type, both 
handheld and dedicated satellite equipment, as VSATs, can be considered in the 
architectures described below.

3.3.1  Direct user access link
In this case, the RAN architecture can be based on both a transparent or a regenera-
tive payload. Moreover, functional split solutions can also be implemented when 
regenerative payloads are considered, as detailed below.

Figure 3.2 shows the architecture with a transparent node, i.e., the payload 
only implements frequency conversion, filtering and amplification. Since the 
payload has no advanced processing capabilities, being basically equivalent 
to a Radio- Frequency (RF) repeater, the gNB is conceptually located at the 
system Gateway (GW). As a consequence, to be fully compatible with the 5G 
standard, both the feeder link and the user (service) link shall be implemented 
by means of the New Radio- Uu (NR- Uu) air interface; this is motivated by 
observing that the satellite, carrying a transparent payload, cannot terminate 
the NR- Uu procedures nor manage the quality of service (QoS) flows. Thus, 
as shown in Figure 3.2, the RAN consists of the gNB and the remote radio 
unit, which is given by the system GW and the transparent payload. It shall 
be noticed that, since the NR- Uu air interface is specifically designed for ter-
restrial systems, it is of paramount importance to properly assess the impact of 
the satellite channel impairments on the PHY and MAC procedures, as thor-
oughly discussed since Rel. 15 and Rel. 16, in particular in TR 38.811 [3] and 
TR 38.821 [8]. As for the connection towards the data network(s), everything 
is equivalent to a fully terrestrial system: the Next Generation (NG) air inter-
face connects the gNBs and the next generation core network (NGC), which 

Figure 3.2  NTN- based RAN architecture with transparent payloads
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is then connected to the data network(s) by means of the N6 air interface†, as 
defined in TR 38.801 [14].

In Figure 3.3, the RAN solution with regenerative payloads is depicted. In this 
case, the gNB is fully implemented on- board and, thus, the NR- Uu protocols are ter-
minated in the payload and the GW acts as a transport network layer node, terminat-
ing and supporting all transport protocols. In terms of the air interfaces to be used, 
this implies that the user (service) link is still implemented through the NR- Uu inter-
face, while the feeder link can be operated through a NG interface. In this context, it 
shall be noticed that NG is a logical air interface, i.e., it can be implemented with any 
existing satellite radio interface (SRI), as long as specific signalling operations are 
guaranteed [13]. This means that the feeder link can be implemented with a modified 
version of the terrestrial air interface, or even by means of state- of- the- art solutions 
for SatCom, as the DVB- S2 [15], DVB- S2X [16] or DVB- RCS [17], air interfaces, 
subject to the satisfaction of the requirements posed by the NG interface. Notably, 
this solution allows to significantly reduce the latency for NR PHY and MAC proce-
dures, thus easing the adaptations that might be needed for NTN. However, it is also 
more complex and the cost of the payload is increased.

In Figure 3.4, we report the option with regenerative payloads in which ISLs can 
be implemented between two or more nodes. The ISL is a transport link between the 
flying nodes, which can be implemented by means of the Xn air interface, another 
logical interface in 3GPP NR standardisation that allows to interconnect different 
gNBs. Thus, it can be implemented by means of any 3GPP or non- 3GPP solution as 
the NG interface. It shall be mentioned that, while in the figure we are showing two 
on- board gNBs connected to two separate on- ground GWs and two separate NGCs, 
the latter can be the same. As long as ISLs are considered, it is worth to be men-
tioned that the latency with which the NR protocols have to cope is not only related 
to the user access and feeder links, but also to at least one ISL. Thus, depending on 
the number of hops between the flying nodes, the protocols timers might need to be 
adjusted.

Figure 3.5 shows an architecture option with direct access and regenerative 
payload, in which functional split concepts are applied. The functional split allows 
scalable solutions, a significant adaptability to the different use cases and vertical 

† As per 3GGP specifications, N6 is the interface between the user plane function and any other external 
or internal data network(s) or service platform(s).

Figure 3.3  NTN- based RAN architecture with regenerative payloads
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services, and enhanced performance in terms of load and network management; 
moreover, it is at the basis of network function virtualisation (NFV) and software- 
defined networks (SDN). Clearly, this solution also increases the overall system 
cost. As provided in TS 38.401 [18]: (1) a gNB can be split into a centralised unit 
(gNB- CU) and one or more distributed units (gNB- DU); (2) a gNB- DU can be con-
nected to only one gNB- CU; (3) the air interface to be used between the gNB- CU 
and its gNB- DUs is the F1 air interface; (4) the F1 air interface is logical as the NG, 
i.e., as long as specific signalling operations are ensured, it can be implemented by 
means of any existing standard [19]. The split between CU and DUs can be imple-
mented at different layers, and even within a given layer, as detailed in Reference 14; 
however, the most considered option in NR, which is also that considered for NTN 
for the moment being, is as follows: (1) PHY, MAC and radio link control (RLC) are 
implemented in the DU; and (2) the packet data convergence protocol (PDCP) and 
service data application layer (SDAP) for the user plane (UP) or the radio resource 
control (RRC) for the control plane are implemented in the CU. Finally, it is worth 
highlighting that intermediate solutions can also be envisaged: apart from a CU and 
the controlled DU, there can be an intermediate unit that further splits the gNB in 

Figure 3.4  NTN- based RAN architecture with regenerative payloads and ISLs

Figure 3.5   NTN- based RAN architecture with regenerative payloads and 
functional split
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three entities and controls several DUs. This option is not yet considered in the cur-
rent status of NTN systems.

3.3.2  IAB-based user access
The possibility to implement an indirect access, in which the platform is connected 
to an on- ground IAB then providing the user access link, is currently considered for 
further study within 3GPP. However, for the sake of completeness, it is worth to be 
introduced because it can provide a viable solution for backhauling and transport 
networks based on NTN. In this architecture, the UE is connected to an IAB; thus, 
from the users’ perspective, the system is equivalent to a completely terrestrial 5G 
network. IABs are a new type of wireless backhaul elements introduced with 5G to 
address dense deployment scenarios, inspired by their LTE counterparts known as 
relay nodes, detailed in TR 38.809 [20] and TR 38.874 [21]. In the simplest imple-
mentation, an IAB- Donor gNB is connected, via the NG interface, to the NGC. The 
IAB- Donor gNB acts as a single logical entity that comprises a set of functions 
such as the distributed and centralised gNB units, gNB- DU and gNB- CU, the split 
of the latter in control and UP, gNB- CU- CP and gNB- CU- UP, and potentially other 
functions.

Based on these options, some of the potential architectures are shown in 
Figure 3.6 and for transparent and regenerative payloads, respectively. In both solu-
tions, we can notice that the connection between the IAB- Donor gNB and the NGC 
is implemented by means of a NG air interface, while the user access and IAB- to- 
IAB links need a clarification. As per TR 38.874, each IAB element is composed 
by a DU that provides connectivity to the users and a mobile termination, which 
is the function terminating the radio interface protocols of the backhaul Uu inter-
face towards the parent IAB. In fact, we can also notice the hierarchical structure 
that IABs allow to deploy, with a given IAB entity acting as controller of child 
IABs, although with limited functions compared to the donor IAB. Referring to the 
transparent payload architecture in Figure 3.6, this allows to deploy any number of 
on- ground IABs controlled by one or more nodes and also to have a hierarchical 
architecture on ground. In terms of the challenges, the same considerations on the 
NR- Uu and F1 logical interfaces on the user and feeder links discussed in the previ-
ous section hold.

Figure 3.6   NTN- based RAN architecture with IAB- based access and transparent 
payloads
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When a regenerative payload is considered, we can implement on- board both an 
IAB or the IAB- Donor gNB elements, as shown in Figure 3.7. Notably, in the latter 
case, there is the need to implement the NG air interface on the feeder link, while 
the former option is very similar to the transparent case from the interface perspec-
tive. Clearly, regenerative platforms allow to reduce the latency and, in general, to 
better tailor the on- board functions to the specific service to be provided thanks to 
NFV/SDN.

3.3.3  Multi-connectivity
In MC, multiple transmitters can simultaneously configure the radio resources to be 
provided to a given terminal, introducing link diversity and enhancing the achiev-
able capacity and reliability in many scenarios, e.g., residential homes, vehicles, 
high- speed trains and aircrafts, to name a few. Currently, the focus within NTN 
is directed towards DC solutions, in which two radio accesses can be used, both 
with transparent and regenerative payloads. In general, a single user terminal can be 
connected to: (1) an NTN- based RAN and a terrestrial RAN; (2) two NTN- based 
RANs. Moreover, in case of a regenerative payload, the gNB can be split into an 
on- board DU and an on- ground CU, as already discussed above. This leads to mul-
tiple architectural solutions, as shown in Figures 3.8 and 3.9 for Terrestrial- Non 
Terrestrial (T- NT) and NT- only DC RANs, respectively. The observations on the 
different air interfaces to be used provided above still apply. Clearly, in addition to 
them, the system complexity is increased due to the management and synchronisa-
tion of multiple transmission. In particular, in addition to supporting radio access 
with extended latencies as in the above scenarios, other adaptations might be needed 

Figure 3.7   NTN- based RAN architecture with IAB- based access and 
regenerative payloads
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compared to terrestrial 5G to support: (1) an RAT potentially suffering from variable 
latency within the backhaul network, as in the case of a Xn- SRI interface crossing 
multiple nodes on different orbital planes; and (2) the potentially significant differ-
ence in delay when terrestrial and non- terrestrial access are merged into DC. Finally, 
it shall be mentioned that the RAN might flexibly select either the NT or the T gNB 
as master node.

3.3.4  NR adaptation challenges
In the framework of adapting the NR standard to NTN systems, several challenges 
arise related to the protocols and the PHY/MAC layers.

While one of the main 5G features is that of reducing the latency down to 
1 ms, the propagation delay over NTN might be larger, depending on the orbit. 
In fact, while vLEO nodes can provide a better scenario ad outlined above, LEO 
or medium earth orbit (MEO) can pose several challenges. The extended latency 
has an impact on RRC, SDAP, PDCP, RLC and MAC layers, as well as PHY 

Figure 3.8   RAN architecture with DC provided through terrestrial and NT 
access with regenerative (top) and transparent (bottom) payloads
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procedures, including: (1) scheduling, in which the MAC scheduler shall allocate 
resources based on larger delays or even significantly different latency values in 
case DC is implemented with a terrestrial and an NT components, and link adapta-
tion, in which latency might lead to suboptimal solutions due to outdated channel 
estimates; (2) random access, hybrid automatic repeat request and timing advance 
procedures; (3) tracking area management and handover procedures, due to the 
mobility of the NGSO nodes, in particular when moving beams platforms, i.e., 
antenna subsystems not allowing to mechanically steer the beams, are considered; 
and (4) timing and frequency acquisition and tracking, related to the potentially 
large speed of the NGSO nodes leading to variable differential delays and large 
Doppler shifts on a beam basis. A thoroughly detailed description of the above 
challenges and the related potential solutions can be found in both the literature  
[10, 22–26, 28], and in the 3GPP 38.811 and 38.821 TRs [4, 8]. These aspects are 
in line with the items considered to be relevant for Rel. 18, discussed above.

Figure 3.9   RAN architecture with DC provided through NT access only with 
regenerative (top) and transparent (bottom) payloads
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3.4  System architectures

The RAN options described above for the integration of NTN in the 5G ecosystem 
can be declined into different NGSO system architectures depending on the type of 
payload and design of the constellation [2, 25, 26]:

 • HTS broadband MEO. MEO constellations are currently receiving an 
increased attention compared to the last few years. This is demonstrated, for 
instance, by O3b, which is aiming at providing connectivity to emerging and 
not sufficiently connected markets in Latin America, Africa, Middle East, Asia 
and Pacific with an MEO constellation. One of the main advantages is the pos-
sibility to provide data access at a reasonable latency, compared to their GEO 
counterparts. However, it is worth mentioning that a more advanced design of 
antennas is necessary to boost the performance.

 • LEO constellations. As outlined in the introduction, LEO deployments require 
a large number of satellites to provide a complete global coverage, with LEO 
nodes ranging from some hundreds satellites up to thousands of satellites. The 
research and development in LEO constellations design is mainly directed 
towards mega- constellations in which the LEO nodes are equipped with opti-
cal ISLs, as demonstrated by the industrial endeavours from SpaceX Starlink, 
OneWeb, Amazon Kuiper, Telesat and LeoSat. In particular, Starlink has been 
allowed to deploy up to 12 000 satellites, currently focusing at an altitude of 
550 km, but a request has been filed to bring the mega- constellation to 42 000 
nodes. The satellite mass is relatively small (less than 260 kg) and the use of 
ISLs is foreseen; while preliminary operations in Ku- band are already possible, 
the full deployment is expected between 2027 and 2030. OneWeb is focusing 
on a 600 satellites (648 with spares) mega- constellation at 1200 km operating 
in Ku- band (feeder link) and Ka- band (user access link). Also in this case, the 
satellite mass is limited (150 kg at most) and the solar powered user termi-
nals, both fixed and mobile, will provide 2G, 3G, LTE and Wi- Fi connectivity. 
Telesat is a mega- constellation of 298 larger satellites (700–750 kg) on hybrid 
orbits, in which both polar and inclined planes are included aiming at global 
coverage; the satellites operate in Ka- band and optical ISLs are foreseen (up to 
four links per satellite), with regenerative payloads and the possibility to imple-
ment on- board IP routing algorithms. LeoSat envisages even larger payloads 
(670 kg) for 108 satellites at 1 400 km on polar orbits; also in this case, Ka- band 
is foreseen for the user access link, together with up to four high- capacity ISLs 
creating a fully meshed inter- satellite network.

LEO constellations mainly address Ka-/Ku- band Internet connection as a 
service, but also secure point- to- point communications. Notably, the large num-
ber of satellites will permit to achieve high- granularity coverage, thus providing 
higher capacity to the on- ground users; in fact, the LEO constellations basically 
work as a huge distributed network switch operating in the sky. In addition, 
the availability of optical ISLs can drastically reduce the latency of rerouting 
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operations in space, taking also into account that speed of light in free space is 
higher than in terrestrial optic fibres (65–70% the speed of light, as mentioned 
above). As such, the transmission of large amounts of data between adjacent 
satellites can be performed in an almost negligible time, hence letting users 
experience a new Internet experience from the sky owing to the limited delay, 
coming from the low altitude of LEO satellites. In this framework, advanced 
and fast on- board processing of the signals is essential for efficiently routing the 
signals to the right destinations. Another aspect worth to be highlighted is that 
frequency coordination is of vital importance as they need to operate next to the 
already existing satellites in different orbits and in the same orbits.

 • vLEO constellations. vLEO constellations at an altitude lower that 300 km 
are expected to play a pivotal role in future networks thanks to several techni-
cal benefits, e.g., de- orbiting time and lower radiation effects, to the increas-
ing availability of low- cost launchers, and the reduced satellite manufacturing 
cost. They will be of particular interest in support of IoT services by means of 
improved on- board computation capabilities. Their function to extend the ter-
restrial network capacity will be carried out by means of nano-/pico- satellites, 
which, together with CubeSats, will make use of high data rate links in Ka- band 
or optical frequencies. In this context, it is worth to be mentioned that 3GPP 
included a scenario for 5G- based IoT via NTN with vLEO satellites; moreover, 
recently Sateliot launched the first nanosatellite in orbit aiming at providing IoT 
services.

 • Hierarchical aerial networks. The integration of HAPS and unmanned aerial 
vehicles (UAVs) can be another key development for many different appli-
cations that provide connectivity for otherwise not connected areas, critical 
communications, environmental monitoring, massive machine- type communi-
cations, IoT and interplanetary communications. Clearly, exploiting multiple 
UAVs and HAPS requires a further level of cooperation and data exchange 
among the nodes, leading to the development of advanced multi- layered archi-
tectures as discussed below.

In addition to the above, it is worth to mention that fractioned cooperative con-
stellations can be deployed as well. In this case, incomplete constellations, that would 
lead to intermittent connectivity if operating standalone, can cooperate and provide 
an equivalent global coverage. Such an approach requires advanced on- board pro-
cessing capabilities and optical ISLs and leads to complex inter- constellation coor-
dination and management from the ground segment.

Within the integration of NTN systems, in particular NGSO, into the 5G and 
beyond ecosystem, it is widely understood that a further level of integration is 
needed to reach a truly integrated architecture such as the multidimensional mul-
tilayer (MD- ML) system shown in Figure 3.10. In the envisaged network, the 2D 
horizontal terrestrial (T) deployment is complemented and enhanced by means of a 
third, vertical dimension, represented by an ML NT component consisting in com-
munication nodes, space-/air- borne, flying at different altitudes and communicat-
ing among them and with the terrestrial element through inter- node links. We refer 
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here to nodes, instead of satellites, because in the proposed architecture the flying 
nodes are either space- or air- borne. The access network is formed by the T and 
NT access networks, with the latter structured in the NTN ground segment and the 
NT- segment.

3.5  Research and development challenges

The complex, yet flexible and adaptable, architecture proposed in Figure 3.10, poses 
numerous challenges that need to be addressed to develop the required technical 
enablers, as outlined below.

3.5.1  Architecture design
The full integration of the NT component into the B5G infrastructure calls for a 
design of the overall architecture where there is no distinction between terrestrial 
and non- terrestrial network elements that can be therefore orchestrated in order 
to provide the optimal cost- efficient network configuration able to satisfy the traf-
fic requirements. In this framework, three main enablers shall be developed: NT- 
access network softwarisation, virtualisation and disaggregation. This is expected 
to increase the flexibility and adaptability of the network, as well as the sharing 
between the terrestrial and NT components of architectural elements and of network 

Figure 3.10  B5G multidimensional multilayer- integrated architecture [22]
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functions, thus reducing the overall cost and opening new markets opportunities. 
Notably, the NT access network also entails the ML NT segment, i.e., what is called 
space segment in traditional SatCom architectures, thus bringing softwarisation, vir-
tualisation and disaggregation in the sky, i.e., in the flying nodes. In this context, 
it shall be mentioned that there is a commonly shared vision for 6G architectures 
that shall be based on: (1) native programmability and soft re- architecting, so as to 
customise the behaviour of network resources through standardised programming 
interfaces for network control, management and servicing functionality; and (2) the 
introduction of native slices, to enable an easy and efficient execution of multiple 
and various types of services at a given time on the same infrastructure. These two 
directions are envisaged for the global 6G infrastructure and, clearly, they shall be 
applied to SatCom as well in order to foster a true and seamless integration.

3.5.2  Constellation: hierarchical design
The challenge is to go beyond the current single orbit (layer) constellation design 
towards ML and hierarchical constellations consisting of nodes flying at different 
altitudes and communicating among them through horizontal inter- node links, i.e., 
among nodes at the same altitude, and vertical inter- node links, i.e., among nodes 
flying at different altitudes, or even terrestrial nodes. Hierarchical constellations will 
be instrumental in ensuring flexibility and adaptability, and the possibility to provide 
cost- efficient progressive service coverage, e.g., NB- IoT services can be provided 
through incomplete vLEO constellations of low- cost platforms relying on GEO/
GSO large platforms to ensure continuous core network connection to the on- ground 
devices. In this context, as previously outlined, there are already industrial endeav-
ours considering hybrid constellations.

3.5.3  Resource optimisation: infrastructure as a resource
Beyond the bandwidth, time, power and space domains, resource optimisation shall 
address the infrastructure as a resource to be configured according to the service 
requirements. The flexibility of the MD- ML architecture allows the definition of a 
network that evolves into new forms that are better able to meet the traffic require-
ments. Autonomous and intelligent predictive optimisation of the infrastructure 
shall be developed to enable a timely and dynamic reconfiguration, thus calling for 
the application of artificial intelligence (AI) concepts. For instance, neural networks 
were exploited in de Cola and Bisio [29] to achieve the optimal resource allocation 
for eMBB services, taking into account the requested QoS and integrating a satel-
lite and a terrestrial 5G link. Such possibilities were from a networking perspec-
tive, smart NGSO nodes can be designed as edge nodes, requiring the autonomous 
management of diverse requirements originated in different networks [30]. In terms 
of network management, the definition of the type of functional split and where the 
different elements in the RAN shall be implemented, thoroughly discussed above, is 
fundamental. In NFV/SDN, the research and innovation challenges are related to the 
design and implementation of a number of functions also realising a service chain-
ing by constructing a forwarding graph interconnecting network functions in the 
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NFV [2]. As mentioned discussing the RAN challenges above, the need to cope with 
mobility implies to also develop efficient and seamless handover at beam, gateway 
and satellite level, considering also the advent of mega- constellations. As a conse-
quence, suitable orchestration schemes, fully centralised or distributed to better cope 
with the increase of processing delay, shall be developed. The heterogeneity of the 
involved technologies leads to the need for a unified network management model to 
get a flexible and consistent network management plane, with consequent implica-
tions also at system orchestration and security level.

Dynamic network management algorithms shall take into account the multi- 
provider MD- ML architecture in identifying the optimal routing algorithm. In this 
framework, delay tolerant network (DTN) technologies, currently applied to deep 
space environments, are becoming of interest also for inter- node communications, 
thanks to their good handling of network partitions and the underlying store- and- 
forwarding principle. Nodes persistently store the received data and then send infor-
mation without a full knowledge of the topology, acting also in case of intermittent 
connectivity, which can be opportunistic or scheduled, thus making DTN relevant 
in the context of future smart NGSO constellation communication. In the frame-
work of space networking, ITU- T FG- NET- 2030 highlighted the importance of 
fostering a vision consisting of LEO mega- constellations for 2030 networks, with 
satellites that can be interconnected to form a network infrastructure in space [25]; 
this infrastructure will then be further integrated with the network infrastructures 
on the ground. Notably, the key challenge here is the frequent handover between 
the satellite and terrestrial networks, caused by the large velocity the LEO satellites 
on their orbit. In the foreseen integrated infrastructure, two new key components 
of the space networking architecture are proposed: (1) an SDN- based controller, 
which shall be deployed on- board an MEO or GEO satellite so as to guarantee 
the management of a large number of LEO nodes and in charge of forwarding the 
requested data; and (2) a mobile edge computing server, located on- board the LEO 
satellites and embedding local computing and storage capabilities, so as to provide 
lower latency services to the locally attached users. Aspects related to routing and 
caching in space networks are also discussed in Di et al. [31] related to dense LEO 
constellations.

3.5.4  Dynamic spectrum management: coexistence and sharing
Spectrum usage maximisation shall be sought at all levels of the system, from spec-
trum efficiency, i.e., bit/s/Hz, through system throughput, to the full utilisation of 
the allocated bandwidth. To this aim, dynamic spectrum coexistence and sharing 
between the terrestrial and NT segments, as well as among the different layers of 
the NGSO architecture shall be developed. In this context, sharing can happen at 
various levels: (1) intra- constellation, i.e., among nodes of the same constellation; 
(2) inter- constellation, i.e., among nodes of different constellations; and (3) between 
terrestrial and NT networks. AI might provide a valuable resource in predictively 
define the spectrum sharing environment taking into account the flying patterns of 
the NGSO nodes.
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Alongside spectrum sharing, in order to support the ever- increasing capacity 
demand, the use of new spectrum, up to optical communications, shall be inves-
tigated, in particular for the feeder and the inter- node links. In this case, channel 
characterisation and measurements from different orbits and altitudes are required 
to provide accurate models to be used for the system design.

3.5.5  RAT: flexibility and adaptability
It has been shown that, with limited and acceptable modifications, the NR air inter-
face can be adapted to the NTN case, thus introducing a completely new dimension 
in the overall 5G ecosystem. However, to enable the full exploitation of the NT 
component, the 3GPP waveform design shall address the NT channel characteristics 
and in particular, the Doppler effects introduced by the NGSO nodes, the delay and 
latency aspects characteristics of the higher altitude nodes, and the need for efficient 
support of channel estimation procedures since CSI is fundamental for the beam-
less communication approach. At the same time, new numerologies shall be inves-
tigated to enable the PHY layer flexibility and adaptability in support of the service 
heterogeneity.

3.5.6  Antennas and user-centric coverage
The extreme variety of traffic request and of user density through the services 
typologies and covered areas requires the coverage design to go beyond the cur-
rent geographical approach to provide a user- centric communication in which 
links are dynamically created to follow the served user. To this aim, new antenna 
designs, providing flexible beamforming for beamless systems as well as sup-
port for new spectrum frequencies, shall be addressed. Going beyond the large 
scale antenna array concept, distributed antenna systems in the sky, supported 
by node communication and cooperation to implement multiple input multiple 
output solutions, shall be researched and developed. The technology innovations 
are expected to enable the generation of narrower beams for a more efficient use 
of power and spectral resources. Moreover, the possibility to steer the beams will 
also play a key role to cope with the dynamicity of the traffic demands, avoid inter-
ference between different constellations/systems and tackle the challenges related 
to mobility management in 5G systems. Advances in antenna design will thus be 
of paramount importance to make satellite systems ready for very high throughput 
requirements and fulfil the challenges of multi- orbit and mobility scenarios. In 
this framework, active- phased antenna arrays and meta- surface antennas, charac-
terised by low power consumption and cost, are foreseen to be critical to provide 
the required flexibility. Active antenna technology will enable the NGSO nodes 
to create ad hoc beam responses characterised by null- steering in any direction 
at any time, leading to the envisaged user- centric coverage discussed above. It 
shall be mentioned that, for an optimal compromise between the flexibility and the 
power and mass requirements of the payload, hybrid analogue/digital beamform-
ing architectures will play here a central role.
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Finally, also in the ground segment, it is worth to mention that low- profile elec-
tronically steerable antennas provide benefits for mobile platforms, as cars, planes, 
trains and ships. This will allow to connect the devices on moving platforms to dif-
ferent NGSO constellations.

3.5.7  AI: exploitation of NT dynamics
To address the complexity of the MD- ML architecture autonomous and intelligent 
network management system shall be appropriately developed, in particular taking 
into account the predictable dynamic of the NT segment, where significant periodicity 
of the infrastructure characteristics can be exploited, e.g., the periodic repetition of 
channel conditions due to the node position in the sky. AI solutions can provide the 
means for fast decision- making in order to meet the full potential of integrated systems 
consisting of space- borne, air- borne and terrestrial components. This could include 
predictive spectrum allocations, predictive routing and even autonomous replanning 
at the satellite without the delays introduced by the decision- making loops on ground.

For instance, deep learning algorithms have been implemented for detection 
problems in spectrum monitoring scenarios [32], allowing the satellites to quickly 
react to the interfering environment rearranging the frequency allocation, transmit 
power and beamforming configurations of the payload. The reconfiguration of the 
payload has also been addressed based on genetic algorithms in References [33, 34]. 
Other application of AI is related to the PHY layer, aiming at enhancing the signal 
processing and channel estimation performance [35].

3.5.8  Security
The provision of an end- to- end security at application layer, e.g., encrypted video 
streams, is not sufficient anymore. Within 3GPP, novel security schemes are incor-
porated and they will need to be adjusted so as to operate in the context of mixed 
delivery systems. Thus, there is need to address security problems for the future 
MD- ML networks and the new services applications. Moreover, more emphasis is 
being placed on interplanetary systems as we focus on lunar and then mars missions 
where again security in these environments needs to be visited. In this framework, 
the following topics are of interest for near- term research and development endeav-
ours: (1) security integration between satellite and terrestrial systems; (2) block-
chain technology for SatCom; (3) quantum key distribution and key management 
over satellite; (4) secure multicasting over satellite; (5) secure multiple access; and 
(6) RF- level security.
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Chapter 4

Flat antenna arrays for non-geostationary 
orbit communications
Maria Carolina Viganó 1

This chapter provides an overview of flat panel array antennas. This type of 
antenna is becoming more and more actual because its features are a good match 
to the needs of the new non- geostationary orbit (NGSO) constellations. Basic 
knowledge of all the parameters involved when designing an array is provided 
without details nor the theory needed to design one. Different architectures of 
phased arrays are analyzed, and pertinent examples of existing products are 
provided.

4.1  Connectivity, connectivity, and connectivity

The roadmap of Internet connectivity can be understood with a comparison to the 
evolution of the telephone. In 20 years, we have gone from a telephone tethered 
to the wall, to a cordless phone, then the mobile phone. Internet connectivity is 
following the same trajectory. We had Internet dial- up linked to a telephone line, 
then wireless that allowed an untethered connection in a limited area, and now, we 
are looking for our Internet connectivity to be available everywhere, i.e., on the 
ground, in the sky, at sea, and in the desert. Increasingly, services are designed with 
the expectation that people can be connected everywhere all the time. The demand 
for connectivity everywhere is being made with the conditions of high quality and 
low price.

Connectivity – fast, cheap, and everywhere – is considered an essential for 
many businesses and services to operate. Emerging technologies and resulting soci-
etal changes are driving the need to be connected. The global pandemic of 2020 and 
2021 has caused a societal shift toward working from home. Technologies requir-
ing continuous connectivity, like Internet of things (IoT), autonomous vehicles, and 
telemedicine, form the basis of many services and businesses.
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4.1.1   MEO-LEO-GEO-HEO
For terrestrial connectivity, developments in 5G and 6G are working toward meeting 
that demand. But, where terrestrial cannot reach – due to geographical or financial 
constraints – or cannot provide enough capacity, satellite connectivity is the missing 
link. Satellite Internet has moved, in the last 20 years, from niche markets, where 
customers have few choices, receive subpar service quality, and pay more, to a more 
mainstream telecommunications service. This move began with high- capacity satel-
lites at geosynchronous Earth orbit (GEO). More recently, companies are looking 
toward lower orbits (Figure 4.1) with larger constellations of satellites as a way to 
provide connectivity.

Companies looking to provide Internet worldwide using lower orbit satellites 
are doing so with constellations varying in number of satellites. From few dozens 
of satellites, in the case of O3b’s mPower medium Earth orbit (MEO), to SpaceX’s 
Starlink constellation which has more than 1 600 satellites as of mid- 2021 and plans 
to operate up to 30 000 small low Earth orbit satellites (LEO) in the near future.

Recently, also HEO (highly elliptical orbit) satellites are becoming of interest, 
especially when specific areas like the polar regions are to be covered.

The shift from a few GEO satellites to a large number of lower orbit constella-
tions has a significant impact on the requirements for ground terminals, in particular 
for fixed ground terminals.

Ground terminals can be classified as fixed or mobile. Fixed terminals usually 
include larger terminals used for enterprise and back- haul applications and smaller 
fixed terminals servicing the residential broadband satellite Internet market. Mobile 
terminals are used where satellite Internet is required for mobility connectivity on 
land, sea, and in the air.

For a ground terminal, a GEO satellite looks like a fixed point in the sky. 
Operationally, this means the fixed terminal needs to be pointed just once.

This is not the case for a fixed terminal connecting to a non- GEO satellite. In this 
case, the satellite appears to be moving across the sky at different speeds depending 
on the satellite altitude. The ability to track a moving satellite is thus a requirement 
for a ground terminal that is part of a LEO satellite system.

Differences in the design of mobility terminals for NGSO or GSO (geostation-
ary) systems are less substantial. Indeed antennas designed for connecting to a GEO 

Figure 4.1    Satellite orbits and their typical distance from Earth
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satellite need to be able to steer the beam toward the satellite because the platform 
(aircraft, train, etc.) is moving. One of the few differences is the need for NGSO ter-
minals to transition smoothly between satellites as they go in and out of the terminal 
field of view. This can be accomplished by fast switching or by creating more than 
one simultaneous beam.

The design parameters will be addressed in the following sections.

4.2  Design for NGSO antenna – specs

In this section, the main parameters useful for the antenna design will be discussed. 
Most of these requirements are common to any antenna application, while few of 
them like the handover architecture are prevalently addressed when referring to 
NGSO systems.

4.2.1   Frequency and frequency band
The first requirement that plays an important role in the antenna design is the radiat-
ing frequency. While electromagnetic theory is valid at all the different frequencies 
used for SATCOM, the implementation of each antenna architecture, especially for 
phased arrays, may be quite different. In the standard reflector technology, the main 
part changing with frequency is the reflector feed that needs to be scaled appropri-
ately. Surface roughness of the reflector and accuracy of the manufacturing approach 
selected for the feed are the main limiting factors for high frequencies.

Similar considerations apply to phased array antennas, except that instead of a 
single feed there are multiple antenna elements to be manufactured and connected 
with properly designed beam forming networks (BFN).

If PCB (printed circuit board) technology is used for the array antenna, there 
are some parameters that need to be taken into consideration when the design is 
implemented. From vias dimension to clearance between metal details or finishing 
of the metal used, many of these are going to make design at high frequency more 
complicated than expected.

Another factor that complicates or sometimes even precludes the design of cer-
tain types of antenna is the width of the frequency band that needs to be targeted. For 
example, addressing a band as wide as the complete Ka band, with a single antenna, 
may limit the choice of architectures or may impact cost so substantially that sepa-
rated antennas for different part of the band may be more suitable.

This is often, together with interference in full duplex systems, one of the main 
reasons to place the transmit and receive radiating functions in separated apertures 
for Ka band.

Figure 4.2 shows the frequencies used now for some of the broadband SATCOM 
GSO and NGSO user terminals. While most of the parameters and architectures ana-
lyzed here are generic, this chapter is by choice focused on the high frequency bands 
depicted in Figure 4.2, that correspond to the high- capacity systems developed in 
the last years.
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4.2.2   Instantaneous bandwidth
The instantaneous frequency is a requirement related to the radiating frequency but 
deserving of its own discussion. This parameter impacts the design of analog phased 
arrays (see sections 1.3.1 and 1.3.2) where phase shifters are used to modify the rela-
tive phase between the elements.

In the past, phased arrays that were designed to cover large bands did not require 
a large instantaneous bandwidth. This is, for example, the case of some phased 
arrays developed for radar applications. Nowadays, especially for communication 
applications, system trades for larger capacity result in larger link bandwidth. Many 
NGSO systems are designed today with large instantaneous bands as, for example, 
OneWeb and Telesat.

In a typical narrowband array, the phase shifters are set at the center of the fre-
quency band of interest. The phases generated in this way by the phase shifters are 
not the correct ones for the edges of the band, which results in unwanted effects such 
as beam squint and intersymbol interference. These effects grow worse as the band 
grows wider, and they limit the instantaneous bandwidth of the array, especially for 
large arrays and large scan angles [1].

A way to mitigate the problem is to partition the array into smaller pieces with 
a reduced number of elements. These are often referred to as “subarrays” or “tiles”; 
by assigning a true time delay (TTD) control to each of them, the instantaneous 
bandwidth of the array can be improved.

This TTD unit can be implemented in an analog or digital way, even though the 
latter is surely more flexible and easier to implement.

4.2.3  Maximum scan angle
The maximum angle, measured from the antenna boresight, toward which the 
antenna needs to point is here referred to as “maximum scan angle.” When con-
sidering terminals designed for GSO satellites, this parameter is dictated by the 
type of platform that will host the terminal and by the geographical location where 
the antenna will operate. For example, antennas deployed in northern or southern 
regions will need to be able to achieve larger scan angles than antennas designed for 

Figure 4.2     Ku and Ka bands used by some of the current GSO and NGSO 
user terminals. In orange, the lower part of the band is used for 
reception, and in gray stripes, the upper part that is used for 
transmission.
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equatorial regions. This can be easily understood and visualized for a GSO system 
but cannot be generalized for NGSO systems. Depending on the application, NGSO 
satellite constellations can be designed to concentrate the coverage over specific 
areas by playing with the number of orbital inclinations and the number of satellites 
in each inclined orbit. In general, it is possible to conclude that the larger the number 
of satellites in a constellation the more reduced will be the required maximum scan 
angle on the user terminal.

For this reason, during the early days of an NGSO constellation, when the num-
ber of operational satellites is enough to provide a minimum level of service but 
still far from its complete number, companies have considered augmenting the scan 
angle of antennas by adding some tilting or motorized mechanism with the idea of 
removing it at a later stage when the constellation will be completed.

The maximum scan angle impacts greatly on the design of phased arrays since 
the interelement distance and the array lattice are chosen mainly based on this param-
eter. If a large distance between the elements is chosen, then the Grating Lobes (GL) 
will appear in the visible space when the main lobe is pointed away from boresight, 
making it impossible to comply with regulations as described in section 1.2.5. More 
details on how to design array lattices, choosing the right inter element distance, can 
be found in the classic antenna books as [2].

Designing and sizing the array for the maximum scan angle are also important 
because phased array performances degrade as the beam points further away from 
boresight. Mechanically steered antennas have similar performance wherever they 
point since the aperture is always the same relative to the direction of the satellite. 
In the case of flat array panels, the equivalent surface seen from the direction of the 
satellite is reduced with the scan angle in a  cos

�
#
�q

  fashion (with q depending on 
the size of the chosen element). The more the beam is pointed away from boresight 
the more the gain drops, and the beam gets wider as depicted in Figure 4.3 [3].

4.2.4   Handover architecture
Mobility antennas connecting to GSO satellites may have to switch frequency and 
polarization often when crossing over different beams generated by the same satel-
lite, but a handover to a different GSO satellite is a much rarer event. A small hitch in 
the connection can be possibly tolerated by the service if it only recurs after several 
hours. For NGSO systems, the handover may be happening as often as every few 
minutes, depending on the constellation altitude, the number of inclined orbits, or 
the number of satellites in each orbit. Hence, the handover needs to be seamless. 
This can be achieved in two ways, termed “break before make” (BBM) and “make 
before break” (MBB).

The first one relies on a rapid repointing of the antenna from the setting satellite 
toward the rising one. For this approach, phased arrays with fast repointing time are 
needed, together with quick network re- entry modem settings and/or caching tech-
niques like the ones discussed in [4].

The second approach relies on the antenna being able to generate two beams 
(or on the use of two antennas), pointed to the setting and to the rising satellites, 
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respectively. This requires two independent modems, both active during the hando-
ver time. In this case, a quick network re- entry and the capability of fast beam 
repointing of the antenna are not necessary.

4.2.5  Mask compliance
Radio transmitters, including satellite user terminals, are required to comply with 
emission norms maintained by ITU (International Telecommunication Union) and 
other regional and national regulatory bodies.

The angular masks defined in these norms (Figure 4.4 [5]) limit the amount 
of energy that the terminals are allowed to radiate in directions away from their 
target satellite, with the goal of enabling the coexistence of terminals connected 
to different satellites while generating minimal interference. To comply with 
such masks, as the one in Figure 4.4, means to radiate a low quantity of energy 
in directions other than the one of the satellite the terminal wants to connect to. 
It is easy to understand that, as an example, having thousands of antennas with 
really high sidelobes all pointing in the same direction can cause large interfer-
ence issues to a satellite that is exactly at that position up to an impossibility to 
operate.

Figure 4.3     Ku band phased array measurements for project NATALIA. Courtesy 
of Viasat Antenna Systems SA [3].
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However, these masks often date from an era when it could be safely assumed 
that every satellite terminal was a reflector of some kind, and as a result, they con-
strain the patterns of other types of antennas in ways that do not meaningfully help 
toward the stated goal of reducing the overall interference.

Compared to reflectors, a clear advantage of phased arrays is their capability 
to dynamically change and adapt their patterns. Phased arrays often have non-
perfect circular apertures, which introduce a dependence on the azimuth for the 
pattern shape. This is true even for circular arrays when the beam is scanned off 
boresight.

The growing of NGSO constellations complicates the picture: the coexistence 
of GEO, LEO, MEO, and HEO satellites creates cases where interference cannot be 
avoided just following good design rules, since two satellites at different altitudes 
may appear at the same location for a ground terminal. Coordination and analyses, 
as the ones presented in [6], become necessary. EIRPD (equivalent isotropic radi-
ated power density) masks become constellation specific, since allowable values 
vary depending on the many parameters that can be used to design a constellation. 
This presents an opportunity to include the characteristics of the antenna terminal in 
the design of the mask.

Attention needs to be placed in the antenna design also in reception; in this case, 
it is in the interest of the same terminal to avoid too much interference coming from 
other satellites. For this reason, regulatory bodies provide suggestions for pattern 
mask but compliancy is not required.

Figure 4.4     ETSI (European Telecommunications Standards Institute) 303 978 
and FCC (Federal Communications Commision) 25.218 for copolar 
and crosspolar allowed EIRPD inside and outside of the GEO arc
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4.3   Types of flat panel array antennas

After a general overview of the main parameters used to design user antennas, this 
sections will focus on possible phased array architectures, their advantages, and 
their practical implementation for NGSO systems.

Phased array antennas can be classified in many ways; in this chapter, the divi-
sion is based on the choice of the type of architecture: passive or active and analog or 
digital. These characteristics are used hereafter for describing more in detail the dif-
ferent array types. More attention is placed on analog architectures since nowadays 
more examples of this type are available in the market.

4.3.1   Analog passive phased arrays
Array antennas belonging to this category are characterized by distributed phase 
shifting function at element level, but a centralized amplification happening before 
(in the case of transmission or after in the case of reception) the beamforming is 
implemented.

The concept is depicted in Figure 4.5 for the transmit function case; an equiva-
lent case can be outlined for the receive function case.

In this kind of architecture, the losses in the BFN have to be minimized in order 
to have good performances. This constitutes a limitation in the kind of technological 
implementation that can be used for the BFN. The most common way to implement 

Figure 4.5    Analog passive phased array architecture example
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a low loss BFN is to resort to waveguide technology. This technology exists since 
many years and usually results into a reliable but heavy and pricy solution.

Depending on the frequency band and the accuracy needed, the BFN can be 
manufactured with different materials and processes. The most common material 
used is metal, usually resulting into a heavy antenna structure. Stamping or molding 
metal, instead of machining, can result into a reduced quantity of material used and, 
for this reason, a lighter implementation. Metallized plastic can also be effectively 
used if the manufacturing process is well mastered [7, 8].

Solutions for low losses BFN not based on waveguide technology are possible. 
One example is the utilization of suspended stripline in PCB technology already in 
use since many years [9].

The fact of having only one amplifier for the complete array has also another 
important implication. It limits the type of taper that can be implemented over the 
array to only a phase taper. Having phase control at element level is usually suf-
ficient to have good pattern shaping. Nevertheless, amplitude control, achieved for 
example in active arrays with adjustable gain amplifiers at element level, provides 
an extra degree of freedom. When designing for strict mask compliance, this addi-
tional degree of freedom may become necessary.

Regarding the phase shifting at the element level, this can be obtained with sev-
eral techniques. One of these consists of using liquid crystals, like proposed in the 
products designed by Alcan or Kymeta (Figure 4.6). Both companies have reported 
a successful implementation for this new technology coming from the television 
display industry. By applying different voltages, it is possible to orient the molecules 
of the liquid crystal, changing in this way the dielectric properties of the medium. 
This principle is used to implement the required phase shifting.

Other ways to achieve phase shifting that can be mated with waveguide technol-
ogy are reported in the literature; from the tunable substrate integrated waveguide 
phase shifter [10], to the use of ferrite materials [11] or the rotating metasurfaces 
proposed by Macquarie University [12]. Products developed by ThinKom Solutions 

Figure 4.6    Kymeta™ u8 antenna
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(Figure 4.7 [13]) are also based on a rotating platform (variable inclination continu-
ous transverse stub technology) and have reliably been deployed on the market in 
both Ku and Ka band since many years.

The approach chosen to implement the phase shifting has an impact on the beam 
pointing speed. It is a parameter to keep in mind when designing an array for the 
mobility and/or for the NGSO networks.

An important advantage of this kind of configuration is usually a lower power 
consumption with respect to an active phased array or a digital one. This power sav-
ing comes from having a single, larger, usually more efficient amplifier instead of 
many distributed ones designed with cost and size constraints.

4.3.2   Analog active phased arrays
The category of analog active phased array is characterized by distributed analog 
amplitude and phase control at element level (Figure 4.8).

This architecture gives a large flexibility since it provides both phase and ampli-
tude control at the element level.

The fact of having the amplification implemented really close to the element 
removes the constraint of having a quasi- lossless BFN. For this reason, in the active 
array category, PCBs are one of the most preferred options to implement the BFN, 
even though with respect to waveguide technology these are usually resulting into 
larger losses.

PCB technology is nowadays quite standard and well mastered by many compa-
nies. Advancement in this sector led today to the possibility of producing in a con-
trolled way multilayered stack- ups with several presses including special features 
like blind vias, micro vias or laser ones, embedded components, or metal inserts for 
thermal management. Nevertheless, the more complicated the structure the higher 
the cost and the lower the yield that can be achieved.

High losses in PCB technology lead, most of the times, to the need for several 
stages of amplification. The number of stages depends on the gain of the amplifier 
used and the length of the BFN (since longer BFNs, connecting many elements, 
produce higher losses). Adding more stages of amplification is necessary in trans-
mission to guarantee a certain level of the signal being fed to the last amplifier and 
then to the element or to the downconverter and modem in reception.

Figure 4.7    Thinkom ThinAir® KA2517 [13]
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The phase shifting and the amplification functions are usually implemented in 
integrated circuits (IC) or monolithic microwave IC (MMIC).

The performances of this kind of architecture are mainly dictated by the active 
component technology chosen for the MMICs and on the interface of these MMICs 
with the radiating element.

Depending on the technology, indeed different noise figures (NF) in reception 
and RF (Radio Frequency) output power in transmission (as P1dB for the power at 
1 dB compression point) can be achieved. Regarding low noise amplifiers, the NF 
can vary from <0.5 dB at high frequency for a GaAs (gallium arsenide) component 
to ~3 dB for less expensive components. In the same way, GaAs and GaN (gallium 
nitride) technology can usually provide more power output from the MMIC (easily 
up to a few watts) with respect to silicon- based MMICs, where numbers are more 
in the order of tens of dBm. In an active phased array, where thousands of ele-
ments are used, having large power amplifiers per element is not needed. For this 
reason, nowadays, silicon- based components are one of the preferred options for 
active phased arrays. The technological choice is also dictated by the market needs 
and the market size. For small volumes and special applications, where cost is less 
of an issue, GaAs, GaN, or hybrid solution involving even indium phosphide (InP) 
are preferred.

On top of the amplification function, these MMICs usually include also the 
phase shifting and in most of the cases some beamforming since in typical applica-
tion one MMIC is serving more than one element [14].

Figure 4.8    Analog active array architecture example
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Another difference with respect to passive arrays resides in the thermal structure 
that needs to be implemented. In passive arrays, a single amplifier is used, and the 
design effort on the thermal side mainly consists into removing the heat generated in 
a single place and spreading it in a passive or active manner.

Active phased arrays usually generate more heat than passive ones due to the 
efficiency of the small amplifiers. This heat is though already distributed across the 
aperture since one of these amplifiers is serving from one to eight antenna elements. 
The thermal difficulty in this kind of array is mainly to deal with large amounts of 
heat and to dissipate that in a passive or active way. Improvements in the MMIC 
amplifier efficiency allowed companies that were previously resorting to water cool-
ing to move to more conventional fans or even passive cooling in some cases.

Several examples of this array architecture are present in the market. Most of 
them, like Viasat [15] and Ball ones [16], are based on a modular architecture that 
can be scaled up or down depending on the needs. This modularity choice was taken 
for two main reasons: being flexible to address markets with different performance 
needs and being able to assemble larger units where a single physical PCB would 
not be large enough to provide adequate performances for the application.

Some of these terminals have been designed mainly for mobility applications as 
Rockwell Collins Ku terminal or Viasat aero terminals (Figure 4.9). For this reason, 
they are already targeting a large scan angle and sometimes already include the pos-
sibility of creating two beams for a MBB.

In some other cases, like the Viasat MEO terminal (Figure 4.10), the design was 
aimed specifically to NGSO. The O3b constellation was considered, and for this 
reason, the array is designed to point the beam along the MEO arc and is capable of 
both BBM and MBB.

Figure 4.9    Viasat airborne solution for Ka band [15]
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Figure 4.10    Viasat MEO Ka band terminal
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4.3.3   Baseband/IF and digital BFN array
The baseband/IF (Intermediate Frequency) antenna array is the third category con-
sidered in this chapter. In this case, the up- conversion/down- conversion is happen-
ing close to the radiating elements, and the BFN is implemented at a much lower 
frequency (Figure 4.11). When the signal is moved to baseband often, it is also 
digitalized, and for this reason, digital phased arrays are grouped here in the same 
paragraph.

The main advantages of this architecture are the possibility of implementing 
the BFN with lower losses and the possibility to choose from a wider choice of 
components available at lower frequencies. Moreover, the same architecture and 
components could be used in arrays designed for different bands. The price to be 
paid in this case is the need to accurately distribute the local oscillator signal to all 
the up- converters/down- converters.

The success of an analog IF/baseband architecture relies on the use of low power 
up- converters/down- converters. Since this function is implemented at the element 
level, it is of utmost importance to have this parameter well under control if a practi-
cal antenna solution needs to be developed.

For the time being, the power consumption is also the main disadvantage of 
digital phased array; the development of low power components may change this in 
the coming years.

With respect to the analog version, the digital array has the capability of creat-
ing multiple beams using the overall aperture without degradation in performances. 

Figure 4.11    Baseband/IF array architecture example
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The same can be achieved in the analog domain for a limited number of beams, by 
replicating the controls and implementing the same number of BFNs.

This is an achievable option when only few beams are needed, for example, in 
an antenna designed to support MBB for NGSO, but not practical when more than 
ten beams are to be active at the same time, as discussed nowadays for some NGSO 
ground stations.

Satixfy (Figure 4.12 [17]) is one of the first companies to propose commercially 
a digital BFN array for satellite IoT applications.

Another example of phased arrays belonging to this architecture category is 
the antenna developed by Hanwha Phasor (Figure 4.13). In this case, analog IQ 
(In- Phase and Quadrature) baseband signals coming from each antenna element are 

Figure 4.12    Satixfy Ku digital phased array

Figure 4.13    Hanwha Phasor Ku band solution under test [18]
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combined; thanks to a specifically developed ASIC (Application Specific Integrated 
Circuit) [18].

This approach results into a lower power consumption when compared to an 
array where the digitalization is also happening at element level.

4.4   Conclusions: are phased arrays finally there?

Phased array antennas are still today far from being widely spread in the market, 
raising sometimes the question if this technology would finally leave the Gartner’s 
Hype Cycle stage of “peak of inflated expectations” and just end on a “trough of 
disillusionment.”

We can cautiously say that, still according to the same scale, most of the phased 
array technologies described in the sections above are moving on the “slope of 
enlightenment” with customers starting to discern one from another. The differences 
and advantages of each are becoming more clear, and phased array manufacturers 
are now able to adapt the technology coming out with second and third generation 
products implementing market’s feedbacks.

Being aligned with 5G and 6G technologies and following a sort of Moore’s 
law for IC costing should enable phased arrays success and lead to a mainstream 
adoption.

While GSO mobility terminals could eventually survive a failure in achieving 
a drastic cost reduction, this is a fundamental need for NGSO constellations. In the 
past, most of NGSO companies focused on the satellites side only, somehow taking 
for granted that a proper user terminal would become available in time. The clock is 
ticking, and this, as of today, remains the field where more investments are needed 
to enable a successful NGSO business case.
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Chapter 5

Low cost per bit for LEO satellite systems: 
radio- frequency impairments compensation

Bassel F. Beidas 1

The relentless pursuit of continuous, global, broadband connectivity has recently inten-
sified the interest in low- Earth orbit (LEO) satellite mega- constellations, which are 
capable of delivering massive throughput. This and the insatiable demand for low- 
cost, low- complexity user terminals conspire to cause analog radio- frequency (RF) 
components to exceed their tolerance limits. Advanced digital technological solutions 
are explored in this chapter to minimize the strong and frequency- selective in- phase/
quadrature (I/Q) imbalance introduced by analog frequency- conversion circuits when 
signaling at multiple Giga (G)- Baud rates. Specifically, two characterization mod-
els of analog RF impairments are provided when frequency offset is present. Novel 
digital compensation algorithms with immunity to frequency offset are presented and 
categorized into equalization with image- rejection capability and image cancelation. 
Adaptive techniques are utilized to obtain compensation coefficients in an iterative 
manner using stacked construction, while the pursued coefficients are independent of 
frequency offsets. These methods are useful when using known data samples for initial 
factory calibration or in a decision- directed mode during field recalibration. Extensive 
computer simulations reveal that the proposed compensators provide lossless attenua-
tion of the imbalance- induced, frequency- selective image in the presence of frequency 
offsets.

5.1  Introduction

The satellite scientific community has recently witnessed an eruption of research activ-
ity spurred by the ongoing deployment of LEO satellite systems which are envisaged 
to provide continuous, global, broadband connectivity. These emerging satellite mega- 
constellations, positioned at altitudes of less than 1,500 km, have the distinct advantages 
of significantly lower latency, smaller size, lower power consumption, and lower launch 
cost. LEO satellites are expected to become a strategic enabler of satellite- terrestrial 
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integrated networks [1]. The leading third- generation partnership project (3GPP) has 
already established new use cases for satellites in their fifth- generation (5G) standardi-
zation, designated as nonterrestrial networks [2].

Next- generation, mega- constellation LEO satellites are anticipated to deliver 
ultra- high capacity in the tens of Terabits per second. One of their strengths is 
their capability of guaranteeing broadband connectivity in rural and remote areas 
where service is currently nonexistent. In addition, LEO satellites are invaluable 
in providing backhaul links for mobile cellular networks in underserved regions 
which, because of infrastructure challenges, cannot be reached in a cost- effective 
manner by terrestrial- only networks. Moreover, due to their inherent resilience to 
natural disasters or wide- scale attacks, LEO satellites can offer an agile solution 
that ensures life- saving communication continuity during extreme emergency 
situations.

The efficiency of satellite systems needs to be optimized on many levels: 
payload mass efficiency through joint amplification of multiple frequency- 
compact carriers by a single high- power amplifier (HPA) [3, 4]; power effi-
ciency by operating the HPA close to saturation; energy efficiency by employing 
adaptive coding and modulation (ACM) using capacity- approaching forward- 
error correction codes and high- order modulations. The spectral efficiency of 
satellite systems can be additionally increased by utilizing faster- than- Nyquist 
(FTN) signaling, for which advanced receivers are developed in References 
5, 6 to realize the gains of FTN over nonlinear satellite links. Furthermore, 
aggressive frequency reuse in multibeam satellite systems can alleviate the 
tremendous spectrum scarcity. To tackle the resulting dominant co- channel 
interference (CCI) on the user link, signal processing solutions are developed 
in the form of precoding [7–9] and multiuser detection [10–12]. The perfor-
mance of multiuser detectors is established for the forward link in References 
13, 14 using a computationally efficient framework in terms of the theoreti-
cally achievable information rates. To mitigate spatiotemporal impairments of 
CCI under full frequency reuse, low- complexity receiver designs are explored 
in Reference 15 using code- division multiplexing for distinguishability and in 
Reference 16 utilizing an iterative divide- and- conquer paradigm for superior  
performance.

The inexorable quest for massive satellite throughput is motivating the 
transmission of broadband signals at symbol rates of multiple GBaud. Building 
low- cost, low- complexity user terminals is essential to the economic viability 
of next- generation systems. These two competing drivers conspire to cause the 
analog RF components to exceed their tolerance limits. In particular, analog mix-
ers, antialiasing filters, and amplifications in quadrature frequency- conversion 
architectures induce mismatch between parallel I/Q arms [17, 18]. Also, there can 
exist direct- current (DC) offset due to local oscillator (LO) leakage. In addition, 
a frequency offset between converters in the transmitter and receiver is assumed 
to be present. When broadband signals are utilized, this mismatch in compo-
nents creates strong image interference that is both frequency- independent and 
frequency- selective.
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In an effort to maximize satellite transmission throughput while reducing the 
cost per bit, this chapter develops digital adaptive compensation methods intended 
to diminish analog RF impairments. This development takes into account the 
idiosyncratic features of satellite systems in the forward direction, namely from 
the gateway to the user terminals. First, complexity and cost are afforded at the 
gateway so that its components are well designed, and the I/Q imbalance at the 
transmitter can be neglected. Second, the gateway implements multicarrier data 
predistortion to mitigate nonlinear distortions resulting from the on- board HPA. 
Powerful multicarrier data predistortion algorithms using successive methods are 
developed in References 19–21, while inversion method with direct learning is 
provided in Reference 22. Third, driving down the cost of user terminals is of 
paramount importance as millions of them need to be employed, so quadrature 
frequency- conversion circuits are relied upon for their reconfigurability and high 
flexibility. Fourth, frequency- selective I/Q imbalance is expected to be strong, 
and with a large time span as the quadrature converters need to accommodate sig-
naling with symbol rates of multiple GBaud. Fifth, adaptive methods that oper-
ate without a priori knowledge of RF impairments are required to accommodate 
variations from one receiver realization to another. Sixth, the proposed methods 
need to remain effective in the presence of unavoidable and large frequency off-
set resulting from satellite propagation. Seventh, the distortion introduced by the 
satellite multiplexing filters is reduced via fractionally spaced (FS) equalization, 
developed in Reference 23 to offer large gains with limited complexity. Eighth, 
a physical- layer signaling (PLS) code is reserved to aid in the process of field 
recalibration. Once it is detected in high signal- to- noise ratio (SNR) conditions, 
software is informed to retrain.

The open literature contains several promising techniques for digitally miti-
gating RF impairments on the receiver side in wireless terrestrial networks. 
Blind schemes are introduced in References 24, 25 but are only capable of alle-
viating frequency- independent I/Q imbalance. Another blind approach is devel-
oped in Reference 26 that is able to compensate for the more beneficial case of 
frequency- selective I/Q imbalance. Unfortunately, it requires that the received 
signal satisfies “properness” statistical property, which is hard to maintain in 
some applications. Training- based approach is developed in Reference 27 using 
adaptive interference cancelation and in Reference 28, 29 using adaptive sig-
nal separation, requiring access to a primary reference source that is based on a 
strong and independent image signal. This makes these approaches not utilizable 
when the signal and its image are co- located in frequency, a situation encoun-
tered in direct conversion to baseband. Also, all these methods do not address 
the effects of DC offset or frequency offset. For receivers employing orthogonal 
frequency- division multiplexing (OFDM), the technique in Reference 30 con-
siders frequency offset with I/Q imbalance, but no DC offset, and is based on 
restoring known phase rotation between pilot symbols. There, the pilot signal has 
a rather restrictive structure: several identical adjacent symbols with additional 
phase rotation of  � /4  in even- numbered symbols, a requirement that is not satis-
fied in satellite systems.
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This chapter provides two characterization models, in the presence of fre-
quency offset, of analog RF impairments including frequency- independent and 
frequency- selective I/Q imbalance and DC offset: postmixer and premixer mod-
els. Novel digital compensation algorithms, developed in Reference 31, that are 
robust to frequency offset are described and can be categorized into equalization 
with image- rejection capability and image cancelation. A development of equal-
ization and cancelation in the context of two carriers through a single HPA using 
Volterra formulation is introduced in Reference 32. Adaptive techniques are then 
utilized to obtain compensation coefficients in an iterative manner using a stacked 
construction that is immune to frequency offset. Toward this end, an estimate of 
the frequency offset is intentionally injected in the reference signal so that the 
pursued coefficients would not depend on the frequency offset. This essentially 
delinks the coupled tasks of frequency estimation and RF impairments compensa-
tion. Optimization methods extended to the multicarrier scenario are contained in 
Reference 31. These methods are useful when using known data samples for ini-
tial factory calibration or in a decision- directed mode during field recalibration. 
Special consideration is given here to estimating the frequency offset by sending 
a test tone during initial factory calibration. For this, a minimum condition on 
the tone frequency is presented to guarantee that spectral peaks from the tone 
and its interfering image do not substantially overlap. Performance evaluations 
are conducted using extensive computer simulations and reveal that the proposed 
compensation algorithms provide lossless attenuation of the imbalance- induced 
image and remove DC offset.

The remainder of the chapter is organized as follows: section 5.2 provides ana-
lytical characterization of RF impairments encountered in quadrature frequency- 
conversion devices; section 5.3 describes algorithms for compensating RF 
impairments, along with an iterative adaptation; section 5.4 contains a frequency 
estimation technique that operates successfully in a channel with I/Q imbalance; 
section 5.5 contains numerical studies to evaluate the associated performances and 
illustrate various design concepts; finally, section 5.6 contains concluding remarks.

Notation: Lower- case underlined symbol  x  and upper- case bold symbol X  
denote vectors and matrices, respectively; round parentheses for signal  x(t)  denote 
continuous- time, while square parentheses for signal  x[n]  denote discrete time; 
superscripts  (�)� ,  (�)T  , and  (�)H   denote conjugation, transposition, and Hermitian 
operations, respectively;  Ref�g  denotes the real- part operation; and in- line asterisk 
‘� ’ denotes convolution.

5.2  Characterization models of RF impairments

A general structure for I/Q down- conversion, with real- valued bandpass input 
 r(t) = RefQr(t) � ej2� fctg , is shown in Figure 5.1 and includes analog components needed 
to implement operations such as mixing, filtering, amplification, and analog- to- digital 
conversion (ADC). Analog components induce mismatch between parallel I/Q branches 
of the receiver tuner. In particular, mismatch in gain and phase between LO mixer arms, 
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 �  and  ' , respectively, creates imbalance that is frequency- independent or constant over 
the signal bandwidth. Mismatch between antialiasing filters in the I/Q arms,  hI(t)  and 
 hQ(t) , causes imbalance that is frequency- selective. Also, there exists DC offset,  ̨ I   and 
 ̨ Q , on each arm resulting from LO leakage. In addition, a frequency offset,  ıf  , between 
the converters in the transmitter and receiver is assumed to be present to model any 
frequency instability in the oscillators as well as to incorporate frequency variation 
resulting from satellite propagation. The tuner model in Figure 5.1 produces sampled 
discrete- time version  Qx[n]  at the ADC output.

Two analytical models are provided here that characterize the impact of 
RF impairments on the received baseband I/Q samples at the output of a wide-
band tuner. They are referred to as postmixer or premixer models, depending 
on whether the imbalanced channel appears after or before the frequency off-
set, respectively. Generalizing the modeling in References 26, 27 to include 
effects of frequency offset and DC offset, the down- converted complex- valued 
baseband signal at the ADC input,  Qx(t) = xI(t) + jxQ(t) , can be mathematically 
expressed as

 Qx(t) =
�
Qr(t) � ej2�ıf t

�
� g1(t) +

�
Qr(t) � ej2�ıf t

��
� g2(t) + ˛,  (5.1)

where

 g1(t) = 1
2

�
hI(t) + �e+j' � hQ(t)

�
,  (5.2)

 g2(t) = 1
2 [hI(t) � �e+j! � hQ(t)],  (5.3)

and  ̨ = Į + j˛Q . This postmixer analytical model is depicted in Figure 5.2(a).
The received signal without I/Q mismatch is  

h
Qr(t) � ej2�ıft

i
 . As evident in 

(5.1)–(5.3), the I/Q imbalance creates a superposition of the signal with an 
interfering source,  

�
Qr(t) � ej2�ıf t

��

 . This interference is the signal’s own image, 
as the conjugation in the time domain corresponds to frequency- domain reflec-
tion. The  g1(t)  and  g2(t)  are impulse responses associated with the signal and 
its image, respectively, and contain the joint impact of frequency- independent 
mismatch, from  �   to  ' , and frequency- selective mismatch, from antialiasing 
filters  hI(t)  to  hQ(t) .

Figure 5.1  Quadrature frequency down- conversion with RF impairments
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An equivalent premixer model, displayed in Figure 5.2(b), allows for the 
frequency offset to percolate through the imbalanced channel. For this, we use 
some basic properties of Fourier transforms dealing with convolutions and 
frequency shifting to generate a pre- mixer model as

 

Qx(t) =
�
Qr(t) � Mg1(t;�ıf) +

�
Qr�(t) � Mg2(t; ıf)

�

�e�j2�(2ıf)t +˛ � e�j2�ıf t
�
� ej2�ıf t,  

(5.4)

where  Mgl(t; ıf) = gl(t) � ej2�ıft  and  l = 1, 2 .
The rightmost exponential term in (5.4) represents standard linear phase 

rotation that can be corrected in the receiver using traditional methods. 
However, even if the frequency offset is perfectly corrected, the impact of 
frequency offset on the I/Q imbalance channel has three detrimental effects: 
(i) signal impulse response is phase- rotated by  �ıft   or shifted in the frequency 
domain as  G1(f + ıf) , (ii) image impulse response is phase- rotated by  ıft   or 
shifted in the frequency domain as  G2(f � ıf) , (iii) there exists an extraneous 
phase rotation at the rate of  (�2ıf)  affecting only the image path.

An exemplary impulse response associated with the signal,  g1(t) = g1,I(t) + jg1,Q(t) , 
and its corresponding image,  g2(t) = g2,I(t) + jg2,Q(t) , is shown in Figure 5.3 for a sys-
tem with symbol rate of 1 GBaud, generated by using passive filters for a wideband 
sixth- order Butterworth design with 3- dB cutoff frequency of 500 MHz. The image 
strength associated with these antialiasing filters alone is −20 dB relative to the sig-
nal, dominating receiver performance in the high SNR region.

Figure 5.2   Analytical baseband models of (a) postmixer and (b) premixer 
quadrature down- converters with RF impairments
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5.3  Digital compensation of RF impairments

We provide digital compensation techniques with robustness to frequency offset that 
are effective in attenuating the imbalance- induced image resulting from impairments in 
analog RF components. This is described in section 5.3.1 using equalization with image 
rejection and in section 5.3.2 for image cancelation. Stacked construction with immu-
nity to frequency offset is presented in section 5.3.3. The computation of compensation 
parameters is made adaptive in section 5.3.4.

5.3.1  Equalization with image rejection
During normal operation, the premixer equalizer takes the form of suppression 
of distortion in the signal  Qx[n]  and rejection of its image  Qx�[n]  simultaneously by 
applying coefficients  w1[n]  and  w2[n]  on each, respectively, followed by adding  ̌   
to remove the DC offset. The resultant is then processed through a mixer to com-
pensate for the frequency offset using an estimate,  Oıf,normal , made during normal 

Figure 5.3   Impulse response associated with wideband antialiasing filters: 
(a) in- phase signal  g1,I(t) , (b) quadrature signal  g1,Q(t) , (c) in- phase 
image  g2,I(t) , and (d) quadrature image  g2,Q(t) 
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operation. This premixer equalizer with image rejection is depicted in Figure 5.4(a) 
and is expressed as

 Qy[n] =
�
Qx[n] � w1[n] + Qx�[n] � w2[n] + ˇ

�
� e�j2� Oıf,normal �

n
Nss Ts  (5.5)

where  Nss  is the number of samples per symbol and  Ts  is the symbol duration.
An equivalent embodiment of postmixer equalization is presented in 

Figure 5.4(b) and is expressed as

 

Qy[n] =
�
Qx[n] � e�j2� Oıf,normal�

n
Nss Ts

�
� Mw1[n;�Oıf,normal] +

��
Qx[n] � e�j2� Oıf,normal�

n
Nss Ts

��

� Mw2[n; Oıf,normal]
i
� e�j2�(2 Oıf,normal)�

n
Nss Ts + ˇ � e�j2� Oıf,normal�

n
Nss Ts ,  

 (5.6)

where  Mwl[n; Oıf,normal] = wl[n] � e
j2� Oıf,normal�

n
Nss Ts  and  l = 1, 2 . This representation can 

be useful in some situations where frequency offset needs to be removed prior to RF 
impairments compensation, perhaps in the analog domain. Equation (5.6) describes 
the modifications needed to the compensation parameters, so they are effective in 
this case.

5.3.2  Image cancelation
During normal operation, the premixer canceler subtracts an estimate of the image 
from the received signal by applying cancelation coefficients  w[n]  on the secondary 

Figure 5.4   Structures for (a) premixer and (b) postmixer RF impairments 
equalizers with image rejection during normal mode
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complex- conjugated path, followed by subtracting  ̌   to remove the DC offset. The 
resultant is then processed through a mixer to compensate for the frequency off-
set using an estimate,  Oıf,normal , made during normal operation. This premixer image 
canceler is depicted in Figure 5.5(a) and is expressed as

 Qy[n] =
�
Qx[n] � Qx�[n] � w[n] � ˇ

�
� e�j2� Oıf,normal�

n
Nss Ts  (5.7)

The corresponding postmixer version, depicted in Figure 5.5(b), is expressed as

 

Qy[n] =
�
Qx[n] � e�j2� Oıf,normal�

n
Nss Ts

�
�

��
Qx[n] � e�j2� Oıf,normal�

n
Nss Ts

��

� Mw[n; Oıf,normal]
i
� e�j2�(2 Oıf,normal)�

n
Nss Ts � ˇ � e�j2� Oıf,normal�

n
Nss Ts

  

(5.8)

where  Mw[n; Oıf,normal] = w[n] � ej2� Oıf,normal�
n

Nss Ts . Equation (5.8) illustrates the modi-
fications needed for the cancelation coefficients when frequency offset is removed 
prior to RF impairments compensation.

A similar receiver compensation structure that uses filtering on the complex- 
conjugated path is used in Reference [26, Figure 3] but without taking frequency 
offset into account. There, the filtering coefficients are derived to restore the proper-
ness statistical property. Detailed performance comparison with this state- of- the- art 
method is made later in section 5.5.4.

Figure 5.5   Structures for (a) premixer and (b) postmixer RF impairments image 
cancelers during normal mode
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5.3.3  Stacked construction with immunity to frequency offset
The above equalizer requires estimate of the RF impairment channel inverse, 
whereas the canceler needs estimate of the RF impairment channel model. We here 
introduce a stacked construction that is useful for this estimation, along with an 
added immunity to frequency offset. Toward this, we form vector  cs  by stacking 
vectors relating to filter coefficients and DC- offset parameter as

 

cs =

2
664

c1
c2
ˇ

3
775 ,

  

(5.9)

where  c1  and  c2  are coefficients for the signal and interfering image filters with 
memory span L1 and L2, respectively. The corresponding input vector  Qus[n]  to the 
compensator is comprised of samples from input  Qu[n]  and its frequency image  Qu�[n]  
and is expressed as

 

Qus[n] =

2
664
Qu1[n]
Qu2[n]
1

3
775 ,

  

(5.10)

where

 Qu1[n] =
h
Qu[n], Qu[n � 1], � � � , Qu[n � L1 + 1]

iT
  (5.11)

and

 Qu2[n] =
h
Qu�[n], Qu�[n � 1], � � � , Qu�[n � L2 + 1]

iT
  (5.12)

Using the stacked construction, the output of the compensator is mathematically 
expressed as the dot product between the coefficient vector  cs  and the joint input 
vector  Qus[n] , containing both the signal and its image, or

 Qy[n] = cTs � Qus[n]  (5.13)

Note that the formulation for computing coefficients in (5.13) uses dot- product oper-
ation, while compensation, as in (5.5) or (5.7), uses convolution operation instead. 
The convolution coefficients can be simply extracted from vectors  c1  and  c2  by flip-
ping their rows in the up/down direction.

One important aspect of the proposed estimation method is that the same 
training structure is utilized for RF channel inversion, used in equalization, and 
for RF channel modeling, used in cancelation. Another important aspect is the 
manner of addressing the frequency offset. The reference  d[n]  contains intentional 
modification by a complex mixer that uses frequency offset estimate  Oıf,train  made 
during training, so similar phase rotation as the incoming signal is experienced. 
This way, the pursued coefficients do not contain the frequency offset in them, 
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essentially delinking the coupled tasks of frequency estimation and RF impair-
ments compensation.

More specifically, to obtain the best inverse for equalization, the input signal 
and its reference are composed based on

 Qu[n] = Qx[n],  (5.14)

 Qd[n] = Qz[n] � ej2� Oıf,train� n
Nss Ts ,  (5.15)

where  Qz[n]  represents the baseband signal with no imbalance. In contrast, to obtain 
the best estimate of the RF channel model for cancelation, the input signal and its 
reference are composed based on

 Qu[n] = Qz[n] � ej2� Oıf,train� n
Nss Ts ,  (5.16)

 Qd[n] = Qx[n]  (5.17)

If not addressed properly, frequency error creates a mismatch between the imbal-
anced channel for which it is trained versus that to which it is applied, thus harming 
performance. This is highlighted later using scattered plots in section 5.5.

Finally, for image cancelation, another computation is needed to obtain the 
coefficients  w[n]  based on the best RF channel estimate found in  c1[n]  and  c2[n]  of 
 cs , in (5.9), and can be expressed in the Fourier domain as [26]

 
W(f) = C1(f)

C�
2 (�f)  (5.18)

The desired data  Qz[n]  can be arbitrary but known set of samples used during initial 
factory calibration. For field recalibration, decision- directed mode can be used. In 
the latter, and in an effort not to interrupt normal traffic, one of the PLS codes is 
reserved. Once it is detected, data is captured into memory buffer, and software is 
informed to retrain. To ensure decisions are almost error- free, this process can be 
done using a codeword of robust quadrature phase- shift keying (QPSK) constel-
lation under high- SNR conditions, ensuring performance above the forward- error 
correction (FEC) code threshold.

5.3.4  Adaptive computation of parameters
Techniques of adaptive solution to (5.13) are examined here without requiring a 
priori knowledge of RF impairments parameters. The first is based on least squares 
(LS). Given a block of  N   samples of the input  Qu[n]  and reference  Qd[n] , we form 
matrix  Us , of size  N � (L1 + L2 + 1) , using stacked vectors as

 Us =
h
Qu[0], Qu[1], � � � , Qu[N � 1]

iT
  (5.19)

with a corresponding reference vector  Qd  , of size  N � 1 , as

 
Qd =

h
Qd[0], Qd[1], � � � , Qd[N � 1]

iT
  (5.20)

The solution  cs,LS  that minimizes the error  

�
Qd � Us � cs

�
  in the LS sense is then
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 cs,LS =
�
Us

HUs
��1Us

H Qd   (5.21)

To avoid matrix inversion in (5.21), stochastic gradient- based algorithms are pro-
vided that arrive iteratively at the solution without a priori knowledge of RF impair-
ments parameters. Matrix inversion is computationally cumbersome and introduces 
performance instability. Two techniques can be utilized to adaptively compute the 
sought set of coefficients  c  that minimize error signal  Qe[n] = Qd[n] � Qy[n] : least mean- 
squares (LMS) and recursive LS (RLS). The RLS is a preferred technique as it 
provides fast convergence and achieves performance that is somewhat independent 
of input signal statistics.

Using LMS criterion, the compensator coefficients are computed iteratively as

 Qcs, LMS[n + 1] = Qcs, LMS[n] + � � Qus[n] � Qe�[n]  (5.22)
where  �  is a small positive number chosen to adjust adaptation speed.

Using RLS criterion, the compensator coefficients are computed iteratively as

 Qcs, RLS[n + 1] = Qcs, RLS[n] + � � Qk[n] � Qe�[n]  (5.23)

where

 
k[n] = ��1�P[n�1]�Qus[n]

1+��1�QuHs [n]�P[n�1]�Qus[n]
,
  

(5.24)

 P[n] = ��1 � P[n � 1] � ��1 � k[n] � QuHs [n] � P[n � 1],  (5.25)

and �  is the forgetting factor,  0 < � � 1 . For initialization, we set  P[0] = ��1 � I  
where I  is the identity matrix of size  (L1 + L2 + 1) � (L1 + L2 + 1)  and �  is a small 
positive parameter selected to provide good performance.

5.4   Frequency offset estimation in the presence of RF 
impairments

During initial factory calibration and in the presence of RF impairments, an accu-
rate estimate of frequency offset  Oıf,train  is needed for computing the compensator 
coefficients, as indicated in (5.15) or (5.16). The estimate of frequency error can be 
obtained by sending a test tone through the imbalanced channel.

When using an ideal receiver, free of RF impairments, determining the frequency 
of a noisy complex- valued sinusoid in additive white Gaussian noise (AWGN) is a 
classical estimation problem [33] that has been long investigated. A complex- valued 
discrete- time test tone with magnitude  b  and phase �  is described as

 b � ej(2� ftone� n
Nss Ts+� ); n = 0, 1, � � � ,N � 1,  (5.26)

where ftone is its spectral location. In Reference 33, the maximum- likelihood esti-
mator is shown to be the frequency that maximizes the magnitude of the discrete 
Fourier transform (DFT), efficiently computed using fast Fourier transform (FFT). 
The optimal Cramer- Rao lower bound (CRLB) on its estimation error when the 
tone’s other parameters, phase and amplitude, are unknown can be obtained by
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�CRLB = 1

2�
�
Nss
Ts
�

q
6�Nss

N(N2�1) �

�
Es
N0

��1/2

  (5.27)

where  Es/N0  is the per- symbol SNR.
However, when RF impairments are present, the received signal contains the 

test tone and its image. Specifically, substituting (5.26) into discrete- time (5.1) with 
algebraic manipulation yields

 

Qxtone[n] = b � G1
�
ftone + ıf,train

�
� e+j(2�(ftone+ıf,train)�

n
Nss Ts+� )

+b � G2
�
�(ftone + ıf,train)

�
� e�j(2�(ftone+ıf,train)�

n
Nss Ts+� ) + ˛  

(5.28)

where  ıf,train  is the frequency offset during the training process. From (5.28), it is clear 
that the impact of RF impairments includes a DC offset term, ˛ , and that the received 
signal consists of two tones, desired tone at  (ftone + ıf,train)  with unknown amplitude 
and phase resulting from  G1

�
ftone + ıf,train

�
 , and an image at  �(ftone + ıf,train)  with 

unknown amplitude and phase resulting from  G2
�
�(ftone + ıf,train)

�
 . The associated 

DFT of the test tone with RF impairments can be shown to be

 

QXtone(f) = G1
�
ftone + ıf,train

�
� e�j�(f�(ftone+ıf,train))�

N�1
Nss Ts

�
sin(�(f�(ftone+ıf,train))�

N
Nss Ts)

N sin(�(f�(ftone+ıf,train))�
1

Nss Ts)
� b � ej�

+G2
�
�(ftone + ıf,train)

�
� e�j�(f+(ftone+ıf,train))�

N�1
Nss Ts

�
sin(�(f+(ftone+ıf,train))�

N
Nss Ts)

N sin(�(f+(ftone+ıf,train))�
1

Nss Ts)
� b � e�j�

+(˛ � Ǫ ) � e�j� f�N�1
Nss Ts �

sin(� f� N
Nss Ts)

N sin(� f� 1
Nss Ts)

.
  

(5.29)

In (5.4), Ǫ   is subtracted to remove the effect of DC offset before DFT computation 
and can be estimated as the mean of the tuner output using  N   samples, or

 Ǫ = 1/N �
PN�1

n=0 Qxtone[n]  (5.30)

Figure 5.6 provides an exemplary DFT output of a test tone and its image due to RF 
impairments.

Considering that in a well- designed set of antialiasing filters,  |G1(f)|2 � |G2(f)|2 , 
the DFT output in (5.4) achieves its global maximum at  (ftone + ıf,train) , so it can be 
safely used to provide an estimate of  ıf,train . However, when spectral peaks of the 
tone and its image overlap, the accuracy of the frequency estimate is expected to 
deteriorate as their superposition smears the desired peak and affects the frequency 
resolvability. To ensure that the spectral peaks from the tone and its image do not 
substantially overlap, a minimum condition on ftone, denoted as  f

(min)
tone  , is imposed 

(assuming  ftone > 0  with no loss in generality). Namely, to guarantee that spectral 
peaks from the tone and its image do not overlap up to the  l th side- lobe, we choose

 ftone > f (min)
tone = l � Nss

NTs
+ ı(max)f ,  (5.31)

where  ı
(max)
f   is the largest absolute value in the frequency- offset range and  l > 4 . 

In fact, as will be shown in section 5.5, this technique of estimating the frequency 
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parameter can approach the performance of the ideal receiver given that ftone is large 
enough to ensure sufficient separation of the spectral peaks, resulting from the 
desired tone and its interfering image.

5.5  Numerical studies

Extensive computer simulations are implemented to demonstrate the effectiveness 
of the proposed methods of RF impairments compensation depicted in Figures 5.4 
and 5.5. The transmit and receive filters are a pair of matching root- raised cosine 
(RRC) pulses with roll- off factor of 0.05. The constellation employed is amplitude 
phase- shift keying (APSK). On the receiver side, a wideband quadrature frequency- 
converter, or tuner, is implemented with bandwidth spanning 1 GHz, following the 
mathematical model in Figure 5.1. In particular, the antialiasing filters  hI(t)  and 
 hQ(t)  are designed using sixth- order Butterworth criterion with single- sided cut-
off frequency of 500 MHz. The corresponding impulse responses of the frequency- 
selective IQ imbalance are as displayed in Figure 5.3 for the signal and its image. In 
addition, a mismatch in gain,  � , and phase,  ' , of 15% and  10ı , respectively, is used 
at the LO mixer. DC offset parameters  ̨ I   and  ̨ Q  are chosen as  0.05  and  �0.05 . The 
sampling rate at the ADCs outputs is 2 Giga samples per second. The composite is 
down- converted directly to DC or zero frequency. Frequency offset  ıf   is considered 
of up to 500 kHz, during training mode, representative of initial factory calibra-
tion. However, the coefficients are applied during normal operation with a different 

Figure 5.6   Output of DFT when a test tone is passed through 1- GHz tuner with 
RF impairments
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frequency offset, selected as large as 4 MHz to account for frequency variation due 
to satellite propagation.

Unless otherwise stated, the coefficients of RF impairments compensators are 
obtained at the end of a training mode with 20,000 samples processed via the RLS 
iterative technique with forgetting factor � = 1 . The per- symbol SNR,  Es/N0 , is 25 
dB when training during factory calibration. In addition, all results are reported at the 
output of a 35- tap traditional FS LMS equalizer, operating at two samples per sym-
bol at its input, intended to eliminate inter- symbol interference (ISI) that is remain-
ing from RF impairments compensators or to eliminate ISI that is not accounted for 
during training.

5.5.1  Frequency offset estimation
Figure 5.7 depicts the simulated performance of frequency offset estimation in terms 
of root mean- square error (MSE) when sending a test tone through a 1- GHz tuner 
with RF impairments versus the choice of tone frequency location. This is done dur-
ing initial factory calibration in the presence of RF impairments, where the number 
of samples  N   of 20,000 or 50,000 are captured and stored in a memory buffer. The 
figure also includes the minimum values of ftone with  l = 5  in (5.30) and the optimal 
CRLB of (5.27) when no RF impairments are included. The estimation is based on 
either locating the peak at the FFT output or extracted as the slope of the LS line 
formed by phase measurements, after removing the estimated DC offset as explained 
in section 5.4. Results indicate that very good performance is achieved if minimum 
tone frequency value is set, approaching the ideal CRLB with no RF impairments.

Figure 5.7  Performance of frequency offset estimation when using test tone 
through 1- GHz tuner with RF impairments
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5.5.2  Noiseless scatter plots
Figure 5.8(a) presents the scatter plot at the FS equalizer output without the pro-
posed RF impairments compensation and exhibits considerable clustering due to 
image interference, for which the FS equalizer cannot compensate. To emphasize 
the immunity of the stacked construction to frequency offset, we first illustrate in 
Figure 5.8(b) the amplitude response of compensation coefficients,  w1[n]  and  w2[n] , 
at the end of training, outlined in section 5.3.4, without injecting the frequency offset 
estimate in (5.15), but instead the frequency offset estimate is removed prior to train-
ing. The associated scatter plot is in Figure 5.8(b) showing very little improvement 
even for small values of frequency offset of 500 kHz during training. This confirms 
the detrimental effects of frequency offset mentioned in section 5.2 that creates mis-
match between the imbalanced channel for which it is trained versus that to which 
it is applied. In contrast, the corresponding results when the frequency offset esti-
mate is injected into the desired reference are in Figure 5.8(d),(e), illustrating that 
the proposed RF impairments compensator very effectively reduces the clustering 
with about 23 dB improvement in MSE, beyond the state- of- the- art FS equalizer. 

Figure 5.8   Case of single- carrier 64APSK signal through 1- GHz tuner with 
RF impairments: (a) noiseless scatter plot without RF impairments 
compensation; (b) amplitude response of equalization coefficients 
when frequency offset estimate is removed prior to training; 
(c) noiseless scatter plot with equalization when frequency offset 
estimate is removed prior to training; (d) and (e) are with the 
proposed equalization when frequency offset estimate is injected 
during training
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Furthermore, the excellent results associated with the proposed compensation are 
achieved despite using a frequency offset of 500 kHz for training and 4 MHz during 
application.

Figure 5.9 includes the counterpart results when image cancelation is used for 
compensation and displays similar pattern of results. One important note to make 
from Figure 5.9(e) is that cancelation is not as effective as equalization as it requires 
an additional step to generate cancelation coefficients based on estimated channel 
model coefficients as in (5.18). Figure 5.9(d) also includes the amplitude response of 
the optimal cancelation coefficients derived under perfectly known RF impairments 
channel. The finite accuracy of the estimation in this case limits the performance 
improvement even when using powerful RLS during training.

5.5.3  Transient behavior
The stochastic gradient- based methods are compared here in terms of their 
transient behavior including the choice of adaptation parameters such as 
 �  and � . Figure 5.10 shows the statistical average of the amplitude of error 

Figure 5.9   Case of single- carrier 64APSK signal through 1- GHz tuner with 
RF impairments: (a) noiseless scatter plot without RF impairments 
compensation; (b) amplitude response of cancelation coefficients 
when frequency offset estimate is removed prior to training; 
(c) noiseless scatter plot with cancelation when frequency offset 
estimate is removed prior to training; (d) and (e) are with the 
proposed cancelation when frequency offset estimate is injected 
during training
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signal  Qe[n]  as it evolves over the sample number  n  when using LMS at  � = 0.01  
and RLS at  � = 0.99 . The first part of the figure relates to channel inversion, 
for equalization, when  L1 = L2 = 15 , whereas the second part of the figure 
relates to the channel identification, for cancelation, when  L1 = L2 = 101 . Both 

Figure 5.10   Transient behavior for RLS and LMS when compared with LS for 
(a) inversion and (b) identification
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parts of the figure include results for the LS method, computed based on a data 
block of the same size, to provide theoretical support for convergence.

Based on Figure 5.10, we can remark that the RLS settles at a lower value 
of the error when compared with LMS. Also, the performance of LS method is 
achieved by RLS when providing channel inversion and is actually surpassed 
by RLS when providing channel identification. The latter may be attributed to 
the numerical instability of the matrix inversion step needed for LS when the 
number of parameters is large. Further, faster convergence of RLS over LMS 
is demonstrable.

5.5.4  Performance comparisons
More comparisons of the investigated compensation techniques are performed, 
including comparisons with a state- of- the- art technique that is effective at 
mitigating frequency- selective I/Q imbalance. In particular, a block moment- 
based receiver scheme from Reference 26 is chosen that applies compensa-
tion coefficients at the image path to restore the properness condition for the 
span of the compensator. The coefficients are calculated based on Reference 
[26, Equation (25)] with additional Newton- like iterations applied to improve 
their performance. Figure 5.11 reports these simulations in terms of MSE as it 
varies with respect to the number of compensation coefficients. Three curves 
are generated, one for a system employing equalizer with image rejection in 
(5.5), a second for image canceler in (5.7), and a third for a system implement-
ing block moment- based scheme which outperforms its LMS counterpart. For 

Figure 5.11   Performance comparisons versus the number of compensation taps 
for single- carrier 64APSK signal through 1- GHz tuner when using 
 N  =50,000
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favorable conditions to the moment- based scheme, frequency variations and 
DC offset parameters are assumed not present. In addition, the figure includes 
the bounding performance of the scenarios when RF impairments are not com-
pensated and when compensated perfectly.

As evident in Figure 5.11, the moment- based solution performs better than 
without compensation, offering about 8.4 dB improvement in MSE when the 
number of taps is three. However, no improvement is obtained when the memory 
span of the moment- based compensator exceeds four taps, even when using 15 
Newton- like iterations and 50,000 samples during training. The state- of- the- art 
scheme relies on the properness assumption which can be weak in some appli-
cations, especially when using sample statistics for nulling the complementary 
autocorrelation function. This suggests that the moment- based compensation can-
not cope with I/Q imbalance channels of large memory span encountered when 
transmitting signals in the GBaud range. In contrast, the system that implements 
image cancelation can tolerate large memory span providing 3.6 dB in additional 
benefit over the state- of- the- art when using 14 taps. Furthermore, the system that 
implements equalization with image rejection provides lossless compensation 
when using 15 taps per arm.

5.6  Conclusion

This chapter has provided two characterization models of analog RF impairments 
in the presence of frequency offset: postmixer and premixer models. Novel digital 
compensation algorithms with immunity to frequency offset have been presented, 
categorized into equalization with image- rejection capability and image cancelation. 
Adaptive techniques are utilized to obtain compensation coefficients in an iterative 
manner using stacked construction, while the pursued coefficients are independent 
of the frequency offset. These methods are useful when using known data samples 
for initial factory calibration or in a decision- directed mode during field recalibra-
tion. Special consideration is given to estimating the frequency offset by sending a 
test tone through the imbalanced channel during initial factory calibration. Extensive 
computer simulations have revealed that the proposed compensators provide loss-
less attenuation of the imbalance- induced image and remove DC offset, in the pres-
ence of frequency offsets.

The presented analysis and techniques, with their attractive performance, are 
beneficial to other important lines of research, such as when utilizing the extremely 
high frequency (EHF) band of the radio spectrum [34, 35]. Exploiting the large, 
commercially available bandwidth in the Q/V/E- band can substantially overcome 
spectrum limitations and reduce equipment size. Consequently, the application and 
experimental verification of digital solutions for suppressing frequency- selective 
image induced by quadrature frequency- conversion circuits, when operated in the 
EHF band, can aid the feasibility of LEO satellite systems in achieving ultra- high 
capacity.
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6.1  Introduction

GEO satellite telecommunication networks offer either mobile or fixed services 
that take profit from the wide coverage offered by the satellite platforms [1]. These 
services may be multicast, broadcast, or unicast. Broadcast is used for radio or TV 
services, whereas multicast and unicast are more utilized for data services, mobile 
communications, and broadband internet and multimedia services [2]. Broadband 
services require high data rates per user terminal (UT) and consequently large fre-
quency bands and high equivalent isotropic radiated power (EIRP). To meet this 
challenge, satellites implement antenna architectures based on multibeam cover-
ages with high antenna directivities and frequency reuse to increase the available 
aggregated frequency bandwidth [3]. In a 5G context, other requirements such as 
wide coverage, latency, and reliability emerge as priorities. In this environment, 
LEO satellite megaconstellations bring promising advantages compared to GEO 
satellites:

 • A constellation of non- GEO satellites may, in the case of a polar orbit, for 
example, offer a seamless quality of service even at the earth poles, which is not 
possible with GEO satellites because of low user elevations at these latitudes.

 • The round- trip time latency for a GEO satellite is 500 ms because of the 
36,000 km path between the satellite and the Earth, which is far from the 1 ms 
objective of 5G [4]. This requirement is essential, for example, for real- time 
health monitoring or finance transactions [4]. When considering a satellite at 
1200 km altitude, this round- trip latency is reduced to 16 ms which makes them 
a more viable solution than GEO satellite for applications requiring low latency.
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 • The high number of satellites in megaconstellations reduces the criticality of 
losing a satellite (graceful service degradation). Moreover, spare satellites may 
be placed in orbit in case of failure at low cost compared to the overall system 
CAPEX.

The previous points underline that LEO megaconstellations seem to be a rel-
evant solution to support 5G networks. LEO satellites experience a diversity of 
traffic distributions in their antenna field of views (FOV) as they orbit around the 
Earth. At the payload level, introducing flexibility is of interest to address user 
distributions that may range from uniform over all the FOV (Figure 6.1(a)) to very 
dense concentrations. The former would correspond, for example, to scenarios 
with hubs like cities (Figure 6.1(b)). In a uniform traffic scenario, a uniform shar-
ing of resources among beams is optimal to meet the user demands. This solution 
can be provided by payloads with a static resource allocation associated and non- 
steerable multiple beam antennas. This approach was selected by OneWeb with 
16 non- steerable, highly- elliptical beams [5]. However, in a non- uniform scenario, 
only a limited number of the beams are potentially active. In that case, flexibil-
ity in resource allocation is essential to meet the demand. A lack of flexibility 
would both waste resources in non- populated areas and be insufficient to match 
the throughputs required in densely populated areas. Satellite operators would 
then reduce the data rates proposed to their customers and lose potential earnings. 
Flexibility necessitates adaptive payloads including, for instance, inter- satellite 
links or reconfigurable antennas which come with added cost and complexity. This 
technological choice was followed by Telesat and SpaceX Starlink megaconstel-
lations [5].

Depending on the implemented technologies and system architecture, flexibility 
at payload level enables the satellites to reallocate their resources in power, fre-
quency, time, or coverage to adapt to these various scenarios:

Figure 6.1  Antenna FOV with different traffic distribution, the beams with traffic 
are colored, users are represented by dots
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 • In the time domain, beam hopping (BH), whereby satellite resources are shared 
in the time domain, is increasingly being considered an attractive solution [6]. It 
consists of splitting time into slots and illuminating a set of beams at each time 
slot. Ferrite switches are a mature technology for the implementation of BH [7]. 
BH brings flexibility to initially non- flexible antenna solutions, such as antenna 
farms with focus optics and single feed per beam (SFPB).

 • In the frequency domain, flexible frequency allocation between beams that best 
matches the capacity request and flexible channelization are already available 
with a payload digital core, such as the digital transparent processor (DTP) [8].

 • In the power domain, the flexibility for power allocation is available thanks 
to multiple port amplifiers (MPA) [9] for passive multiple beam antennas 
and distributed amplification for active antennas. As the available power 
must be shared between an increased number of beams, the complexity of the 
MPA increases accordingly with possible drawbacks in terms of isolation and 
linearity.

 • In the spatial domain, flexibility implemented with beam steering may be 
achieved with mechanically steerable antennas or phased arrays. The phased 
array solutions require a beam forming network (BFN) that can be done either 
digitally in the DTP [10], or in an analog way, for example, with phase shifters, 
butler matrices or quasi- optical beam formers (QOBF) [11]. Hybrid beamform-
ing strategies combining analog and digital techniques can provide trade- offs 
between the complexity of the BFN and spatial flexibility [12]. Interference 
mitigation by means of beamforming such as the precoding approach is also an 
alternative to increase throughputs [13]. It however implies further complexity 
in channel estimation and beamforming coefficient computations.

There is thus a wide range of solutions to implement flexibility in satellite pay-
loads. There is consequently a need for benchmarking these solutions in perfor-
mances and in complexity.

In the following, a methodology to benchmark payload architectures taking into 
account the different domains of flexibility is presented. This methodology imple-
ments a resource allocation algorithm. The resource allocation algorithm must be 
able to leverage the flexibility capabilities of the considered payloads. A parameter 
to characterize the non- uniformity of user distributions is introduced. Thanks to this 
parameter, the ability of various LEO payload architectures to support different sce-
narios of user distributions that may be encountered along their orbits is assessed. 
To illustrate the benefits of this methodology, different LEO satellite payload archi-
tectures with different levels of flexibility and complexity are benchmarked. For 
brevity, the chapter focuses on the forward downlink throughput between the sat-
ellite and the UTs. It is expected that the study of the return link would not alter 
the presented methodology or conclusions. These architectures are first described 
in section 6.2. An approach to parameterize payload designs is presented in sec-
tion 6.3. The non- uniformity parameter and the resource allocation algorithm used 
to compute throughputs are described in section 6.4; finally, results are presented in 
6.5, including considerations on payload complexity.
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6.2  Examples of LEO satellite payloads

A megaconstellation scenario with polar orbiting satellites at 1200 km altitude is 
assumed. The satellites operate in the Ka- band to access more frequency bandwidth 
which is key for broadband services. One particular issue with LEO satellites is the 
difference in attenuation experienced between the nadir and the edge of coverage 
due to increasing path losses. In this context, path losses reflect the Radio Frequency 
(RF) signal attenuation as it propagates in the atmosphere. They are caused by the 
expansion of the wave front in free space (free space losses, defined in (6.1) with  d  , 
the distance between the satellite and the UT and �  the wavelength) or by absorption 
(rain, clouds and gazes).

 
FreeSpaceLoss =

�
4�d
�

�2

  
(6.1)

Attenuations due to atmospheric gases may be estimated as discussed in Reference 
14. For preliminary studies, it is sufficient to only consider free space losses as 
defined in (6.1). In this context, FOV is defined as the region where users have the 
satellite in line- of- sight with over 20 ı  of elevation angle. Under this value, satellites 
may be masked by building or reliefs. Furthermore, the link budgets are poorer due 
to higher distances between the satellite and the UTs. The variation of free space 
loss as a function of the elevation angle is presented in Figure 6.2(a). In case of 20 ı  
of elevation for a user on the ground, the user is at a scan angle of 52 ı  that corre-
sponds to an extra path loss of 6.2 dB.

To provide a uniform EIRP over the coverage, more directive beams are needed 
to compensate for increased path losses at high elevations. One alternative is to use 
high power amplifiers (HPA) operating at different power levels. This strategy is, 
however, more expensive than having a single HPA design. The other alternative is 
to launch more satellites such that the scanning angle is reduced and, consequently, 
the path loss differences between the center and edge of FOV. This solution is also 
costly as the number of satellites to be manufactured increases.

Coverage where more directive beams are used at larger scan angles is 
referred to as isoflux. An example of isoflux coverage is schematically depicted in 
Figure 6.2(b). It ensures an almost constant power flux on the ground. It is noted 
that the projection of the beams of an isoflux coverage on the surface of the Earth 
results in comparable footprints. This implies that due to the Earth’s curvature and 
the pointing angle, beams at the edge of the coverage have larger footprints than if 
they were pointed at nadir.

Given these comparable footprints, over multiple orbits, all beams would expe-
rience similar maximum traffic per beam. Moreover, coordination constraints with 
users of GEO satellite systems suggest steep beam slopes along the north- south axis 
for reducing interference; consequently, beams with elliptical shapes were speci-
fied. With elliptical beams, the operator of satellites in polar orbit can switch off a 
set of beams (to avoid interference from the ground to the GEO satellites) with less 
impact on the users in the north–south direction. Reference 15 shows that the users 
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under the switched off beams can be served by adjacent satellites either by applying 
a pitch to the adjacent satellites to tilt the beams or by expanding the coverage of 
the satellite.

In the remaining, coverages are represented in AB  coordinates, which satisfy 
(6.2).

 

� =
p
A2 + B2

� = arctan
�
A/B

�
  

(6.2)

Figure 6.2  (a) Free space loss for users at high elevations at 1200 km altitude; 
(b) multiple beam coverage with the isoflux characteristic formed by 
96 beams along 8 columns. The ellipses represent the 3 dB contour of 
the beams
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In (6.2), �  and  �  are the spherical coordinates in the satellite coordinate system; the 
Z axis in Figure 6.3 is pointing toward the Earth and the Y axis is in the direction of 
the satellite’s velocity.

6.2.1  Multiple fixed beam coverage with static resource allocation
An antenna solution to comply with the isoflux requirement is the antenna concept 
shown in Figure 6.4(a) and described in Reference 16 based on QOBF and cylin-
drical reflectors. This antenna architecture produces several beams from the same 
radiating aperture and is therefore a compact solution for LEO satellite platforms. 
The accommodation constraint took into account 17 satellite platforms fitting into a 

Figure 6.3 Spherical coordinates

Figure 6.4  (a) QOBF with cylindrical reflector and (b) accommodation of the 
whole antenna set up on a small satellite platform
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5- m diameter launcher fairing, which imposes a maximum volume of 1.5 m × 5 m 
× 0.5 m for the antenna farm [16]. Figure 6.4(b) shows the accommodation of the 
Tx and Rx antennas on a small platform suitable for allowing multiple satellites per 
launch. This solution developed during the CNES study ‘Architectures d’antennes 
multifaisceaux pour constellations’ proved to have equivalent radiating performance 
as conventional array of horn antennas but with the benefit of compactness [16].

This antenna may support a payload architecture with a fixed frequency plan in 
a SFPB configuration. SFPB implies that each beam is amplified by a single HPA. 
An issue with isoflux coverage is the irregular beam lattice, which is contrary to 
traditional GEO hexagonal four- color schemes [17]. A graph coloring algorithm 
based on the DSATUR algorithm [18] was used to allocate the frequency bands to 
each beam. This algorithm is efficient to provide frequency plans avoiding the reuse 
of frequency bands between two neighbor beams that would generate interference. 
A six- color reuse scheme is utilized to achieve acceptable interference mitigation. 
Even if more aggressive frequency reuse is targeted, the amplified bandwidth per 
beam is limited by the available power of the LEO satellite platform. Splitting the 
frequency band into more sub- bands would reduce interference, at the cost of less 
bandwidth per beam, hence less capacity.

The static resource allocation architecture in Figure 6.5(a) relies on travelling 
wave tube amplifiers (TWTAs). They were chosen because of the required power 
and of the operating band (Ka- band). Output multiplexers (OMUX) are represented 
but they do not play any role in the throughput calculations. This architecture does 
not have a DTP as it does not require on- board routing. A static mapping between 
forward uplink and downlink frequencies can be implemented. Adding a DTP 
would increase power consumption/dissipation and the complexity of the satellite 
platform to provide and dissipate this power. This architecture delivers fixed cover-
age and fixed resource allocation, which may be optimal for uniform distributions 
(Figure 6.1(a)) but may not meet the demands of scenarios where the distribution of 
users in the FOV is not uniform (Figure 6.1(b)). More flexibility is required in this 

Figure 6.5 Payload output section architectures
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case and other flexible solutions are proposed in the following. This payload archi-
tecture follows the same principles as OneWeb satellites payloads.

6.2.2  Multiple beam coverage with beam hopping capability
As discussed in the introduction, the time domain solutions employing BH [6] 
may offer flexibility. An example of implementation with ferrite switches at post- 
amplification level is illustrated in Figure 6.5(b). In this case, as many ferrite 
switches as high- power amplifiers are needed to allocate time slots. The integration 
of ferrite switches implies more mass, power and accommodation requirements; 
consequently, this architecture is more complex than the previous one. Insertion 
losses due to the switches are neglected as they are estimated to be under 0.2 dB 
[7]. They may, however, not be negligible in the case where several switch stages 
are implemented. In Figure 6.5(b), each TWTA is connected to a set of six possible 
beams, among which only one is illuminated during each time slot. In the considered 
architecture, 16 beams out of a total of 96 beams are active during each time slot. 
During each time slot, each beam illuminated transmits signal over the entire avail-
able forward downlink frequency band. The optimization algorithm for the time slot 
allocation to beams is presented in section 6.4.

6.2.3  Multiple beam coverage with steering capabilities along ones 
axis

The architecture considered in this section is a hybrid one. It uses a passive linear 
array of QOBF to form beams (multiple feeds per beam antenna) in columns of fixed 
coordinate A and steers the beams along the B axis thanks to an ABF (analog beam 
former). ABF can be based on Monolithic Microwave Integrated Circuit (MMIC) 
phase shifters. These beams are steered on a slot- by- slot basis. Flexibility is limited 
to steering beams along just one axis. However, this architecture is more flexible 
than the BH architecture because beams can be steered precisely over users posi-
tions, limiting losses in gain. This architecture also implements isoflux in one direc-
tion to compensate for the path losses previously described. Losses due to QOBF 
are very low [11]. They are consequently neglected for the following analysis. For 
comparison purposes, the time domain flexibility with BH is also implemented with 
this architecture. As with the previous architecture, 16 beams are illuminated per 
time slot, but now with a maximum of two beams per column since each ABF is 
connected to two ports of the processor. Consequently, this payload cannot real-
locate power from one column to another. The HPA at the output of each ABF in 
Figure 6.6 corresponds to the distributed amplification along each steering column. 
Solid state power amplifiers (SSPA) are chosen for this payload architecture. The 
reasons are accommodation purposes and lower required power per HPA than in 
SFPB architectures.

The hybrid architecture presented in Figure 6.6 is a mix between analog phase 
shifting and quasi- optical technologies. Using a mix of analog/digital or quasi- 
optical/digital such as proposed in Reference 19 in a GEO use case, may also be of 
interest.
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6.2.4  Other architectures not considered in the benchmark
Payload architectures may also implement a DTP to leverage the flexibility to allo-
cate frequency bands in the beams formed for users as well as gateways. The DTP 
may also include digital beamforming (DBF). When considering a high number of 
beams and radiating elements, DBF is a preferable beamforming solution compared 
to a fully ABF. To give an idea of the complexity of an ABF, to form one thousand 
beams with one hundred radiating elements, an ABF would need one thousand 100- 
way RF power dividers and 100,000 (100 × 1000) analog phase- shifters. This solu-
tion is very challenging for packaging and design. Analog beamforming would be 
interesting for lower numbers of beams or radiating elements as the hardware solu-
tion would be less complex. Furthermore, this solution would dissipate and consume 
less power than the digital one.

Instead of an array of lenses as presented in Figure 6.6, an array of radiating ele-
ments such as horn antennas can be implemented. An example of circular direct radi-
ating array (CDRA) lattice with 351 radiating elements is presented in Figure 6.7(a). 
This antenna (designed for a MEO use case) is active, which implies one HPA inte-
grated with each radiating element. This technology enables power sharing between 
beams and benefits from a graceful degradation in case of the breakdown of HPAs. 
Another advantage of active antennas is that HPAs compensate for the losses in the 
repeater. A drawback of this architecture is the constraint of having one RF chain 
per radiating element. A RF chain is defined as a sequence of electronic compo-
nents such as HPAs, frequency converters, Analogue to Digital Converters (ADCs) 
and Digital to Analogue Converters (DACs) and DTP ports. The more RF chains 

Figure 6.6  Hybrid steering architecture with analog plus quasi- optical 
beamforming
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there are, the more stringent are the power, mass and mechanical requirements. The 
CDRA with full DBF was compared to a payload with an architecture similar to 
what was presented in section 6.2.3 in Reference 20.

6.3  Payload models

Section 6.2 defined the payload architectures to benchmark. The current section pro-
ceeds with characterizing these payloads. These include the radiation patterns of 
the antennas, how the antenna is monitored: BH, beam steering and how power is 
distributed: SFPB, multiple feeds per beam.

6.3.1  Radiation patterns
For the architecture with static resource allocation and the BH architecture, the 
radiation patterns of QOBF are computed with a ray- tracing method [21]. The 
radiation of the antenna subsystem (doubly curved reflector illuminated by QOBF) 
can then be calculated with GRASP, a commercial software package for satel-
lite antenna design and analysis. A minimum 10 dB taper of the reflector ensures 
lower side lobes to mitigate inter- beam interference and interference with GEO 
satellites.

For the steerable case, the simulated radiation patterns of the QOBF are com-
bined into a phased array. Each column of beams represents one input port of a 
QOBF. The amplitude coefficients of the linear array are chosen according to the 
Taylor law to reduce the side lobe levels on the north- south axis. On the west- east 
axis, side lobes are mitigated with a tapering of QOBF apertures.

Alternatively, closed- form analytical expressions or measurements can be 
used to represent the antenna radiation patterns. ITU proposes radiation pattern 
models [22] that may help to compute capacities and interference check for non- 
geostationary orbit fixed- satellite service.

Figure 6.7 Presentation of the CDRA
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6.3.2  Antenna monitoring
Two antenna monitoring techniques are taken into account: BH and beam steering. 
In BH, beams are already formed and follow the lattice in Figure 6.2. BH consists of 
allocating the optimal time slots to the beams in order to minimize the interference. 
The time slot allocation must adhere to power sharing constraints (each amplifier is 
shared among a fixed set of beams). The architecture illustrated in Figure 6.6 relies 
on beam steering. In this case, the antenna is able to steer toward the optimal direc-
tions that are not pre- defined as in BH. To reduce the complexity of the optimization 
in the beam steering cases, the FOV of the antenna is sampled with possible pre- 
formed beam positions as illustrated in Figure 6.8. Subsequently, beams that serve 
users are kept and considered in the resource allocation problem to reduce the size 
of the optimization problem.

6.3.3  HPA
One of the constraints of the resource allocation algorithm is related to the power 
sharing among beams (constraint later specified in 6.4). Power sharing is formalized 
in binary matrices M of size  NHPA � Nb , with  NHPA  the number of HPAs which can 
be either single HPAs or banks of distributed HPAs, such as in the steering architec-
ture or in the MPA case [9], and  Nb  the number of beams.  Mh,b  equals 1, when power 
from HPA  h  can be allocated to beam  b , 0 otherwise. For clarity, matrices are below 
represented in bold. In the BH architecture, the connection matrix links HPAs to the 
beams they can potentially illuminate. The connection matrix of the architecture 
with a static resource allocation and the BH architectures is defined in (6.3).

Figure 6.8  Directive beams are generated over users with isoflux implemented in 
the A direction
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For the steering architecture, each steering column has a distributed amplification 
fed by a pool of HPAs. This way, each column of beams as represented in Figure 6.8, 
share a common bank of power formed by the amplifiers at the output of each ABF 
(see Figure 6.6). It is to be noted that for this architecture the matrix depends on the 
position of the pre- formed beams. These positions are derived from the position of 
users in the FOV as illustrated in Figure 6.8. The connection matrix of the bent pipe 
and the steering architecture is defined in (6.4).
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(6.4)

Examples of connection matrices can be found in Reference 23 to express the con-
straints for a resource allocation problem. Constraints on power are further detailed 
in section 6.4.4.

6.4  Resource allocation

6.4.1  Generation of user distribution scenarios
This section presents a method to generate different profiles of UT distributions 
without known traffic models. As a minimum, an objective of 100 Mbps per house-
hold [24] was set as a target by the European Commission. This value is consid-
ered to be a realistic data rate demand per terminal. Scenarios of user distributions 
were generated by differently distributing 300 UTs with the aforementioned traffic 
demands. In this way, the target throughput per satellite would be 30 Gbps, which is 
in the range of current megaconstellation projects [5]. For link budget computations, 
all user antennas are assumed to be 60 cm diameter. That diameter corresponds to 
a fixed satellite service application with a figure of merit,  GT = 15  dB/K. A method 
is proposed to generate user distributions that would cover several statistically pos-
sible profiles of distributions from uniform distribution to uneven ones. To generate 
a uniform scenario, AB coordinate pairs in the antenna FOV are randomly selected 
following a uniform law. To add non- uniformity, denser user demands must be gen-
erated in some areas. These areas of higher traffic density, in the remaining referred 
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to as hubs, are centered around positions that are randomly chosen across the FOV. 
The users are drawn according to the uniform law and randomly kept following the 
Gaussian law centered at hub positions. The variance of this law and the number 
of hubs can be tuned to increase the non- uniformity of the distribution. There is no 
direct relationship between the non- uniformity indicator that will be presented in the 
next section. It is consequently important to cover all the traffic scenario profiles by 
randomly varying these last two parameters. The process of scenario generation is 
described in Figure 6.9.

6.4.2  Distribution characterization of traffic scenarios
Here is defined a parameter that captures in a single number how uniformly user 
traffic is spread across the satellite FOV. This user traffic can be either simulated 
(e.g. following the methodology presented in the previous section) or known (see 
section 6.5.2). We start by producing the user demand distribution over the coverage 
area. This is performed by partitioning the FOV into elliptical cells, each of whose 

Figure 6.9 User distributions generation process
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surface area is commensurate to the dimension of the average beam footprint on 
Earth. An example of a cell lattice is given in Figure 6.10. Note that the number of 
cells is not related to the actual number of beams produced by the payload. Based on 
a traffic scenario, we can compute the aggregate traffic demand, ATD, per cell. The 
parameter to quantify non- uniformity, denoted  � , is defined in (6.5) as the standard 
deviation of the aggregated demands in each cell normalized by the mean of this 
parameter in these same cells.

 
� =

standard deviation of ATD across all the cells in the coverage
mean of ATD across all the cells over coverage   

(6.5)

Based on the above definitions, Figure 6.11 shows examples of user distributions 
with the corresponding value of the non- uniformity coefficient  � . The results in 
(6.5) highlight the relation between the non- uniformity parameter and the ability 
of the payload architectures to achieve high throughputs. High ATD leads to lower 

Figure 6.10 Elliptical iso Earth projection surface cells to compute ATD

Figure 6.11 Evolution of users distribution with non- uniformity parameter
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throughputs. This is due to the limited available frequency band and the impact of 
reusing this resource due to inter beam interference.

6.4.3  Resource allocation algorithms
The topic of resource allocation for satellite applications emerged as the satel-
lites acquired the ability to flexibly allocate their resources in time, frequency, and 
power. Reference 25 focused on power optimization based on traffic demands per 
beam. By neglecting inter- beam interference, a closed form expression of the opti-
mum power levels can be determined. Accounting interference, however, makes 
the power allocation problem NP- hard. To solve this issue, metaheuristics were 
proposed, such as genetic algorithms, simulated annealing (SA), or particle swarm 
optimization [26]. Time slot allocation in case of BH or frequency chunks alloca-
tion can also be optimized with these heuristics, such as in Reference 6, where a 
genetic algorithm is used to allocate time slots for a payload capable of BH or in 
Reference 27, where frequency plan and time slot allocation are optimized for vari-
ous payload designs. Frequency flexibility is granted by the filtering and routing 
abilities of the DTP. Reference 23 utilizes the power and the frequency flexibility 
to meet the demand in all the beams. Metaheuristics may require lengthy computa-
tions, which can be detrimental for on- board implementation or if a large number of 
payload architectures need to be evaluated. Greedy algorithms also exist to provide, 
within short running times, relevant solutions. Greedy algorithms are here refer-
ring to one- shot algorithms. They are not iterative like the previously mentioned 
metaheuristics and focus on quickly finding a local optimum instead of looking 
for a global optimum through lengthier iterative optimization methods. They were 
investigated in Reference 28 for coverage with beams of different sizes. Greedy 
algorithms based on graph coloring were used in References 29, 30 and 31 in a 
space division multiple access (SDMA) scheme, where beams are steered to UTs’ 
directions. An iterative method is proposed in Reference 32 to allocate carriers 
while minimizing inter- beam interference. Another approach to allocate resources 
is integer linear programming (ILP). It consists in solving a linear problem only 
with integer variables. The problem can be solved with a specific ILP solver, e.g. 
Gurobi [33]. This approach was compared to Reference 28 and concluded that ILP 
is better than greedy algorithms on small- sized problems. For large- sized prob-
lems, the gap with the upper bound increases, suggesting that the algorithm con-
verges further and further from the optimum. Reference 29 also compares a greedy 
algorithm with ILP. The ILP algorithm surpasses the greedy one when the number 
of users increases. In a time/frequency resource allocation [34], also uses ILP. In 
the following, the choice was to focus on greedy and SA algorithms. The greedy 
algorithm provides quasi- immediate solutions (which can be nevertheless quite 
far from the optimum), which is interesting for quickly narrowing down the most 
promising payload architectures. SA is more likely to reach closer to the global 
optimum as it performs global research in the field of feasible solutions. This last 
algorithm was used instead of ILP as ILP requires a stringent mathematical descrip-
tion of the problem, which may not allow to test all the domains of flexibility of 
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the payloads (frequency, power, and beamforming). Moreover, SA is a heuristic 
that can be relatively easily tuned with only a small set of parameters controlling 
the convergence of the algorithm and the domain of feasible solutions that can be 
evaluated. Table 6.1 recaps the mentioned algorithms. This list is not exhaustive.

6.4.4  Description of the considered resource allocation algorithm
In the case of the BH and steerable payload architectures, a resource allocation algo-
rithm is required to allocate time slots to beams and allocate the time slots over 
the busy regions while avoiding interference. A SA algorithm is used to solve this 
NP- hard problem that is close to the frequency assignment problem [36]. SA brings 
advantageous features in terms of its simplicity and convergence; studies involv-
ing a given traffic scenario with different starting points have shown to converge 
to the same optimum solution, thereby providing confidence on the accuracy of the 
method. This type of algorithm was also used in Reference 23 to solve the resource 
allocation problem and is described by a flow graph in Figure 6.12.

The SA provides the optimum time slots for beams association by allocating 
time slots to beams with unserved demand while accounting for inter- beam interfer-
ence. An initial solution is provided to the algorithm, then the algorithm explores 
the domain of feasible solutions with the capacity of new random solutions being 
estimated. During this exploration phase, the algorithm is more likely to accept solu-
tions with poor throughputs. This probability of acceptance decreases with the num-
ber of iterations as the temperature T   decreases. The decrease speed is monitored 
with the cooling factor ˛ . In the end, the algorithm only accepts the modifications in 
the time slots allocation that improve the current configuration in local research. The 
considered parameters for the SA algorithm are given in Table 6.2.

The initial temperature was set to explore a wide range of solutions at the start 
of the iterations. The cooling factor and the number of iterations are jointly tuned to 
balance exploration and local research phases.

Table 6.1  Some resource allocation algorithms found in the literature with the 
domain of flexibility they leverage and their optimization methods.

Analytical Metaheuristics ILP Greedy

[25] √ Power
[26] √ Power
[6] √ Frequency
[27] √ Time/frequency
[23] √ Time/frequency
[28] √ Frequency
[30] √ Frequency
[32] √ Time/frequency
[35] √ Frequency
[29] √ Frequency
[34] √ Time/frequency
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The allocation of a time slot to a beam is stored in the binary matrix T, 
 T 2 T � NNb�Nt , where  Tb,l  equals 0 if the beam  b  is off at time slot  l  and 1 if this 
beam is on during this time slot. T   is the set of time slot matrices that adhere to the 
following payload constraints:

 • For all the payloads, it is impossible to allocate more power to a set of beams 
than what is available with the HPA connected to these beams by the M matrix 
defined in section 6.3.3. This corresponds to the condition  M(Tl ˇW) � P , 
where  Tl  is the lth column of matrix T and  ̌   the Hadamard product that mul-
tiplies element wise vectors and matrices. The vector P , P 2 RNHPA�1  con-
tains the maximum power that can be allocated to beams for each amplifier or 
distributed amplification.  NHPA  is the number of HPAs in the static and BH 

Figure 6.12 Simulated annealing algorithm

Table 6.2 Simulated annealing algorithm parameters.

Initial temperature Cooling factor ˛ Number of iterations

1000 K 0.9993 20,000
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architectures or the number of steering columns which corresponds to  NHPA  
distributed amplification banks. The vector  W  ,  W 2 RNb�1  stores the power 
allocated per beam.

 • For all payload architectures implementing BH, the number of beams illumi-
nated at each time slot is assumed to be 16. That constraint can be formalized 
by: for all time slots  l ,  

P
b Tb,l � 16 .

 • In the case of SFPB architectures, the beam to amplifier connection matrix must 
be taken into account. It ensures that an amplifier does not amplify more than 
one beam within the same frequency band. This constraint is not taken into 
account in this optimization because at each time slot, each amplifier illumi-
nates at most one beam over the entire frequency band available. However, in 
the case of a system with flexible frequency slot allocation, this constraint must 
be accounted for.

 • For the hybrid architecture, due to beam forming constraints in the DTP, only 
two beams at maximum per column of fixed coordinate A can be formed. This 
constraint can be formalized by: for all time slot  l , for all steering column  Ci  
with  i  ranging from 1 to 8,  

P
b2Ci Tb,l � 2 .

The UTs’ data rates are derived from the spectral efficiencies calculated using 
carrier- to- noise power ratios, interference levels and considering the DVB- S2 stan-
dard [37]. A design choice to have a constant power density (units W/Hz) per beam 
is followed to have comparable spectral efficiencies over the coverage. Given the 
isoflux requirements presented in (6.2), this approach guarantees an iso EIRP den-
sity over the coverage area to achieve a quasi- uniform spectral efficiency. Users are 
allocated to beams from which centers they are the closest. In (6.6),  

�
CN
�j
i  represents 

the carrier- to- noise ratio of user  j  belonging to beam  i .
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where  Pi  is the allocated power to beam  i , dj the distance between the satellite 
and user  j ,  g

j
i  the gain of beam  i  toward user  j ,  

�
GT
�
j  the antenna gain- to- noise- 

temperature of the UT,  k   the Boltzmann constant and  Bi  the frequency bandwidth 
allocated to beam  i .

The carrier to interference power ratio of user  j  belonging to beam  i  is defined 
as:
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where  bi0,i  is the time ratio when beams  i0  and  i  are illuminated at the same time. If 
these two beams are simultaneously illuminated during all the time slots they are 
active, this coefficient is equal to 1. If they are never illuminated at the same time 
this coefficient is equal to 0.

For user resource access, a Time Division Multiple Access (TDMA) scheme 
with one carrier per beam is considered. When a beam is allocated at a certain time 
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slot, the frequency band available to users is allocated in a greedy way such that 
users with the best link budgets are first served. Spectral efficiencies are computed 
according to DVB- S2 standard and SINR levels given in (6.8) utilizing adaptive 
coding and modulation (ACM) techniques.
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ACM adapts the waveform to maintain the communication link between the satel-
lite and UTs depending on the link condition. Lower SINR signals can be addressed 
with more robust modcod at the cost of lower spectral efficiencies. On the opposite, 
higher spectral efficiencies can be reached in the case of high SINR with the use of 
complex symbol constellations.  

�
CI
�
intermod  are estimated from the modulation and 

output back- off operated at amplifiers level [38] and [39] provide methodologies to 
study intermodulation interference, respectively for TWTA and SSPA.

In the case of the steering architecture, beams are generated at user positions to 
simplify the resource allocation problem (see Figure 6.8). Radiation pattern models 
are described in section 6.3.1.

6.5  Results

6.5.1  Architectures performance
The total available bandwidth for the forward downlink is assumed to be 2.5 GHz. 
A total of 50 different traffic scenarios with varying aggregate demands are pro-
duced, following the methodology presented in section 6.4.1. All the payloads were 
designed to provide the same throughput on a uniform scenario with an aggregate 
demand of 30 Gbps. This demand corresponds to the targeted throughput per satel-
lite of the megaconstellation Figure 6.13.

Figure 6.14 presents how each payload architecture performs on the generated 
30 Gbps scenarios (only the geographical distribution of this demand varies). The 
matching ratio (MR) is defined as the ratio between the total throughput allocated 
by the payload over the aggregated user demand in the FOV of the satellite. For all 
the payload architectures, the MR tends to decrease with non- uniformity. For the 
static resource allocation architecture, the non- flexibility of the resource allocation 
quickly limits the MRs achieved. BH achieves better throughputs, reaching more 
than two times the throughput of the architecture with the static resource allocation 
for  �  values higher than 2. The hybrid architecture performs best. Its benefits are 
particularly noticeable for  �  between 1 and 7. For  �  values over 7, corresponding 
to high traffic non- uniformity, the performance of the steering architecture con-
verges toward that of BH. Payload architectures with different levels of complex-
ity demonstrate different levels of flexibility. The most flexible solution, the beam 
steering architecture, have the best MRs over the highest range of  �  parameters. 
However, it is also the most complex architecture as it will be further discussed in 
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section 6.5.3. The architecture with the static resource allocation is the least flex-
ible with inferior MRs for most  �  parameters, especially for the highest  � , but it is 
also the simplest. BH is an intermediate solution between these two architectures 
in terms of flexibility and complexity. The same conclusions can be drawn from 

Figure 6.13 Impact of non- uniformity on the bandwidth allocation

Figure 6.14 Variation of matching ratio achieved by the payload architectures
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scenarios with total aggregated demand of 10 Gbps (Figure 6.14(a)) and 20 Gbps 
(Figure 6.14(b)) with better MR achieved as the aggregated demands are lower in 
these scenarios. These trends have been confirmed for a scenario including 1000 
users and a total demand of 20 Gbps (not shown here for brevity). The decrease 
of capacity with non- uniformity is due to the difficulty for the resource alloca-
tion algorithm to allocate bandwidth to users terminal while avoiding interference. 
Reusing frequencies for close UTs would increase interference and lead to lower 
capacities. This phenomenon is illustrated in Figure 6.13. The considered payload 
architecture was the one with the static resource allocation on two scenarios with 
an overall demand of 30 Gbps.

The  �  parameter characterizes the different levels of non- uniformity over which 
a user distribution can range. However, all  �  values may not be reached in realistic 
scenarios and possibly might occur with different probabilities. In the next section, 
an analysis employs the non- uniformity analysis results to select the most adapted 
payload architectures for specific worldwide user distributions.

6.5.2  Analysis on an orbit with a realistic traffic
In the case of LEO satellite constellations, estimating the throughput at each orbital 
position is a costly process as the resource allocation algorithm should be run over 
one or more complete orbits for each payload architecture considered. Machine 
learning, e.g. based on neural network, may be a used to estimate the capacity of 
a constellation [40]. An alternative analytical approach is proposed in this section 
to quickly benchmark payload architectures for specific traffic scenarios. A simple 
model of MR as a function of the aggregated demand and non- uniformity is pro-
posed. It is derived from the numerical results presented in Figure 6.14. A statistical 
overall capacity achieved by each architecture over two polar orbits is deduced from 
the models. It permits one to determine the most adapted architecture for two differ-
ent realistic scenarios of users’ worldwide distributions; 1200 km polar orbits were 
chosen to achieve global coverage of Earth. The polar orbit is used by the OneWeb 
megaconstellations [5].

MR functions are modeled with one parameter  �0  defined in (6.9). This func-
tion is chosen because as  �  approaches 0 (uniformity), the MR converges to 1 (all 
the user demand is met).  �  was squared to reflect the fact that above a certain non- 
uniformity, MR decreases more slowly. As  �0  grows, the MR decreases more rap-
idly (Figure 6.15).

 
MRmodel(�) = 1 � exp

�
��0

�2

�

  
(6.9)

 �0  is higher for the steering architecture, showing its greater flexibility with respect 
to the other solutions. BH is the second architecture with higher  �0 . The least flex-
ible is the architecture with static allocated resources with lowest  �0  parameter.

The  �0  values are calculated with the least square method which consists of 
minimizing the sum of the squares of the residuals  ri = MRi �MRmodel(�i) , with, 
 i = 1, ...n , where  n  is the number of user distribution scenarios, here 50;  �i  represents 
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the non- uniformities of each generated user distributions, obtained with the method 
described in section 6.4.1.  MRi  is the associated MR computed with SA and  MRmodel  
the function expressed in (6.9).

A payload benchmark study based on the non- uniformity of realistic traffic 
issued from a commercial forecast analysis is next presented. These data are derived 
from the ESA study next generation high data rate trunking systems [41] in the 
framework of an ARTES future program. Several other databases are available on 
the Internet and can be used to model aero, fixed satellite service (FSS) or maritime 
traffic depending on the targeted market [42]. The first traffic profile contains a mix 
of data for aero, maritime, and terrestrial markets exhibited in Figure 6.16(a). The 
other traffic profile is only based on the aero data of this study (see Figure 6.16(b)). 
The scenarios are adapted such that the maximum demand in the satellite FOV never 
exceeds 30 Gbps throughput for which the payloads were initially designed.

In Figure 6.17, the mixed demand presented in Figure 6.16(a) seen by the sat-
ellite orbiting is shown with the non- uniformity of the traffic in its FOV and the 
throughput allocated by different payloads.

Figure 6.15  Least square error interpolation results with the MR function model 
selected for (a) the static resource allocation; (b) BH; (c) beam 
steering architectures for a total demand per scenario of 30 Gbps
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In the cases where the aggregate demand is less than 10 Gbps, it is supposed that 
the satellite completely fulfills the demand. Otherwise for each payload architecture 
and for the demand at each orbital position, the parameter  �0  introduced in (6.9) 
is linearly interpolated from the  �0  obtained for aggregate demands of 10, 20, and 
30 Gbps. The gaps in the curves correspond to the flyovers of the south pole where 
there is no demand. Non- uniformity may reach high values; however, most of the 
time these values are associated with low aggregate demands so payloads architec-
tures are able to meet the demand in these cases.

For the mixed scenarios, in the BH and in the steering cases, the through-
puts follow the demand with MR near 1 along all the orbits. In Figure 6.17(a), 
the MR of the architecture with static resource allocation decreases to 0.7 at the 
1600th minute when the satellite flies over New Guinea, where the backhaul and 
inland terrestrial demands are expected to be important. The high demands in 
these sparse islands surrounded by the Pacific Ocean induce highly non- uniform 
user distributions.

The average throughput and the minimum MR over the orbital positions are 
given in Table 6.3 for both traffic scenarios. The mixed scenario proved to have less 
uniform user distributions than the aero scenario. In the mixed scenario, the most 
non- uniform regions correspond to islands with land terminals demanding high data 
rates. The choice of the optimum payload may be driven by the maximum average 
throughput provided. BH would be chosen in this case as it performs similarly to the 
steering architecture but with less complexity in the payload. Another driver may 
be the worst- case MR over the coverage. In this case, the steering architecture is the 
best one with 99% of the total demand matched for all orbital positions. However, 
the choice for the payload architecture must also account for the complexity of each 
candidate solution. The next subsection proposes to add the complexity aspects to 
the system trade- off.

The study can be extended at the constellation level. In that case, the capac-
ity computations must also take into account the presence of intersatellite links 
and GW / satellite links. An example of constellation level analysis is given in 
Reference 5.

Figure 6.16 Various geographical capacity demand distributions
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Figure 6.17  For the mixed traffic scenario, variation of non- uniformity, total 
user demand and estimated capacity. The curves for the steering 
architecture were not displayed as the provided capacity is very 
close to the demand and is similar to the one with BH

Table 6.3 Payloads performances derived from the MR model shown in (6.9).

Architectures

Mixed traffic scenario Aero traffic scenario

Average 
throughput 
over orbits 
(Gbps) Minimum MR

Average 
throughputs 
over orbits 
(Gbps) Minimum MR

Static 7.2 0.71 5.7 0.89
BH 7.4 0.97 5.8 0.99
Steering 7.4 0.99 5.8 0.99
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6.5.3  Trade-off between satellite allocated capacity and payload 
complexity

The previous sections 6.5.1 and 6.5.2 compared the different payload architectures 
based on the capacity they could effectively achieve. In section 6.5.2, the results 
obtained from realistic scenarios present the advantages of BH and beam steering 
compared to the architecture with static resource allocation. These benefits were 
demonstrated in terms of average throughput and minimum MR over two 110 min-
utes orbits. To conclude the benchmark, this section examines the complexity of 
such flexible payload architectures. The estimation of the complexity focuses on the 
payload mass and DC power consumption. On the one hand, mass is related with 
accommodation constraints and launch costs. On the other hand, power is linked 
with constraints on thermal design for heat dissipation as well as the mass and cost 
of HPAs, solar panels and batteries. Mass and power therefore play then a crucial 
role in the assessment of the satellite complexity.

The estimation of mass takes into account the QOBFs (which have the role 
of beam formers and radiating elements) and reflectors for the payload with static 
resource allocation. In Reference 16, the mass of the QOBFs is modeled as a func-
tion of the number of formed beams. According to this reference, the configuration 
QOBFs plus reflectors implies 2.5 beams/kg. With recent developments mentioned 
in Reference 16 on QOBF with up to 54° scanning angle and new manufacturing 
techniques (including molded plastics and additive manufacturing), the mass can 
be lowered to achieve 5.1 beams/kg. For the BH architecture, ferrite switches are 
additionally taken into account. Commercial solutions are available and the mass 
is around 550 g per ferrite switch. For the beam steering architecture, the analog 
beam former mass was estimated to 3 kg. Mass estimations are detailed below in 
Table 6.4.

To a first approximation, the power consumed only accounts for the HPAs 
as they are expected to play a major role in power consumption. Their efficiency 
depends on the amplifier technology: typical values indicate that SSPAs have 35% 
of estimated power efficiency whereas TWTAs have an estimated 60% power effi-
ciency. All architectures have a total of 500 W aggregated RF power. Even if these 
mass and power budgets are not exhaustive, they give an overview of the complex-
ity of the payload subsystems that are benchmarked with the main components that 
contribute to the mass and power budgets.

Table 6.4 Mass and power budgets

Static res. alloc. Beam hopping Beam steering

Mass ferrite switches 0 8.8 kg 0
Mass ABFs 0 0 3 kg
Mass QOBFs 19 kg 19 kg 49 kg
Total mass estimated 19 kg 28 kg 52 kg
DC power consumed by HPAs 830 W 830 W 1400 W
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Considering the earlier results and Table 6.4, BH stands as the best solution 
with average throughputs and minimum MR reaching closely the ones of the beam 
steering architecture in mixed and aeronautical scenarios. These performances are 
leveraged with 1.9 times less mass and 40% less power consumption than the beam 
steering architecture. Even if the payload with the static resource allocation is the 
less complex architecture with 30% less mass than BH, its lowest MR (70%) does 
not make it a reliable solution in the scenarios analyzed. In use cases with nar-
rower FOVs and less expected demand, this configuration, similar to the OneWeb 
approach could have been considered. Other parameters when estimating the com-
plexity of a payload solution are the manufacturing cost and TRL (technical readi-
ness level) of components.

The diagram Figure 6.18 sums up the methodology presented in the chapter.

6.6  Conclusion

Before launching constellations of LEO satellites, a careful benchmark the flexibil-
ity/complexity of payloads and antenna subsystems shall be done. Orbiting satel-
lites experience a diversity of user distributions. At the same time, low- cost systems 
are needed to limit the overall cost of launching a megaconstellation. A method 
has been applied to several multiple- beam antenna architectures in a megaconstel-
lation use case. To benchmark the presented solutions, a method to compare the 
flexibility of antenna and payload solutions in servicing non- uniform user demand 
distributions was developed. The method was applied to three payload architectures. 
These payloads all involved an innovative quasi- optical beamformer as a primary 
radiator. The three architectures enable beam hopping, beam steering, as well as 
static resource allocation. A resource allocation algorithm was used to estimate the 

Figure 6.18 Benchmark method
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performances of the BH and beam steering payloads in each scenario. A measure 
of the non- uniformity of the user distribution is introduced to observe how non- 
uniformity affects the throughput of each payload solution. The choice for the most 
appropriate payload depends on the non- uniformity parameter and encountered 
demands during the satellite orbits and the complexity of each payload architecture. 
Complexities have in turn been estimated in regards of the mass and power required 
by each payload. In the considered user distribution scenario, the beam hopping 
and the beam steering architectures prove to be efficient solutions compared to the 
architecture with static resource allocation. However, with 1.9 times less mass and 
40% less consumed power, the beam hopping architecture appears to be the most 
adapted payload design.

References

 [1] Evans B., Werner M., Lutz E., et al. ‘Integration of satellite and terrestrial sys-
tems in future multimedia communications’. IEEE Wireless Communications. 
2005, vol. 12(5), pp. 72–80.

 [2] Maral G., Bousquet M. Satellite Communications Systems. Hoboken, NJ: 
Wiley; 2005.

 [3] Palacin B., Fonseca N.J.G., Romier M. ‘Multibeam antennas for very 
high throughput satellites in Europe: technologies and trends’. 2017 11th 
European Conference on Antennas and Propagation (EUCAP); Paris, 
France, 2005.

 [4] Agiwal M., Roy A., Saxena N. ‘Next generation 5G wireless networks: a 
comprehensive survey’. IEEE Communications Surveys & Tutorials. 2005, 
vol. 18(3), pp. 1617–55.

 [5] del Portillo I., Cameron B.G., Crawley E.F. ‘A technical comparison of three 
low earth orbit satellite constellation systems to provide global broadband’. 
Acta Astronautica. 2005, vol. 159, pp. 123–35.

 [6] Anzalchi J., Couchman A., Topping C, et al. ‘Beam hopping in multi- 
beam broadband satellite systems’. 27th IET and AIAA International 
Communications Satellite Systems Conference (ICSSC 2009); Edinburgh, 
UK, 2010.

 [7] Lejay B. ‘High power ferrite switch matrix development for advanced tel-
ecom payload at Thales Alenia space’ in 4th ESA workshop on advanced flex-
ible telecom payloads; 2019.

 [8] Voisin P. ‘Flexible payloads for telecommunication satellites – a Thales alenia 
space perspective’ in 3rd ESA Flexible Payloads Workshop; 2016.

 [9] Angeletti P., Lisi M. ‘Multiport power amplifiers for flexible satellite anten-
nas and payloads’. Microwave Journal. 2010.

 [10] Bailleul P.K. ‘A new era in elemental digital beamforming for spaceborne 
communications phased arrays’. Proceedings of the IEEE. 2016, vol. 104(3), 
pp. 623–32.



140 Non- geostationary satellite communications systems

 [11] Legay H., Ségolène T., Etienne G, et al. ‘Multiple beam antenna based on 
a parallel plate waveguide continuous delay lens beamformer’. Proc Int 
SympAntennas Propag. 2016, pp. 118–19.

 [12] Sohrabi F., Yu W. ‘Hybrid digital and analog beamforming design for large- 
scale antenna arrays’. IEEE Journal of Selected Topics in Signal Processing. 
2016, vol. 10(3), pp. 501–13.

 [13] Devillers B., Perez- Neira A., Mosquera C. ‘Joint linear precoding and beam-
forming for the forward link of multi- beam broadband satellite systems’. 
IEEE Global Communications Conference (Globecom 2011); Houston, TX, 
2011.

 [14] ITU. Attenuation by atmospheric gases and related effects; 2019. pp. 676–12.
 [15] Su Y., Liu Y., Zhou Y., Yuan J., Cao H., Shi J. ‘Broadband leo satellite communi-

cations: architectures and key technologies’. IEEE Wireless Communications. 
2019, vol. 26(2), pp. 55–61.

 [16] Tubau S., Vidal F., Legay H. ‘Novel multiple beam antenna farms for mega-
constellations’. ESA Antenna Workshop; 2019.

 [17] Fenech H., Amos S., Hirsch A., Soumpholphakdy V. ‘VHTS systems: re-
quirements and evolution’. 2017 11th European Conference on Antennas and 
Propagation (EUCAP); Paris, France, EUCAP, 1979.

 [18] Brélaz D. ‘New methods to color the vertices of a graph’. Communications of 
the ACM. 1979, vol. 22(4), pp. 251–56.

 [19] Tugend V., Thain A. ‘Hybrid beamforming with reduced grating lobes for sat-
ellite applications’. 12th European Conference on Antennas and Propagation 
(EuCAP 2018); London, UK, 1979.

 [20] Vidal F., Legay H., Goussetis G., Strober T., Gayrard J.-D. ‘Benchmark of 
MEO multibeam satellite adaptive antenna and payload architectures for 
broadband systems’. 2020 10th Advanced Satellite Multimedia Systems 
Conference and the 16th Signal Processing for Space Communications 
Workshop (ASMS/SPSC); 2020, Graz, Austria, 1979. Available from https:// 
ieeexplore.ieee.org/xpl/mostRecentIssue.jsp?punumber=9268689

 [21] Doucet F., Fonseca N.J.G., Girard E., Legay H., Sauleau R. ‘Analytical 
model and study of continuous parallel plate waveguide lens- like multiple- 
beam antennas’. IEEE Trans Antennas Propag. 2018, vol. 66(9), pp.  
4426–36.

 [22] ITU. Satellite antenna radiation patterns for non- geostationary orbit satellite 
antennas operating in the fixed- satellite service below 30 Ghz. recommenda-
tion ITU- R S1528; 2001.

 [23] Cocco G., de Cola T., Angelone M., Katona Z., Erl S. ‘Radio resource man-
agement optimization of flexible satellite payloads for DVB- S2 systems’. 
IEEE Transactions on Broadcasting. 2018, vol. 64(2), pp. 266–80.

 [24] ‘European electronic communications code’. Official Journal of the European 
Union. 2018, p. 12.

 [25] Choi J.P., Chan V.W.S. ‘Optimum power and beam allocation based on traffic 
demands and channel conditions over satellite downlinks’. IEEE Transactions 
on Wireless Communications. 2005, vol. 4(6), pp. 2983–93.



Flexibility/complexity trade- offs in payload design 141

 [26] Aravanis A.I., Shankar M. R. B., Arapoglou P.-D., Danoy G., Cottis P.G., 
Ottersten B. ‘Power allocation in multibeam satellite systems: A two- 
stage multi- objective optimization’. IEEE Transactions on Wireless 
Communications. 2015, vol. 14(6), pp. 3171–82.

 [27] Alberti X., Cebrian J.M., Del Bianco A., et al. ‘System capacity optimiza-
tion in time and frequency for multibeam multi- media satellite systems’. 
5th Advanced Satellite Multimedia Systems Conference and the 11th Signal 
Processing for Space Communications Workshop (ASMS/SPSC); Cagliari, 
Italy, 2010.

 [28] Camino J.T., Stephane M., Christian A, et al. ‘A greedy approach combined 
with graph coloring for non- uniform beam layouts under antenna constraints 
in multibeam satellite systems’. 7th Advanced Satellite Multimedia Systems 
Conference and the 13th Signal Processing for Space Communications 
Workshop; 2014.

 [29] Houssin L., Artigues C., Corbel E. ‘Frequency allocation problem in a SDMA 
satellite communication system’. Proceedings 39th International Conference 
on Computers and Industrial Engineering (CIE39); Troyes, France, 2009. pp. 
1611–16.

 [30] Kiatmanaroj K., Artigues C., Houssin L., et al. ‘Greedy algorithms for 
time- frequency allocation in a SDMA satellite communication system’. 
Proceedings 9th International Conference of Modeling, Optimization and 
Simulation; 2012.

 [31] Kiatmanaroj K., Artigues C., Houssin L, et al. ‘Frequency allocation in a 
SDMA satellite communication system with beam moving’. Proceedings 
IEEE International Conference on Communications (ICC); 2012.

 [32] Lei J., Castro M.A.V. ‘Joint power and carrier allocation for the multi- beam 
satellite downlink with individual SINR constraints’. IEEE International 
Conference on Communication (ICC); 2010.

 [33] Gurobi optimiser [online]. 2020. Available from https://www.gurobi.com/ 
products/gurobi-optimizer/

 [34] Alouf S., Altman E., Galtier J, et al. ‘Quasi- optimal bandwidth allocation 
for multi- spot MFTDMA satellites’. Proceedings of IEEE Infocom 2005 
Conference; 2005.

 [35] Camino J.T., Artigues C., Houssin L, et al. ‘Mixed- integer linear program-
ming for multibeam satellite systems design: application to the beam layout 
optimization’. Annual IEEE Systems Conference (SysCon); 2016.

 [36] Zhi- Quan L., Shuzhong Z. ‘Dynamic spectrum management: complexity and 
duality’. IEEE Journal of Selected Topics in Signal Processing. 2008, vol. 
2(1), pp. 57–73.

 [37] ETSI. Digital Video Broadcasting (DVB): Second Generation Framing 
Structure, Channel Coding and Modulation Systems for Broadcasting, 
Interactive Services, News Gathering and Other broadband Satellite 
Applications: Part 2: DVB- S2 Extensions (DVB- S2X). EN 302 307- 2. 2014.

 [38] Aloisio M., Angeletti P., Casini E., Colzi E., D’Addio S., Oliva- Balague 
R. ‘Accurate characterization of TWTA distortion in multicarrier operation 



142 Non- geostationary satellite communications systems

by means of a correlation- based method’. IEEE Transactions on Electron 
Devices. 2009, vol. 56(5), pp. 951–58.

 [39] D’Addio S., Valenta V. ‘Non- linearity assessment of SSPA- based active an-
tennas by means of a time- domain correlation method’ in 4th ESA Workshop 
on Advanced Flexible Telecom Payloads; 2019.

 [40] Kisseleff S., Shankar B., Spano D., Gayrard J.-D. ‘A new optimization 
tool for mega- constellation design and its application to trunking sys-
tems’. Presented at Advances in Communications Satellite Systems. 37th 
International Communications Satellite Systems Conference (ICSSC- 2019); 
2019, Okinawa, Japan.

 [41] ESA study next generation high data rate trunking systems [online]. Available 
from https://artes.esa.int/projects/next-generation-high-data-rate-trunking- 
systems

 [42] Al- Hraishawi H., Lagunas E., Chatzinotas S. ‘Traffic simulator for multi-
beam satellite communication systems’. 10th Advanced Satellite Multimedia 
Systems Conference and the 16th Signal Processing for Space Communications 
Workshop (ASMS/SPSC); Graz, Austria, 2020. Available from https:// ieeex-
plore.ieee.org/xpl/mostRecentIssue.jsp?punumber=9268689



1School of Information Science and Engineering, Southeast University, Nanjing, China
2Guangxi Key Laboratory of Ocean Engineering Equipment and Technology, Qinzhou, China
3Sixty- third Research Institute, National University of Defense Technology, Nanjing, China

Chapter 7

Novel multiple access for non- geostationary 
orbit communications

Xiaojuan Yan 1,2, Kang An 3, Zhiqiang Feng 2, and 
Qianfeng Zhang 2

The task of multiple access strategy is to link users as flexible as possible with 
limited spectrum and power resources as far as possible. The design and imple-
mentation of appropriate multiple access scheme are of great importance for sat-
ellite networks since their on- board resource is severely limited while the service 
requirements of terminal devices are ever- increasing, especially in rural areas. In 
this case, novel multiple access schemes, such as non- orthogonal multiple access 
(NOMA) and enhanced ALOHA, have been introduced in non- geostationary orbit 
(NGSO) communication to further improve resource utilization efficiency in recent 
years. This chapter focuses on these two novel access schemes which are relevant 
for future satellite systems.

Section 7.1 introduces and compares three commonly used orthogonal multiple 
access (OMA) schemes. Section 7.2 is devoted to the performance analysis of a 
NOMA- based NGSO satellite system, where the key points of the NOMA scheme 
are specifically addressed. Section 7.3 focuses on the performance improvement 
brought by the enhanced ALOHA. Finally, the last section summarizes the content 
of this chapter.

7.1  Orthogonal multiple access

The OMA scheme is a strategy with which multiple terminals can connect to the same 
medium and transmit their respective carrier signals, without severe degradation in 
the performance of the communications system. For example, the beamforming tech-
nique combined with the use of precoding at the gateway/satellite can divide a satel-
lite footprint into beams and also realize the space division multiple access (SDMA). 
Then, within a spot beam, many user signals access the same satellite transponder 
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in the user uplink, while in the user downlink, user signals are broadcasted to their 
corresponding receivers. With an OMA scheme, the transmission medium can be 
divided into specified “channels,” i.e., time, frequency, and code, such that the signals 
 si(t)  at time  t  and in channel  i  are orthogonal to signals in other channels, as

 

ˆ
si
�
t
�
sj
�
t
�
= 0 for i ¤ j

  
(7.1)

and thus, any signal out of the signal multiplexed can be extracted at the receiver.
This section briefly introduces the concept, advantages, and disadvantages of 

three OMA schemes commonly used in satellite communications as follows:
Frequency- division multiple access (FDMA): FDMA is a channel access 

technique in the data link layer. For FDMA, the available spectrum bandwidth is 
divided into sub- bands which are separated from each other by guard bands. Each 
sub- band can be accessed by modulating a radio carrier at the center frequency of 
the sub- band. At the receiver, the sub- bands are filtered out and the FDMA signals 
are reconstructed. In satellite networks, the FDMA receiver can be located either 
onboard the satellite (e.g., if a different multiplexing scheme is used in the feeder 
link) or at the ground station [1].

FDMA is a conventional multiplex scheme in satellite communications, whose 
advantages are:

 • Mature technology, easy implementation, and cost effective.
 • Not prone to the near- far problem due to the frequency filtering.
 • No user synchronization required, no restrictions on the baseband signal, modu-

lation methods, channel coding, carrier signal rate, and bandwidth.

whose disadvantages are:

 • Low frequency utilization efficiency due to the required guard band between 
channels.

 • Uplink power control is required to limit adjacent channel interference and the 
influence of non- linearities.

 • Exact frequency control is required to limit adjacent channel interference.
 • Power resources cannot be fully used if the transponder is not operated at satu-

ration area to reduce intermodulation noise during multi- carrier operation.

Time- division multiple access (TDMA): TDMA is a channel access method 
used to facilitate channel access without interference. For TDMA, the available time 
resource is divided into frames which are again divided into time slots. These slots 
are assigned to different earth stations or terminals to transmit their information on 
the same frequency. To take account of the phase uncertainty within the time slot, 
guard time is used to avoid the overlap of traffic bursts. If a user’s slot allocated 
arrives, its signal segment will be transmitted as a high rate burst fitting into the cor-
responding time slot [2]. To ensure that bursts arrived at the satellite do not overlay 
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but are in sequence, every user should be managed with the common time reference 
to send their bursts.

TDMA technology is a mature and well- understood method, which offers the 
following advantages:

 • No frequency guard band between channels, TDMA achieves higher through-
put efficiency than power- limited FDMA when increasing channels. No need 
for precise narrow bandwidth filters, as is needed in FDMA.

 • Facilitate the realization of comprehensive service, changing traffic demands, 
and interconnection with terrestrial digital communication equipment.

 • Good for digital communications and satellite on- board processing.
 • For pure TDMA, no intermodulation occurs, and thus, the transponder can 

be operated near maximum power output or saturation level. No back- off is 
needed. Uplink power control is not required.

which has the following drawbacks:

 • Because of the high burst rate, TDMA terminals must provide high peak trans-
mit power.

 • Subject to multipath distortion because of its sensitivity to timing.
 • Requires network- wide timing synchronization.
 • Because of the high transmission rate, adaptive equalizers may be required in 

the terminals and onboard the satellite or in the ground station.

Code- division multiple access (CDMA): For CDMA, each user is assigned a 
unique digital code sequence, which is used to encode the user’s digital data signal 
before modulation. Since the cross correlations between the code of the desired user 
and the codes of the other users are small, a certain receiver can decode the received 
signal and recover the original data, but other sender signals seem like noise with 
respect to the desired signal. The bandwidth of the code signal is chosen to be much 
larger than the bandwidth of the user’s original data signal, the encoding process 
enlarges (spreads) the spectrum of the signal and is therefore also known as spread- 
spectrum modulation. All users transmit simultaneously at the same time and on the 
same carrier frequency.

Since no feedback of the frame structure is required, CDMA offers the follow-
ing advantages:

 • With the CDMA scheme, soft handovers are possible for the forward and return 
links.

 • Signal spreading with user- specific codes improves privacy interference rejec-
tion capability.

 • With a Rake receiver, CDMA signals transmitted simultaneously from more 
than one satellite can be easily detected and combined, and thus, optimum satel-
lite diversity can be achieved with maximum ratio combining.
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 • Transmit signal seems buried in noise and has low power spectral density, then 
the low probability of intercept/detection can be obtained in certain frequency 
bands.

 • Different from the TDMA, whose number of users is hard- limited, CDMA is 
soft- limited in users’ number and graceful degradation in signal- to- noise ratio 
when the number of simultaneously transmitted user signals is exceeded.

 • High frequency efficiency since user signals are distinguished by nearly orthog-
onal digital codes and the same frequency band can be used in all spot beams 
and satellites.

CDMA has the following drawbacks:

 • Fast and exact power control is required to achieve equal power levels of the 
user signals received by satellite or ground station. Otherwise, strong user sig-
nals would suppress weaker signals (near- far problem).

 • The transponder backoff is necessary because of the non- constant signal 
amplitude.

 • High complexity of the CDMA receiver onboard the satellite brings by high 
chip rates, complex signal processing, and multiple Rake signal demodulators.

Figure 7.1 gives the principle of FDMA, TDMA, and CDMA. In addition to 
these three access schemes, the beamforming technique combined with the use of 
precoding at the gateway/satellite can divide a satellite footprint into beams and also 
realize the SDMA. Table 7.1 gives a comprehensive comparison of FDMA, TDMA, 
CDMA and SDMA from various perspectives.

Despite that the application of FDMA/TDMA/CDMA schemes can effectively 
avoid intra- beam interference and simplify signal detection, the fact that a single 
orthogonal resource block only can serve one user restricts further improvement 
of the spectrum efficiency and capacity for satellite networks. Suffering from low 
spectrum utilization efficiency and a limited number of users, OMA schemes cannot 
provide an enhanced performance at high resource efficiency to meet the explo-
sive growth of traffic demand for future satellite networks. Therefore, new multiple 
access schemes, which can harmoniously integrate with OMA techniques in existing 
satellite architectures, should be taken into account.

7.2  NOMA-based NGSO satellite system

7.2.1  NOMA scheme
Recently, a novel multiple access scheme, referred to as non- orthogonal multiple 
access, which is abbreviated as NOMA has been proposed as a promising multiple 
access principle. The idea of NOMA is to serve multiple users in the same band/
slot/code and abandon any attempt to provide orthogonal access to different users 
as in conventional OMA. Orthogonality naturally drops when the number of active 
users is higher than the number of degrees of freedom and “collisions” appear. One 
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possible way of controlling collisions in NOMA is to share the same signal dimen-
sion among users and exploit power (power domain NOMA) versus code (code 
domain NOMA) domains, whose principles are illustrated in Figure 7.2.

As shown in Figure 7.2(a), the key idea of power domain NOMA is to super-
pose multiple signals in the power domain, and thus, the available resources, i.e., 
time and frequency can be shared among multiple users. At the receiver, advanced 
multiuser detection technique, such as the successive interference cancellation (SIC) 
which differentiates the users according to the assigned power levels, is used for 
multiuser detection. And thus, the NOMA scheme can provide an improved spectral 
efficiency at the cost of reasonable increased complexity [3].

Figure 7.1  Principle of FDMA, TDMA, and CDMA
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Table 7.1  Multiple access schemes used in current satellite networks

Technique FDMA TDMA CDMA SDMA

Concept Divide the 
frequency band 
into disjoint 
sub- bands

Divide the time 
into non- 
overlapping 
time slots

Spread the signal 
with orthogonal 
codes

Divide the space 
into sectors

Active terminals All terminals 
active on 
their specified 
frequency

Terminals are 
active in their 
specified slot on 
same frequency

All terminals 
active on same 
frequency

Number of 
terminals as per 
beam depends on 
FDMA/TDMA/
CDMA

Signal separation Filtering in 
frequency

Synchronization in 
time

Code separation Spatial separation 
using smart 
antennas

Handoff Hard handoff Hard handoff Soft handoff Hard and soft 
handoff

Advantages Robust against 
varying channel 
conditions

Permits flexible 
rates

Optimal use of 
the available 
bandwidth

Increases system 
capacity and 
transmission 
quality

Disadvantages Inflexible because 
available 
frequencies 
are fixed and 
guard bands are 
required

Requires guard 
space and 
synchronization 
problem

Complex receivers 
and requires 
power control 
to avoid near- 
far problem

Inflexible since 
network 
monitoring is 
required to avoid 
intracell handoffs

Current 
applications

Inmarsat, MSAT, 
MSS, and 
Mobilesat

Iridium, ICO, and 
FLTSATCOM

Globalstar, 
Odyssey, and 
Ellipso

All satellite systems

Figure 7.2   Resource allocation in (a) power domain NOMA and (b) code 
domain NOMA
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As shown in Figure 7.2(b), by overlapping parts of codes, code domain NOMA 
can provide service to users whose number is more than the number of available 
resources. Although non- orthogonal codes increase the probability of errors in 
detecting the active users at the receiver, advanced multiuser detection techniques, 
such as SIC, message passing algorithm, and minimum mean square error can be 
used to effectively recover the transmitted data [4]. The prominent code domain 
NOMA schemes, such as sparse code multiple access [5], pattern division multiple 
access [6], and multi- user shared access [7], all enable system overloading and flex-
ible resource allocation by relaxing orthogonality requirements.

Since in recent literature, many of the NOMA schemes in satellite networks 
imply a power domain case, this chapter focuses on the application of the power 
domain NOMA scheme in satellite networks and calls power domain NOMA shortly 
as NOMA for simplicity.

7.2.2  The key points of the NOMA scheme
In this chapter, the NOMA scheme and its variations are introduced in various 
satellite networks, including integrated/hybrid and heterogeneous architectures. 
Particularly, in all cases, only two users are paired to form a NOMA group because 
of twofold: (1) interference and additional complexity introduced at the receiver 
will be aggrandized greatly as the number of users admitted in one NOMA group 
is greater than two. (2) According to the result in Reference 8, the number of users 
admitted in one NOMA group is limited by users’ different demands, and the sum 
and ergodic rate were maximized when only two users are in a NOMA group. For 
convenience, a user with a good link condition is denoted as User  p  and the other 
one is denoted as User  q  in all cases.

As shown in Figure 7.3, prior to the superposing coding operation, the transmit-
ter will select users to be served via a scheduling strategy, such as a random selec-
tion strategy. Then, in a downlink scenario, a linear superposition of multiple users’ 

Figure 7.3   System model of NOMA- based conventional satellite networks: 
(a) spot beam and (b) multiple beams
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signals is broadcasted by allocating different power to each user. Indeed, the power 
is allocated based on users’ feedback channel information and it is applied at each 
frame. On the receiver side, different detection strategies are executed by different 
users. As shown in Figure 7.4, User  q , which may be closer to the edge of the beam 
and/or has lower antenna gain, is allocated with more transmission power to ensure 
that the intra- interference caused by User  p  is relatively low and can decode itself 
information directly. While User  p , although experiences a relatively better channel 
condition, must adopt the SIC strategy to firstly decode and remove User  q ’s signal, 
and then, decode its information since less power resource is allocated to it and its 
information is buried underneath.

In an uplink scenario, Users  p  and  q  simultaneously transmit to the satellite 
over the same time/radio block, with their maximum or controlled transmission 
power. Thus, with the NOMA scheme, a superposed signal is received at the satel-
lite and the SIC strategy must be adopted to detect each user’s signal. Opposite to 
the downlink environment, the signal of User  p  is decoded firstly and directly at the 
satellite, because its signal is stronger than that of User  q . While the signal of User  q  
must be decoded by applying the SIC strategy, which means that contribution from 
the signal of the User  p  has been already decoded and removed, the signal of User 
 q  still can be observed even if its channel condition is far worse than that of User  p .

7.2.3  NOMA scheme in satellite networks
7.2.3.1  Conventional NOMA scheme in satellite networks
For the scenario depicted in Figure 7.3(a), it can be either one or two beams isolated 
from several spot beams, adopting 4/7- frequency reuse such that cooperation among 
beams is non- essential or adopting a full- frequency reuse strategy with one user in each 
spot beam. Since the first scenario is similar to a terrestrial cell, the strategies on user 
pairing and power allocation in satellite networks can refer to those made in terrestrial 
networks, such as the larger difference in channel gains, the larger superiority of the 
NOMA scheme achieved. However, it is worth noting that the link characteristics of 
satellite networks are different from those in terrestrial networks, i.e., non- negligible 
delay, as well as path loss, resulting from long distance and mobility from aeronautical 
or vehicular users all can cause significant errors on channel estimation, which will sig-
nificantly degrade the estimation on users’ channel state information (CSI) accuracy and 
further influence the user pairing processing.

Figure 7.4  The principle of the NOMA in a downlink scenario
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Thus, from the transmission to reception, the link budget of User I   can be mod-
eled as

 QI = LIGs
�
'I
�
GI

ˇ̌
gI
ˇ̌2

  (7.2)

 • where  LI  : free space loss of User I   is  LI =
�

c
4� fIhI

�2
  with  c ,  fI  , and  hI   being 

the light speed, the frequency, and the distance from User I   to satellite, respec-
tively. Due to the fact that NOMA users are served within the same frequency 
and spot beam coverage area, we assume  hp=hq=h  and  Lp=Lq=L  for simplicity.

 •  Gs
�
'I
�
 : let  'I  ,  'I = arctan(dI/h)  with  dI   denoting the distance from the beam 

center to User I  , stand for the angle between User I   and the beam center with 
respect to the satellite. Then, the beam gain of User I   is [9]
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�
= Gmax

�
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�
uI
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+ 36 J3

�
uI
�

u3I

�2
  

(7.3)

where  Gmax  is the maximum antenna gain,  Jn(�)  is the Bessel function of first kind 
and  n - th order [10], and  uI = 2.07123sin'I/sin'I3dB  with  'I3dB  being the one- sided 
half- power beamwidth, which can be written as  'I3dB = arctan(R/h). 

 •  GI  : the antenna gain at User I  . For simplicity,  Gp = Gq  is considered here.
 •  
ˇ̌
gI
ˇ̌2

 : the channel power gain of satellite link is assumed to follow a Shadowed- 
Rician fading model, which is mathematically tractable and has been widely 
applied in various fixed and mobile satellite services for a variety of frequency 
bands, such as the UHF- band, L- band, S- band, and Ka- band [11–13]. In this 
case, the probability density function of  

ˇ̌
gI
ˇ̌2

  is given by [14]

 fˇ̌gI
ˇ̌2
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�
mI; 1; ıIx
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  (7.4)

where  Į =
�
2bImI

�mI
2bI
�
2bImI+�I

�mI  ,  ıI =
�I

2bI
�
2bImI+�I

�
 , and  Ǐ = 1

2bI   with  2bI   and  �I   being the aver-
age power of the multipath and the LoS components, respectively,  mI   

�
mI > 0

�
  denot-

ing the Nakagami- m  fading parameter, and  1F1
�
a; b; c

�
  representing the confluent 

hypergeometric function [10, Eq. (9.100)].
Since the satellite channel, which is assumed in (7.4) to be block fading, requires 

regular estimation over a certain period of time [15]. Here, we assume that L  unit 
energy training symbols, i.e.,  E[

ˇ̌
xl
ˇ̌2] = 1 , are transmitted from User I   to the satel-

lite in L  time slots, the signal received at the satellite is

 �l = gIxl + nl, l = 1, 2, ...,L  (7.5)

where nl is the noise at the satellite with zero mean and ı2  variance. By using the 
maximum likelihood or least squares estimator [16], the estimate of  gI   in (7.5) can 
be given in [17]

 OgI = 1
L

LP
l=1
�lx�

l = gI + 1
L

LP
l=1

nlx�
l = gI + eI   (7.6)
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where  OgI   and  eI   are the estimated channel coefficient and estimated channel error 
with  eI Ï C N (0, ı2/L) , respectively.

For the OMA scheme, such as a TDMA scheme commonly applied in satellite 
networks, a unit energy signal,  xI  , is transmitted from the satellite to User I   with a 
transmission power,  Ps , in different time slots. The received signal at the User I   is 
 yI =
p
Ps‚I OgIxI + nI   with  ‚I = LIGIGs('I)  and  nI   being the noise at the User I   with 

zero mean and ı2  variance. Thus, the signal- to- interference- plus- noise ratio (SINR) 
of User I   is

 
�T
I =

Ps‚I

ˇ̌
OgI

ˇ̌2
ı2   

(7.7)

With the NOMA scheme, the satellite can broadcast a superposed signal 

 x(x =
p
˛Psxp +

q�
1 � ˛

�
Psxq)  to satellite users, the received signal at User 

 I(I = p, q)  is

 yI =
p
‚I OgIxI + nI   (7.8)

where  ̨ (0 � ˛ � 1)  denotes a fraction of the transmit power  Ps  allocated to User  p .  
According to the principle of the NOMA scheme, the user with the worse channel 
quality decodes its information directly. Thus, the instantaneous end- to- end SINR 
of User  q  can be expressed as
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(7.9)

where  ‚q = LqGqGs('q) . Based on the criterion of SIC, user with good channel 
gain, User  p , first decodes the information from User  q . In this paper, the decoding 
SINR is
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(7.10)

where  ‚p = LpGpGs('p) . By comparing (7.9) with (7.10), we can find that  �
N
p!q  is 

larger than  �
N
q   because of the assumption  ‚p > ‚q , implying that the information of 

User q could be correctly decoded at User p. After subtracting the decoded informa-
tion, User  p  decodes its information and the SINR of User  p  can be written as

 
�N
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˛Ps‚p

ˇ̌
Ogp
ˇ̌2

ı2
= ˛�T
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(7.11)

The achieved rates of Users  p  and  q  with the NOMA scheme are

 RN
p = log(1 + ˛�T

p )  (7.12)

and

 RN
q = log(1 +

�
1 � ˛

�
�T
q /(˛�T

q + 1))  (7.13)
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While that with the TDMA scheme are

 RT
p = 0.5 log(1 + �T

p )  (7.14)

and

 RT
q = 0.5 log(1 + �T

q )  (7.15)
If assuming the capacity achieved by User  p  with the NOMA scheme is better than 
that with the TDMA scheme, we have

 log(1 + ˛�T
p ) � 0.5 log(1 + �T

p )) ˛ � 1/
�p

1 + �T
p + 1

�
  (7.16)

Similarly, assuming the capacity achieved by User  q  with the NOMA scheme is bet-
ter than that with the TDMA scheme, we get

 log(1 +
�
1 � ˛

�
�T
q /(˛�T

q + 1)) � 0.5 log(1 + �T
q )) ˛ � 1/(

p
1 + �T

q + 1)  
 (7.17)
From (7.9) and (7.11), we find that an increasing ˛  improves the capacity of User 
 p , but simultaneously degrades the capacity of User  q . From (7.16) and (7.17), 
we note that when 

 
1/(
q
1 + �Tq + 1) � ˛ � 1/(

q
1 + �Tq + 1) 

, the performance 
of Users  p  and  q  with the NOMA scheme outperform those with the TDMA 
scheme. Thus, we can draw a conclusion that when the value of ˛  falls in the area 

 
[1/(

q
1 + �T

q + 1), 1/(
q

1 + �T
q + 1)]

 
, the larger power allocated to the better channel 

link user (User  p ), i.e., ˛  gets larger, the better the performance of User  p  is. At the 
same time, the performance of User  q  with the NOMA scheme is still better than that 
with the TDMA scheme due to the constraint of (7.17).

Figure 7.5 from Reference 18 presents the achievable system capacity for 
TDMA and NOMA schemes in the presence of imperfect CSI with Users  p  and 
 q  experiencing average shadowing and frequent heavy shadowing, respectively. 
Figure 7.6 from Reference 19 presents the achievable ergodic capacity between 

Figure 7.5   System capacity for two access schemes versus  Ps  and ˛ , with the 
variance of estimated channel error being 0.5
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the NOMA and the TDMA schemes for different fading severities of satellite links 
with perfect CSI, where 

 
˛ = 1/(

q
1 + �Tq + 1)]

 
 and label (light shadowing (LS)/HS) 

denotes the link shadowing severity of User- p /User- q . As observed in these two 
figures, the performance achieved with the NOMA scheme is superior to that of the 
TDMA scheme.

As for the uplink NOMA scheme, users simultaneously transmit to the satel-
lite over the same time/radio block, with their maximum or controlled transmission 
power. Thus, with the NOMA scheme, a superposed signal

 
y =

P
I=p,q

p
‚IPI OgIxI + w

  (7.18)

is received at the satellite and the SIC strategy is adopted to detect each signal. 
Especially, the signal of User  p , which has a better channel link quality to the sat-
ellite, is decoded firstly and directly. While the signal of User  q  must be decoded 
by applying the SIC strategy, with perfect SIC assumed, the signal of User  q  is 
detected after subtracting the signal of User  p  from the received information. Thus, 
the achievable SINRs of Users  p  and  q  can be respectively derived as
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and
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ı2
= �T

q   
(7.20)

Thus, with the NOMA scheme, the achievable sum rate is

 RN = log(1 + �N
p ) + log(1 + �N

q ) = log(1 + �T
p + �T

q )  (7.21)

which is larger than that achieved in the same time slot with the TDMA scheme, 
given as

Figure 7.6   The ergodic capacity versus the average SNR  N�  for different multiple 
access schemes
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 RT = 0.5 log(1 + �T
p ) + 0.5 log(1 + �T

q ) = 0.5 log(1 + �T
p + �T

q + �T
p �

T
q )  (7.22)

As for the full- frequency reuse scenario, if without beam cooperation, it is similar to 
the two- user interference channel. Thus, information intended to Users  p  or  q  can 
be divided into two parts, namely the common part, which can be decoded by these 
two users, and the private part, which only can be decoded by the intended user. To 
reduce the interbeam interference, Users  p  and  q  can jointly decode, regenerate, and 
cancel the common signals from their received signal and recover their correspond-
ing private information. While with beam cooperation, the most suitable encode/
decode strategy can be independently adopted within each pairing beams to improve 
the achievable rate regions.

For the scenario depicted in Figure 7.3(b), a multibeam satellite [20] is another 
scenario where the application of the NOMA scheme has been shown to be very 
beneficial [21, 22]. By serving users simultaneously in each spot beam with the 
same resource block, i.e., time/frequency resource and allocating different fre-
quency resources to different beams in a cluster, the satellite system is overloaded 
at a relatively low complexity since only two users in each spot beam are admitted 
to form a NOMA group. To serve this type of communication, existing works have 
shown that the introduction of the NOMA scheme can further provide an enhanced 
performance gain over the OMA scheme. However, two key challenges for this case 
are how to effectively group users and design the power allocation factor for each 
beam, especially with the increase in beam numbers.

7.2.3.2  Conventional NOMA scheme in cognitive satellite terrestrial 
networks

With the rapid growth in satellite traffic, the licensed spectral resources appear to 
be insufficient and the problem of spectrum scarcity is becoming more and more 
obvious, which motivates the use of cognitive radio (CR) technology and the emerg-
ing cognitive satellite- terrestrial networks (CSTN) [23, 24]. Interestingly, we note 
that the motivation for applying the NOMA scheme is exactly the same as CR, i.e., 
increase the spectrum efficiency, but the solution provided by the NOMA scheme is 
to explore the power domain for multiple access. It is obvious that a further perfor-
mance improvement can be observed if we integrate the NOMA scheme with CSTN. 
On the one hand, the use of the CR strategy can ensure spectrum sharing between 
a satellite network, termed as primary/cognitive network, and a terrestrial network 
which acts as a cognitive/primary network, and thus, the spectrum utilization effi-
ciency of the overall system will be increased. On the other hand, the introduction 
of the NOMA scheme in CSTN ensures multiple users, access and further improves 
spectrum utilization without extra resource consumption.

However, in the CSTN, transmit power of the cognitive network must be 
constrained so that the communication of the primary user will not deteriorate. 
Moreover, interference from the shared network cannot be neglected, which means 
that channels of NOMA users suffer interference not only from the intra- group but 
also from co- channel interference. For example, although the achievable rates of 
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Users  p  and  q  still can be written as that given in (7.12) and (7.13), the effect of 
co- channel interference and limited transmit power must be taken into consideration 
in  �

T
p   and  �

T
q  . Thus, to serve this type of network, power allocation among NOMA 

users should be carefully designed to ensure user fairness. As shown in Reference 
25, incorporating the NOMA scheme with the CSTN can provide an enhanced spec-
trum utilization efficiency compared to OMA, if power allocation coefficients are 
reasonably designed.

7.2.3.3  Conventional NOMA scheme in integrated satellite- 
terrestrial networks

Similarly to the CSTN, integrated satellite- terrestrial networks (ISTN) are also moti-
vated by the fact that the utilization efficiency of spectrum resources is not sufficient 
[26]. But different from the CSTN, within which satellite and terrestrial networks 
may be managed by themselves the controller, satellite, and terrestrial networks in 
the ISTN are managed by a core network and use the same frequency band.

However, frequency reuse between satellite and terrestrial networks cannot 
always meet the rapid growing traffic requirement and user fairness. And thus, 
implementing the NOMA scheme in the ISTN is useful to support a further enhanced 
spectrum efficiency [27, 28]. Particularly, in the ISTN, the satellite network is com-
plementary to terrestrial networks to extend coverage and improve reliability, which 
means that applying the NOMA scheme in cellular networks is more beneficial than 
that in satellite networks. By setting the rate achieved with the TDMA schemes as 
the QoS target for the far user, the Reference 27 has shown that a Max- Min user 
pairing scheme can achieve higher performance over a random algorithm. However, 
two key challenges, such as the co- channel interference caused by frequency reuse 
and signals from satellite and terrestrial transmitters in these heterogenous networks, 
need to be carefully addressed for the interference management purpose to achieve 
a good performance.

7.2.4  The application of cooperative NOMA scheme
In satellite communications, direct links between the satellite and terminals are 
sometimes deteriorated and even unavailable when terminals are deployed in mask-
ing effect areas or in spot beam edge. Under this condition, integrating the NOMA 
scheme with the relay technique can improve system performance in terms of reli-
ability and capacity. As shown in Figure 7.7, four types of cooperative NOMA- 
based satellite networks are considered in this subsection and described as follows.

7.2.4.1  Cooperation among users
Under the circumstance of Figure 7.7(a), User  p  can act as a DF relay node and for-
ward information to User  q , since with the SIC strategy, the information of the user 
with bad channel quality is available to the user with good link condition [29]. In this 
case, during the first time phase, the satellite node broadcasts a superposing signal to 
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User  p , User  p  decodes the superposed signal and then forwards the corresponding 
information to User  q  in the second phase, the received SINR at User  q  is

 �q=PpQpq

ˇ̌
hpq
ˇ̌2 ı

ı2q  (7.23)

where  Qpq = GpGq

.
dupq ,  Pp  is the transmit power at User  p ,  dpq ,  hpq , and  ı

2
q  are the 

distance, the channel coefficient, and the variance of AWGN of User  p! User  q , 
and  u  is the path loss exponent. Thus, by exploiting the prior information available 
in the NOMA scheme, the deployment of the relay node is unnecessary, which is 
very economic and beneficially for areas with low- density populations and/or areas 
without grid power supply.

Moreover, even when the link of satellite! User  q  is available, the system per-
formance achieved with this type of cooperation NOMA scheme is still superior 
to that with the TDMA scheme [30]. This is because although two time slots are 
needed in both NOMA and TDMA schemes, the reliability of User  q  can be further 
enhanced by cooperating among NOMA users.

7.2.4.2  Cooperation with a dedicated relay
If the direct links of Users  p  and  q  are all unavailable, as shown in Figure 7.7(b), a 
relay node with AF or DF protocol must be adopted to forward signals to users simul-
taneously. Since only two time slots are needed for multiple users to access this type 

Figure 7.7   System model of cooperative NOMA- based satellite networks: 
(a) cooperation among users, (b) cooperation with a dedicated relay, 
(c) cooperation with multi- satellite relays, and (d) cooperation with 
a single satellite relay
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of cooperative NOMA scheme, while four time slots are needed for these two users 
with the TDMA scheme. In this regard, the waiting time for service and reliability of 
users can be reduced and improved, respectively [31]. Here, it is worth noting that 
if an AF relay protocol is adopted, the superposed information received at the relay 
node is firstly amplified with a fixed or a variable gain factor  G =

q
1
ı�
Ps‚sr + ı2r

�
 ,  

with  ‚sr  and  ı2r   being the channel gain and the AWGN variance of the  
satellite! relay link, and then forwarded to NOMA users. In this case, the received 
signal at Users I   ( I = p, q ) is

 yI = G
p
‚sr(
p
˛Psxp +

q�
1 � ˛

�
Psxq)
p
PrhrI + nI    (7.24)

where  n
2
I = Pr

ı
ı2d ,  Pr  is the transmit power at the relay node and  hrI   is the chan-

nel coefficient of the link from the relay node to User I  . With the SIC strategy, the 
achievable SINRs of Users  p  and  q  can be respectively given by
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While with the TDMA, the achievable SINRs of User I   is
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where  �Tsr = �sr�sr  and  �
T
rI = �rI�rI  are the SINRs of links from the satellite! relay 

node and relay node! User I  , respectively.
Thus, the achievable rate with the NOMA scheme of Users  p  and  q  is
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and
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The outage probability of two schemes with imperfect CSI is illustrated in 
Figure 7.8, in which we assume a LEO operates at the 1.6 GHz, the satellite! relay 
link experiences the frequent heavy shadowing,  N�sr = N�rd ,  �thp = �3  dB, and  �thq = 3  
dB,  hrI   follows a Nakagami- m  fading with parameters  mrp = 1  and  mrq = 0.5 . As 
observed, the performance achieved with the NOMA scheme is superior to that with 
the TDMA scheme by employing a suitable power allocation factor.
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While if the DF protocol is adopted, first, the relay node must decode the infor-
mation intended to Users  p  and  q  with the SIC strategy, and then split the transmis-
sion power at the relay node to superpose those two signals and transmit to users.

7.2.4.3  Cooperation with multi-satellite relays
For the scenario considered in Figure 7.7(c), the direct link between the source satel-
lite and the ground user is unavailable, satellites which have lower earth orbits act 
as relays to forward information [32]. During the first phase, signals for two time 
slots are superposed and transmitted from the source node, relays decode their corre-
sponding signals by using the SIC strategy. During the second phase, relays forward 
different slot signals to the ground user, and SIC is adopted to combine its received 
signals. It is worth noting that the environment from the source node to relays is 
similar to that in the first case of Figure 7.3(a), in which power split is processed at 
the transmitter side. While the environment from relays to the ground user is similar 
to that of the NOMA uplink scenario, where multiple signals from the differed trans-
mitter are received and SIC is applied at the receiver side.

7.2.4.4  Cooperation with a single satellite relay
If there is a poor direct link quality, as shown in Figure 7.7(d), a single satellite relay 
node can be applied to provide an enhanced source utilization efficiency. In this 
scenario, similar to the second case of Figure 7.7(a), the signal can be divided into 
two parts, i.e., source and relay parts. The relay part is transmitted with the help of 
the relay node, while the source part is transmitted directly from the source satellite. 

Figure 7.8  Outage probability versus  N�  for different power allocation factor ˛ 
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At the ground user, signals from two different paths are combined and decoded by 
using the SIC scheme.

7.3  Enhanced ALOHA in satellite networks

For bursty traffic, random access (RA) is efficient for massive terminals to request 
resources frequently, especially for interactive satellite networks [33]. Both pure and 
slotted ALOHA schemes are the classical RA protocols which are suitable for satel-
lite environment since they are all independent on the propagation delay.

Especially, pure ALOHA allows users to transmit packets whenever they are 
ready, while slotted ALOHA only permits a user to transmit its packet within the 
next upcoming time slot after the transmission has been initiated by the user. That 
means, although pure and slotted ALOHAs are RA schemes in the time domain, no 
time slots are defined in the pure ALOHA, while in the slotted ALOHA, time axis 
is divided into time slots with duration  Ts  corresponding to a packet duration plus a 
guard time accounting for synchronization errors [34]. In these two schemes, trans-
mitters use the same carrier frequency and an acknowledgment will be returned by 
the receiver (i.e., the satellite or the ground station) to the transmitter, if a packet is 
successfully transmitted.

Although the required synchronization make slotted ALOHA have the ability 
to provide an enhanced throughput (almost twice) than that provided with the pure 
ALOHA scheme, the network throughput it can provide is still poor due to data 
collisions in the case of more than one terminal is transmitted in a time slot. In this 
case, no acknowledgment is returned and terminals must retransmit their packets 
after having waited for an additional random delay. Therefore, both pure and slotted 
ALOHA schemes are not practical to operate in the high load region in satellite com-
munications due to the large latencies caused by large number of retransmissions 
and poor throughput.

In this section, we mainly review three recently proposed enhanced slotted 
ALOHA schemes, i.e., contention resolution diversity slotted ALOHA (CRDSA) 
[35], irregular repetition slotted ALOHA (IRSA) [36], and code slotted ALOHA 
(CSA) [37], suitable for satellite networks.

7.3.1  Contention resolution diversity slotted ALOHA
To solve packet collisions, CRDSA, which transmits multiple packet replicas (typi-
cally one packet repetition) in random slots of the same frame and uses the SIC 
strategy at the receiver side, is proposed to improve the probability of successful 
decoding [35].

As shown in Figure 7.9, an RA frame of the CRDSA consists of  N   ( N = 5  in 
Figure 7.9) time slots. We assume the duration of each time slot equals the packet 
transmission time, and M   (M = 4 ) users, which are synchronized to a common clock 
that determines the start of each slot, share the medium. The transmitter sends  l  
( l = 2  set here) replicas of the same medium access (MAC) packet physically per 
RA frame. Although replicas are randomly put in these  l  slots, the payload can still 
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remove the interference contribution of a correctly decoded packet from all the  N   
slots selected for transmission, due to the same preamble and the localizing informa-
tion within the frame.

After the receiver stores an incoming MAC frame, the SIC iterative procedure 
starts from the clear bursts, i.e., the first packet of User 3 in Slot 2 in Figure 7.9. 
Once it is successfully decoded, its twin replica, namely the second packet of User 
3 in Slot 4, can be removed from the frame. In this way, the second packet of User 
1 in Slot 4 can be correctly decoded and its twin in Slot 1 is also removed from the 
frame. Similarly, the second packet of User 4 in Slot 5 can be correctly decoded, 
since it has not been subject to collisions and therefore its twin packet in Slot 3 can 
be also removed from the frame, releasing a replica of the packet of User 2 from the 
collision.

By adopting the SIC technique, the CRDSA can greatly extend the maximum 
load and further improve the achievable throughput and packet loss ratio. According 
to the conclusion made from Reference 35 that compared to the slotted ALOHA, the 
CRDSA improves 25 times with 2 replicas and 58 times with 3 replicas in through-
put. However, unrecoverable collision still may arise from users’ replicas transmit-
ted in the same slots and/or load is too high.

7.3.2  Irregular repetition slotted ALOHA
Different from the CRDSA, which fixes the repetition rate, IRSA allows a user to trans-
mit a random and non- constant replica in the frame. The specific and optimized packet 
repetition scheme probabilities can be derived by exploiting the bipartite graphs tech-
niques as shown in Reference 36, which derives the mass probability distribution pl for 
the probability that each burst is transmitted  l  times ( l  varies from burst to burst accord-
ing to a given probability distribution) in each MAC frame with  1 � l � lmax , where 
 lmax  is the maximum burst repetition number.

Especially, in Reference 36, the frame status is described as  G = (B, S,E)  with 
set B  consisting of the burst nodes, set  S   consisting of the slot nodes, and set E  
consisting of the edges used to connect burst nodes to slot nodes when bursts are 
transmitted in the corresponding slots. As shown in Figure 7.10 from Reference 
36, edge is labeled as 1  if the corresponding burst replica has been revealed, oth-
erwise, it is labeled as  0 . The iterative interference cancellation (IC) process starts 
from slot within which the packet is clean, i.e., the second slot, as illustrated in 

Figure 7.9  CRDSA frame structure and interference cancellation procedure
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Figure 7.10(b). When a burst is recovered, the contribution of the correspond-
ing burst and its replica can be revealed, and the iteration is carried out until all 
edges in the graph are revealed (as shown in Figure 7.10(b)–Figure 7.10(f)) or 
some remaining edges cannot be revealed. According to the conclusion made 
from Reference 38 that IRSA and CRDSA TCP almost achieved the same per-
formance when they are adopted in satellite scenario. But IRSA is more complex 
than CRDSA because of the randomized and variable packet replicas’ number [39]. 
Based on the work in Reference 40, which demonstrated that RA can benefit from 
NOMA scheme, the power domain was induced in IRSA strategy in Reference 41,  
thus, within a slot bursts may transmit with different transmission powers. This chap-
ter formulated the density evolution analysis and optimized the degree distribution 
for different number of power levels. Simulation results reported from Reference 
41 show that compared with IRSA scheme, the proposed IRSA- NOMA scheme has 

Figure 7.10  Graph representation of the IC iterative process
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advantages in terms of a higher throughput with a given PLR, due to the power dif-
ference with the IRSA- NOMA scheme is larger than that with the common IRSA 
scheme.

7.3.3  Code slotted ALOHA
As opposed to the IRSA and CRDSA schemes only exploiting packet repeated and 
SIC in the framework of RA, with the CSA scheme, user packets can be encoded 
prior to transmission in the MAC frame. As shown in Reference 37, the burst of 
an active user in CSA is divided into  k   data segments prior to the transmission, all 
segments are the same length in bits. Then, these segments are encoded by the user 
via a packet- oriented linear block code generating nh encoded segments. For each 
transmission, the  (nh, k)  code is randomly selected from a finite code- book family 
 C  . These segments are then further encoded via a physical layer code before trans-
mission over the multiple access channel. In CSA the physical layer protection is 
applied at the individual (packet) slice level instead of at the packet level [39].

On the receiver side, segments that are received in clean slices (i.e., segments 
not experiencing collisions) are first decoded at the physical layer. Once the clean 
signal is detected, its corresponding packet can be recovered and the information 
about the user is extracted, such as the code  Ch  adopted by the user and the positions 
of the other segments in the MAC frame are extracted. For each active user, the 
receiver becomes aware of, the maximum- a- posteriori erasure decoding of the code 
 Ch  is performed in order to recover as many encoded segments as possible for the 
user. This procedure is iterated until the maximum number of iterations is reached.

Simulated throughput results for CSA reported in Reference 37 show small 
superior to IRSA for rates lower than  1/3 , while remarkably superior to IRSA for 
rates comprised between  1/3  and  1/2 , even simple binary two- dimensional compo-
nent codes are used. For rates larger than  1/2 , the CSA protocol must rely on com-
ponent codes with large enough dimensions and high enough coding rate. From the 
implementation point of view, CSA is a more complex RA scheme due to its associ-
ated signaling mechanism [39].

7.4  Summary

Multiple access is crucial for research and development for NGSO and future satel-
lite communications. The multiple access in satellite needs to face up to a variety of 
challenges and requirements, such as high resource utilization efficiency and further 
increased access rate. This chapter begins with the three OMA schemes commonly 
used in satellite networks. Since the NOMA scheme can harmoniously integrate 
with OMA techniques in existing satellite architectures, the performance of several 
NOMA- based satellite models is analyzed. The formation and verification of this 
performance also verify the superiority of these access strategies used in satellite 
networks. Finally, this chapter reviews three enhanced ALOHA schemes (CRDSA, 
IRSA, and CSA) used in satellite networks and their principles, to show the efforts 
of scholars and researchers have done in novel multiple access for satellite networks.
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Chapter 8

Radio resource management for  
non-geostationary orbit

Xiaokai Zhang 1, Kang An 2, and Min Jia 3

In this chapter, we introduce a potential game- based approach to implement collabora-
tive user scheduling and power allocation in the uplink multi- beam non- geostationary 
satellite orbit (NGSO) system. First of all, a framework of the multi- beam uplink 
NGSO system is proposed, where full frequency reuse and co- channel interference 
among different spot beams are considered. To provide broadband NGSO service 
effectively, we formulate an initial optimization problem of maximizing uplink sum 
transmission capacity and then transform it into an interference mitigation problem to 
address the mathematical intractability. Specifically, a game- theoretic model is imple-
mented to solve the transformed optimization problem, which is proved to be a poten-
tial game and existence of Nash equilibriums (NEs). Moreover, an iterative algorithm 
with low computational complexity, motivated by the finite improvement property, 
is designed to implement collaborative user scheduling and power allocation to the 
NE point. Finally, the simulation results prove the convergence and effectiveness of 
the proposed potential game- based approach.

8.1  Introduction

In recent years, the Internet over satellite has become a worldwide network based 
on standard communication protocols, helping to realize communication anything, 
anyone, anytime, and anyplace [1], which greatly facilitates our daily life and pro-
vides more intelligent services [2, 3]. The number and type of satellite devices have 
achieved tremendous growth. Thanks to improvements in the launch technologies 
as well as miniaturization, satellites could be effectively implemented for distributed 
control and automation in a smart grid, environmental monitoring, and emergency 
management scenarios [4–6]. The NGSO system offers truly global coverage, which 
contains tens of thousands of satellites and serves a huge number of devices, users, 
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and/or objects [7–11]. There are some famous NGSO systems, such as OneWeb, 
Starlink, etc.

Radio resource allocation is one of the fundamental problems for the NGSO 
system. In such a system, there exists satellite- to- satellite links in space. Besides, 
one satellite generally serves a huge number of remote satellite- based Internet 
objects worldwide. Therefore, the spectrum efficiency of the satellite is a significant 
performance criterion [12]. The multi- beam satellite networks, oriented to increase 
the spectrum efficiency, have attracted enormous attention in the NGSO system  
[13–16], which allows us to reuse the available bandwidth sufficiently separated 
beams. However, the frequency reuse schemes cannot dramatically increase the 
channel capacity owing to the interval of interference protection. There exists con-
siderable co- channel interference when the coverage area overlaps among the adja-
cent beams, particularly for the beam- edge users in the full frequency band reuse 
case [17]. Therefore, co- channel interference mitigation or interference alleviation 
is pivotal to further improve the performance of the whole system.

The crucial applications in the NGSO system are offering a wide range of 
backhaul links and data offloading solutions for huge number of user devices [18]. 
To satisfy the diverse traffic demands of all user devices, a multi- beam NGSO 
system must provide flexibility and efficient exploitation of the available resources 
for one satellite. Hence, proper and effective radio resource allocation in uplink 
is essential to increase the capacity of the whole multi- beam NGSO system [19]. 
However, most of the existing works about radio resource allocation mechanisms 
mainly focus on downlink scenarios [6, 20–23], which take into consideration 
the co- channel interference and the satellite power consumption in the down-
link transmission as a priority. Besides, the user scheduling and power allocation 
are coupled with each other. But most radio resources only concentrate on one 
aspect [24], either channel allocation or power allocation, which achieves limited 
resource utilized improvement.

The existing papers for uplink scenarios mainly focus on a single beam satellite 
system or orthogonal frequency reuse [25], where there is no co- channel interfer-
ence, the users can be orthogonally scheduled, and the power allocation problem 
can be solved by a convex optimization approach, such as a water- filling algorithm. 
Actually, fixed radio resources are allocated to each beam in most currently applied 
multi- beam NGSO systems [6, 26]. The fixed allocation scheme would inevita-
bly result in the mismatch between traffic demand and allocated capacity [27, 28]. 
Also, to further improve the spectrum efficiency, the total bandwidth is reused by 
all beams, i.e. the frequency reuse factor is equal to 1 (worst- case scenario). There 
exists considerable co- channel interference, especially on the beam edge. As the 
user scheduling is discrete while the power strategy space is continuous, obtaining 
the maximum capacity becomes the non- convex non- deterministic polynomial- time 
hardness (NP)- hard problem [29]. To solve the non- convex radio resource alloca-
tion problem in uplink multi- beam satellite communication, some heuristic algo-
rithms have been proposed [29]. However, heuristic algorithms cannot guarantee 
that the globally optimal solution is found, their performance is heavily affected by 
the optimization parameters. Besides, the computational complexity is substantial to 
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find nearly optimal solutions, especially for the onboard processing satellite systems 
with limited computing resources.

Game theory shows clear interactional decision- making progress, which has 
been extensively investigated in wireless radio resource allocation [30]. Recently, 
game- theoretic approaches have been applied in satellite networks, which are 
more adaptable to users joining and leaving the systems and are robust for net-
work dynamics [30]. Nevertheless, the state- of- the- art works only concentrate 
on downlink power allocation from a game- theoretic perspective. Unlike static 
resource allocation in Reference 24, the authors in Reference 31 propose a dynamic 
Stackelberg game model to maximize cost- efficiency which describes the relation-
ship between the satellite system’s profit, interference pricing, and user’s power 
allocation. Moreover, the essential discussions and proofs for the pricing rationality 
are provided in Reference 32. However, to the best of our knowledge, there is no 
prior work focusing on resource allocation in the uplink NGSO system from a game 
theory perspective. Therefore, a collaborative user scheduling and power allocation 
scheme is of urgent interest to improve the spectrum efficiency of the uplink multi- 
beam NGSO system through the game- theoretic view.

In Reference 5, the author proposed to allocate more radio resources to the 
bottleneck user in poor channel conditions to satisfy the Quality- of- Service (QoS) 
requirement, which leads to inefficient resource utilization for the overall system. 
Therefore, we consider that the users prefer to participate in resource allocation as 
long as there is existence of transmission demand and leave the system when the 
information transmission has ended. In this way, more information will be trans-
mitted for non- real- time services over a long period, thereby improving resource 
utilization. The designed approach should be able to meet the needs of equipment to 
join and leave the systems and be robust for network dynamics.

In this chapter, we propose a potential game- based approach to implement 
uplink collaborative user scheduling and power allocation in a multi- beam NGSO 
system. The main contributions of our work are summarized as follows:

 • First of all, a framework for a multi- beam uplink NGSO system is proposed, 
where full frequency reuse and co- channel interference among different spot 
beams are considered. To obtain the maximum uplink sum capacity of the 
multi- beam satellite, we transform the no- concave NP- hard optimization prob-
lem into minimizing the sum of the co- channel interference mitigation problem, 
where two optimization problems have the same monotonicity under strategy 
profile change.

 • To address the mathematical intractability, we then propose a game- theoretic 
model to solve the minimum sum of interference mitigation problem, and we 
prove the proposed game is a potential game and the existence of NE, where the 
NE is either the global or local optimal solutions.

 • Subsequently, an iterative algorithm, motivated by the finite improvement 
property, is designed to implement collaborative user scheduling and power 
allocation to obtain an NE point. The complexity of the proposed algorithm can 
be solved by polynomial time and the convergence of the proposed algorithm 
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is proved to be guaranteed. The convergence and effectiveness of the potential 
game- based approach are verified via simulations. Besides, we analyze the fair-
ness of the proposed algorithm by using Jain’s fair index (JFI).

The rest of this chapter is organized as follows. Section 8.2 introduces the multi- 
beam satellite uplink system model and reformulates the resource allocation prob-
lem. In section 8.3, a game- theoretic approach is proposed and the existence of NE 
is analyzed. In addition, an iterative algorithm is designed to implement collabora-
tive power allocation and user scheduling in section 8.4. Section 8.5 shows simula-
tion results. Finally, conclusions are drawn in section 8.6.

8.2  Problem statement

8.2.1   System model
For the multi- beam NGSO system, the satellite illuminates the vast coverage area 
with spot beams, which is illustrated in Figure 8.1. In this model, a frequency reuse 
factor  Rf = 1  is considered to improve the spectrum efficiency, which means all chan-
nels are reused in one spot beam. The set L   is denoted as L spot beams. Defining 
the user set as N  , the subset of the users, located at the  l � th  spot beam coverage 
area, is presented by  Nl  , where  Nl � N   and  [Nl = N  . One user in  l � th  spot 
beam is denoted by nl, where  nl 2 Nl  . We assume that all users are equipped with a 
very small aperture terminal. The users in the same spot beam utilize the frequency 
division multiple access (FDMA) to avoid inter- beam interference [5]. We consider 
that the total available bandwidth is  Btot , including K   subchannels and denoted by 
 �= f1, 2, � � � ,Kg . It is worth noting that each subchannel is assigned to one user in 
one spot beam, but one uplink user may occupy several subchannels, for example, 
using carrier aggregation technology.

Figure 8.1   L  spot beams uplink system model
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The transmitted symbol from user ni to the spot beam i on subchannel k is 
denoted by  xni,k  . Therefore, the received signal in the l- th spot beam on the sub-
channel k can be expressed as

 
y =

LP
i=1

p
Pni ,kGni ,l,kxni ,k + n0

  
(8.1)

where  Pnl,k   is the transmitted power of user nl in subchannel  k  ,  
p
Pnl,kGnl,lxnl,k   

denotes the signal coming from user nl in subchannel  k  ,  
PL

i=1,i¤l
p
Pni,kGni,lxnl,k   is 

the sum of the interference from other beams coverage users on  k � th  subchannel, 
including side lobes interference, and n0 is the additional white Gaussian noise with 
the power of �2 . We consider that the large scale of fading of the different sub-
channels is homogenization, and the small scale of fading is heterogeneous among 
different users and subchannels. Moreover,  Gni,l,k   denotes the channel gain, which 
responds from the  i � th  beam coverage user ni to spot beam l onboard receiver on 
 k � th  subchannel.  Gni,l,k   includes free- space path loss and antenna gain and the 
small scale of fading, etc.  Gni,l,k   is given by Li et al. [31]
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where "  denotes the elevation angle from ni to the satellite, d is the straight- line 
distance from ni to the satellite, �  denotes the wavelength,  f"  denotes the other loss 
of ni at the direction " , and  hni,l,k   denotes the shadowing and channel fading of the 
satellite link.

The  l � th  beam satellite antenna gain gl is given by Lu et al. [13]

 
gl
�
� ni ,l

� �
dBi
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(8.3)

where  uni,l = 2.07123 sin
�
�ni,l

�
/ sin

�
�3dB

�
 ,  Jm  is the first kind of Bessel’s function 

of order m,  Gs,max  is the maximum antenna gain of the satellite,  �3dB  is the half- 
power beamwidth angle, and  �ni,l  represents the angular position of the user ni from 
the l- th beam, which determines by the coverage area center point, subastral point, 
and the satellite orbital altitude.

As illustrated in Figure 8.2, the oblique projection in 3D space is taken into 
account. �  describes the deviation angle between user and beam center that can be 
expressed as [31]

 
� = arccos

 
d2 + d2sc � 2R2

�
1 � cos dcu

R

�

2dscdsu

!

  
(8.4)

where  dsc  denotes the straight- line distance from the beam center to the satellite as 
shown in Figure 8.2,  dpu  is the on- Earth distance between the user and the subastral 
point,  dcu  is the Earth surface distance from the user to the beam center,  dpu  repre-
sents the Earth surface distance between the user and the subastral point,  h  denotes 
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the height of the satellite, and R  means radius of the Earth.  dsu  and  dsc  can be calcu-
lated by the Pythagorean theorem within  h ,  dpu , and  dpc  [31].

We consider that the users are equipped with a small parabolic antenna. 
According to ITU- R S.465 [25], the antenna pattern of the user is represented by

 

gni

�
"
� �
dBi

�
=

8ˆ̂<
ˆ̂:

Gt,max, 0o < " � 1o

32 � 25 log ", 1o < " � 48o

�10, 48o < " � 180o

  

(8.5)

where  Gt,max  denotes the maximal terrestrial antenna gain of the main lobe. The 
off- boresight angle "  of the user can be calculated by  " = arccos

�
cos

�
�
�
cos

�
'
��

 ,  
where  �  denotes the horizon offset angle of the beam center, and  '  denotes the verti-
cal offset angle of the beam center.

Dissimilar to the conventional channel allocation schemes with the same fading 
through the entire bandwidth [33], we consider each subchannel follows indepen-
dently identically distribution fading. The small scale of satellite channel fading 
is assumed to follow a shadowed Rician fading model [33–35], which is mathe-
matically tractable and has been widely applied in various fixed and mobile satel-
lite services for a variety of frequency bands, such as the Ultra- High Frequency 
(UHF)- band, L- band, S- band, and Ka- band. The probability density function of  

ˇ̌
h
ˇ̌2

  
is shown as [35]

 fˇ̌hˇ̌2
�
x
�
= ˛ exp

�
�ˇx

�
1F1

�
m, 1, ıx

�
  (8.6)

where  1F1
�
�, �, �

�
  denotes the confluent hypergeometric function and 

 
˛ =

�
2bm

�m
2b
�
2bm+�

�m  
,  

 
ı = �

2b
�
2bm+�

�
 
, and  ̌ = 1

2b . Besides,  2b  is the average power of the scatter component, 

 �  denotes the average power of the line- of- sight component, and  m  is the Nakagami 
fading parameter. The small scale of fading follow quasi- static block fading.

Figure 8.2   Orientation angle with oblique projector in 3D space
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8.2.2   Interference mitigation problem formulation
A scheduling vector  Sk =

�
n1, n2, � � � , nl, � � � , nL

�
  is utilized to represent users simul-

taneously scheduled across all spot beams at the  k � th  subchannel, where  
�
Sk
�
l = nl .  

Thus, the scheduling strategy space is given by  ƒ = fS|nl 2 Nl,8l = 1, 2, � � � , Lg ,  
where  S =

�
S1, � � �Sk, � � �SK

�
 . A transmit power vector contains the transmit power 

values of each scheduled user on  k � th  subchannel,  Pk =
�
Pn1,k, � � � ,Pnl,k, � � � ,PnL,k

�
 ,  

where  
�
Pk
�
l = Pnl,k  . If the  

�
Sk
�
l  is null, the corresponding power allocation is zero. 

Furthermore, the maximum transmitting power for nl of all subchannels is given by 

 P
max
nl  . The power strategy space is  „ =

n
P|0 �

P
� pnl,k � pmaxnl ,8l = 1, 2, � � � , L

o
 , 

where  P =
�
P1, � � �Pk, � � �PK

�
 .

The Signal to Interference and Noise Ratio (SINR), experienced by the user nl 
in spot beam l at the  k � th  subchannel, is given by

 
SINRnl ,k =

Pnl ,kGnl ,l,kPL
i=1,i¤l Pni ,kGni ,l,k + � 2   

(8.7)

For the NGSO system, there exists a large amount of non- real- time services, such as 
data offloading. If we directly implement the approaches toward fixed QoS require-
ments for the non- real- time services, more resources will be allocated to these bottle-
neck users in the poor channel condition, which is inefficient in resource utilization. 
Therefore, we consider that the user would participate in the resource allocation as 
long as there is existence of transmission demand, and leave the system when the 
information transmission has ended. In this way, more information will be trans-
mitted for non- real- time services over a long period, thereby improving resource 
utilization. The designed approach can satisfy the requirements of equipment for 
joining and leaving the systems and be robust for network dynamics. To facilitate 
the above assumption, one of the conventional utilities for radio resource allocation 
is to maximize the sum transmission capacity.

The corresponding weight sum capacity of beam  l  coverage users is given by 
the following Shannon’s formula

 Cl
�
S,P

�
=
P

�
˛nl ,klog2

�
1 + SINRnl ,k

�
  (8.8)

where  ̨ nl,k   is a weight coefficient, which denotes the priority of different users. In 
a multi- beam satellite communication system, a different service type of user owns 
the unique capacity requirement, specific task, and service priority. Therefore, to 
obtain the maximum weighted capacity of the whole system, the optimization prob-
lem can be formalized as

 
argmax
S2ƒ,P2„

XL

l=1
Cl
�
S,P

�
  

(8.9a)

 s.t. 0 �
X

�
pnl ,k � pmax

nl   (8.9b)

The optimization of (8.9a) is a non- convex NP- hard problem. Besides, the power 
allocation and user scheduling are coupled with each other. The set of user scheduling 
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strategy space is discrete while the power strategy space is continuous, which cannot 
be solved directly.

From another perspective, the main reason hindering the increase of the system 
sum capacity is co- channel interference. Hence, interference mitigation or interfer-
ence alleviation would increase the sum capacity [36]. Furthermore, we consider 
maximizing the negative weight sum of the inverse SINR as the performance metric 
of interference mitigation. The optimization problem is transferred as

 
argmax
S2ƒ,P2„

XL

l=1

X
�
�wnl ,k

ı
SINRnl,k  

(8.10a)

 s.t. 0 �
X

�
pnl ,k � pmax

nl   (8.10b)

where the coefficient  wnl,k   denotes the positive weighted coefficient of different 
users, which is the same as the corresponding weight coefficient  ̨ nl,k  . The reasons 
for transforming the sum transmission capacity optimization problem (8.9a) to 
the proposed optimization problem (8.10a) exist two folds. The first is from the 
perspective of function monotonicity. The function of (8.9a) and (8.10a) have 
the same monotonicity with the sum weighted SINR, i.e.  

P
�

PL
l=1 ˛nl,kSINRnl,k , 

which is an increasing function of the  SINRnl,k . Therefore, the optimization prob-
lem (8.9a) and (8.10a) have the same monotonicity under strategy profile changes. 
Another reason is from the perspective of the physical meaning. The minimization 
of sum inverse SINR means reducing the co- channel interference, i.e. interference 
mitigation or interference alleviation, which can increase the sum transmission 
capacity.

However, the optimization problem (8.10a) is still an NP- hard problem. The 
burden of the central station requires advanced algorithms with reduced complexity 
in handling such a large scale of coupled discrete and continuous variables. In order 
to solve the problem (8.10a) in an efficient manner, we propose the game- theoretic 
approach to obtain the optimal solutions.

8.3  A game-theoretic approach for radio resource allocation

8.3.1   Game model
To reduce the calculation complexity for the proposed interference mitigation prob-
lem (8.10a), a game- theoretic approach is formulated to construct an analytical para-
digm, which aims to address the mathematical intractability.

The game is denoted by  G =
�
L , fAlgl2L , fulgl2L

�
 .  L = f1, 2, � � � , Lg  repre-

sents the set of game players. One subchannel only schedules one user at each spot 
beam, which means no intra- beam interference. Therefore, the game players can 
be all users in one spot beam, which could set a virtual agent as a player during the 
game.  Al   is the actions of player l, and ul is the utility function of player l, which 
requires careful design to obtain better results. In order to avoid the “tragedy of the 
commons” [13], co- channel interference is required to be considered as the penalty. 
Hence, the utility function of ul is designed as (8.13) on the next page, where  Al 2 Al   
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is the joint strategy of player l,  Al = Sk � Pk , and a strategy profile of all the play-
ers excluding l is denoted by  A�l 2 A1 � � � �Al�1 �Al+1 �AL , where �  denotes the 
Cartesian product.

8.3.2   The existence of NE
To find stable and optimal or sub- optimal solutions for interactional game process-
ing, we have to find out whether the equilibrium of the proposed game is existing. In 
addition, the relationship between the proposed game and the optimization problem 
(8.10a) requires to be clarified.

Definition 1: a profile  A
� =

�
A�1 , � � � ,A

�
L
�
  is a pure strategy NE point of a game 

if and only if no player can improve its utility by deviating unilaterally [37], i.e.

 ul
�
A�

l ,A�
�l

�
� ul

�
A0

l,A�
�l

�
,8A0

l 2 Al\
˚
A�

l

�
  (8.11)

Theorem 1: the proposed G is a potential game. And, the pure strategy NE point is 
the global or local optimal solution of the potential function.

Proof: we address the potential function for the game G as

 F
�
Al,A�l

�
= �

P
�

PL
l=1 wnl ,k

ı
SINRnl,k  (8.12)

that is, the objection of the optimization problem (8.10a). The utility function of  l - th 
user is designed as (8.13).

 
ul
�
Al,A�l

�
= �

P
�

0
@wnl ,k

LP
i=1,i¤l

Pni ,kGni ,l,k+�2

Pnl ,kGnl ,l,k
+

LP
i=1,i¤l

wni ,kPnl ,kGnl ,l,k
Pni ,kGni ,i

1
A

  
(8.13)
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P

�
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Pnl ,kGnj ,l,k
Pnj ,kGnj ,j,k

�
X

�
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�
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�
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�
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�
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�
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�
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(8.14)

It can be seen that the utility function for a user is made of two parts: the weight 
inverse- SINR of the user at it's receive node and the weight interference caused by 
the user to all the other users in the same system. Hence, a user benefits by reducing 
the interference caused to the other users in addition to reducing the interference at 
its receiver. In this way, each user’s utility function incorporates a measure of the 
influence of its actions on the other users. Therefore, the utility function avoids the 
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“tragedy of the commons”. Besides, the potential function can be derived as (8.14), 
where  v

�
A�l

�
  is a non- contributing term for the player  l . Thus, if player l (any 

player) turns its strategy from  Al  to  A0l , we get

 F
�
A0

l,A�l
�
= ul

�
A0

l,A�l
�
� v

�
A�l
�
  (8.15)

Then according to formulas (8.13) and (8.14), we obtain

 F
�
A0

l,A�l
�
� F

�
Al,A�l

�
= ul

�
A0

l,A�l
�
� ul

�
Al,A�l

�
  (8.16)

Formula (8.16) indicates that the change of the  F
�
Al,A�l

�
  is equal to the change of 

the personal utility function caused by any unilateral deviation of the player, which 
means that the proposed G is a potential game by the definition of Reference 37. 
According to the inherent metric of potential games, there exists at least one pure 
NE point, and all NE points are the global or local optimal solution of the potential 
function  F

�
Al,A�l

�
  [38]. Therefore, the NE of the proposed potential game- based 

approach is the solution to the optimization problem of (8.10a). Therefore, Theorem 
1 is proved.

If the  F
�
Al,A�l

�
  is a measure of global network performance, the proposed 

game provides a framework, where the total utility of the whole network benefit so 
that each player obtains maximum own interests.

Theorem 2: the total number of subchannels is no less than the total number 
of users, i.e.  K �

ˇ̌
N
ˇ̌
 , the global optimal potential function solution is by the best 

response orthogonal user scheduling and implementing the maximum transmission 
power.

Proof: if the number of subchannels is no less than the number of users with 
 K �

ˇ̌
N
ˇ̌
 , the orthogonal user scheduling can be conducted with no interference, the 

potential function is given by

 
F
�
Ao
l ,Ao

�l

�
= �

P
�

LP
i=1

wnl ,k�2

Pnl Gnl ,l,k   
(8.17)

Now we assume that user scheduling is non- orthogonal, i.e. there exist at least 
two users nq and nm applying the same subchannel  k  . The (8.17) on the last page 
indicates that the orthogonal user scheduling is superior to the non- orthogonal 
one for potential function  F

�
Al,A�l

�
 . In addition, the orthogonal user schedul-

ing potential function  F
�
Al,A�l

�
 , i.e. (8.16), increases monotonically with the 

transmission power. Therefore, the maximum transmission power of the user is 
implemented. The user scheduling strategy applies the best response by the  wnl,k   
and  Gnl,l,k   would obtain the global optimal potential function. Therefore, Theorem 
2 is proved.
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�
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"
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+ wnq ,k
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�
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l ,Ao

�l

�
  

(8.18)

Theorem 2 can be seen as a special case of the proposed potential game- based 
approach. Due to theoretical proof of the effectiveness of the proposed approach 
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for the scenario, the total number of subchannels is no less than the total number of 
users. We mainly investigate the scenario that the total number of subchannels is 
less than the total number of users in the following work, which is more practical in 
the real system.

8.4  NE iterative algorithm and implementation

In this section, an iterative algorithm, executed before the start of each transmission 
interval, is proposed to solve the optimization problem (8.10a). The collaborative 
user scheduling and power allocation are updated through iteration for each game 
player.

8.4.1   The proposed iterative algorithm
Since a couple of the discrete user schedules and continuous power allocation, it is 
challenging to achieve a 2D strategy, user scheduling and power allocation, for each 
iteration at the same time in an efficient way. Therefore, a decomposed iterative pro-
cess is stated in Algorithm 1, where the maximization utility function of each player 
can contribute to improving the global network performance in light of the potential 
game’s inherent property. Owing to the discrete size of the user scheduling strategy 
space, the selection of the best user scheduling strategy is the best response. Besides, 
to obtain the optimal power allocation strategy, the partial derivative of the utility 
function for  Pnl,k   equalize to zero. We get

 

@
�
ul
�
k

@Pnl ,k
=
PL

i=1,i¤l Pni ,kGni ,l,k + � 2

P2
nl ,kGnl ,l,k

.
wnl ,k

�

LX
i=1,i¤l

wni ,kGnl ,l

Pni ,kGni ,l,k
  

(8.19)

So, the optimal power strategy is

 

P�
nl ,k

=

vuutwnl ,k
�PL

i=1,i¤l Pni ,kGni ,l,k + � 2
�

Gnl ,l,k
PL

i=1,i¤l
wni ,kGnl ,i,k
Pni ,kGni ,i,k   

(8.20)

No decrease in system utility is guaranteed for each step of different subchannels in 
Algorithm 1. To be noticed, each iteration for each subchannel has to consider the 
power constraint for each user. The remaining power on  k � th  subchannel of user 
nl is

 P0
nl ,k = Pmax

nl
�
P

k02�,k0¤k Pt�1
nl ,k0  (8.21)

The condition for the end of the loop in Algorithm 1 is At � At�1 , which means the 
scheduling strategy of At�1  is almost same as At  and system performance improve-
ment for each step is less than 0.001.

According to Algorithm 1, the computation complexity of the proposed 
approach is on the scale of  O

�
N
�
 . Therefore, the execution time can be acceptable, 

even in the onboard processing satellite. The essence of the proposed potential 
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game- based approach is to transform the NP- hard problem into a distributed indi-
vidual utility improvement problem to address the mathematical intractability. 
Besides, the best response for each iteration guarantees that the proposed NE is an 
acceptable result.

8.4.2   The practical implementation
Moreover, the implementation of the algorithm can be executed in the ground gate-
way for a transparent forward satellite or onboard processing satellite, where the 
game player is all users in one spot beam, which can be virtualized during the calcu-
lation. The channel state information, users’ location, and user transmission strategy 
profiles can be stored in the satellite database, which can be updated frequently. The 
convergent user scheduling and power allocation strategy profiles can be broad-
casted to the users to implement in the uplink.
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Besides, the coefficient  wnl,k   defines the weight of the scheduled user in the 
 l � th  beam on subchannel  k  . For simplicity, we consider the weight coefficient is

 
wnl ,k =

Gnl ,l,kPL
i=1 Gni ,l,k   

(8.22)

which can be seen as a trade- off between the fairness and sum capacity of the pro-
posed system.

Remark 1: The proposed potential game- based user scheduling and power allo-
cation approach can also be implemented in FDMA or orthogonal frequency divi-
sion multiplexing based multi- beam satellite uplink scenario. For the Digital video 
broadcasting Second Generation Satellite (DVB- S2) standard, the uplink scenario is 
the forward link (i.e. the link from the ground station to the actuators) [39]. If there 
exist multiple ground stations in different satellite beam coverage areas with mul-
tiple sub- channels, the proposed approach can be directly implemented. For Digital 
video broadcasting Second Generation Return Channel Satellite (DVB- RCS2) stan-
dard [40], the proposed can be implemented for different return links of users in one 
time slot, where the requirement of the users is sum transmission capacity.

8.4.3   Convergence analysis and significance
For potential games, the improvement in an individual’s utility leads to the improve-
ment of network performance until stability. According to the finite improvement 
property [30, 37], every maximal improvement path must terminate in an NE point, 
where any pure strategy NE point maximizes the potential function either globally 
or locally [38]. In the proposed algorithm, the user scheduling and power allocation 
strategy updates are decomposed into two steps, which can ensure that the system 
utility of each step will not be reduced. Therefore, it ensures the convergence to the 
NE. Besides, due to the best response, the reached NE is acceptable.

8.5  Simulation results

In this section, simulations are provided to characterize the effectiveness of the 
proposed approach and evaluate the performance of the key system parameters. 
Specifically, we consider four spot beams scenarios, and the beam radius R  is 300 
kilometers as shown in Figure 8.3. Ten users are the random uniform distribution 
in each spot beam coverage area. To simplify the calculation, we consider the sub-
astral point is (0,0) in Figure 8.3.  �ni,l  can be obtained by (8.4), and the small scale 
of fading is considered as infrequent light shadowing [34, 35]. The under- loaded 
(the number of subchannels is more than the number of users) and equally- loaded 
(the number of subchannels is equal to the number of users) situations have been 
proved theoretically by Theorem 2. Therefore, we consider the over- loaded situ-
ation during the simulations to prove the effectiveness of the proposed approach. 
Specific simulation parameters are listed in Table 8.1, where the shadowing and fad-
ing parameter of the  h  in satellite uplink is given as  

�
b = 0.158, p = 19.4, � = 1.29

�
  

[41, 42].
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To begin with, four scenarios are considered to verify the efficiency of the pro-
posed algorithm in Figure 8.4. The dissimilar of the four scenarios is the maximal 
transmission power for users. Figure 8.4 depicts that the negative sum of inverse 
SINR is gradually increasing step by step, which means the potential function 
achieves the maximal improvement by the best response. According to the finite 
improvement property, each iteration converges to NE. Besides, the NE is an accept-
able result for global performance. Therefore, Figure 8.4 demonstrates the correc-
tion of the proposed game- theoretic approach and the feasibility of the iterative 

Figure 8.3   The users are uniform distributed in spot beam coverage area

Table 8.1  Simulation parameters

Parameters Values

Orbit NGSO
System noise temperature 350 K
Maximum satellite antenna gain Gs,max  15 dBi
User antenna diameter 0.9 m
3 dB angle of satellite antenna  0.5o 
Maximum user antenna gain Gt,max  7.38 dBi
Off-boresight angle"  0o 
Center frequency  4 GHz
Satellite height  2000 Km
The radius of the Earth  6400 Km
Other loss f"  �10 dB
Iteration step  0.01 
The number of subchannels  24 
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algorithm. Besides, the NE for the negative sum of inverse SINR is ascendant with 
the increase of the transmitted power.

The potential function achieves interference mitigation, which would directly 
improve the sum capacity of the whole system. Figure 8.5 shows the correspond-
ing sum transmission capacity of the system during the iteration. Figures 8.4 and 
8.5 have the same trend in different maximum transmission power, which imply 

Figure 8.4    The negative sum of inverse SINR increasing by iterations in four 
scenarios versus different maximum transmission power

Figure 8.5    The sum capacity increasing by iterations in four scenarios versus 
different maximum transmission power
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the equivalent optimization problem of (8.9a) and (8.10a), i.e. the negative sum of 
inverse SINR and the sum of capacity are equal in performance metric.

To further prove the effectiveness of the proposed algorithm, we adopt the 
system sum- capacity for comparison. Figure 8.6 exhibits the sum capacity of the 
proposed approach and four conventional algorithms versus different maximal trans-
mission power of users. With the help of spectrum reuse technology, co- channel 
interference could be mitigated. Therefore, multicolor frequency reuse is consid-
ered for comparison, where the spectrum reuse factors are one, two, and four. We 
consider that the power allocation coefficient is obtained through the water- filling 
algorithm, and user scheduling applies the best response. Besides, the total num-
ber of subchannels is evenly distributed into each spot beam for multi- color reuse. 
The water- filling algorithm can be seen as optimal in each spot without consider-
ing the co- channel interference among the adjacent beams. Besides, the proposed 
iterative algorithm in Reference 19, where the required SINR of each user is set to 
be the same. Apparently, the proposed interference mitigation approach achieves a 
supreme performance improvement in sum capacity compared with conventional 
approaches. Moreover,  Rf = 1  is superior to  Rf = 2  and  Rf = 4  by implementing the 
water- filling power allocation algorithm, which indicates the higher frequency reuse 
would increase the spectrum efficiency.

Furthermore, fairness is another system- level performance metric. Here, we 
analyze the fairness by using JFI, which is defined by Gong et al. [21]

 
J =

�PN
i=1 Ri

�2

N
PN

i=1(Ri)2   
(8.23)

Figure 8.6    The average sum capacity caparison of different algorithm versus 
user maximum power constraint
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where  Ri  denotes the transmission rate of the  i � th  user. Therefore, the range of JFI 
is  
�
1
ı
N, 1

�
  for  N   users. Figure 8.7 shows the JFI of the proposed approach and three 

conventional approaches versus the different maximal transmission power of users. 
Two conventional power allocation strategies are the water- filling algorithm and 
uniform allocation algorithm, where the corresponding user scheduling strategies 
apply the best response and the  Rf = 1 . Another conventional approach is the algo-
rithm proposed in Reference 19, where the request SINR of each user is set to be the 
same. We implement the total transmission rate in each channel for scheduled users 
to obtain the JFI. Figure 8.7 describes that the uniform power allocation achieves 
higher fairness than the water- filling allocation. The algorithm in Reference 19 is 
based on the SINR request of each user, whose optimization problem has minimized 
the gap between the required SINR and SINR produced by resource allocation. 
In this paper, we set the required SINR of each user as the same for comparison. 
Therefore, the resource allocation tends to meet the required SINR goal. This is the 
reason the algorithm in Reference 19 achieves better fairness performance. If the 
required SINR of each user is different, the fairness would be totally dropped.

The proposed potential game- based approach achieves the general performance 
in terms of the fairness aspect based on the preset weight coefficient. However, the 
proposed potential game scheme can obtain a larger system sum capacity as shown 
in Figure 8.6. Achieving maximum sum capacity and fairness are contradictory to 
the inconsistent channel gain of each user. Therefore, there is a trade- off between 
fairness and system sum capacity. The proposed potential game- based algorithm 
can be adjusted by the weighted coefficient  wni,k   of the utility function of each 
user or potential function to balance the fairness and the sum capacity according 
to the requirement of the system. In addition, the water- filling algorithm is based 
on the Lagrangian algorithm. Due to the existence of co- channel interference, the 

Figure 8.7    The average JFI of different algorithm versus user maximum power 
constraint
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water- filling algorithm is not the optimal solution. The algorithm in Reference 19 is 
based on the search algorithm, which cannot guarantee convergence and the solution 
is not optimal. The proposed potential game- based algorithm solves the problem by 
the best response, and convergence can be guaranteed. Besides, the potential func-
tion (negative of the inverse SINR) of the proposed algorithm is interference mitiga-
tion or interference alleviation, which has a clear physical meaning. The interference 
mitigation would increase the sum transmission capacity.

8.6  Conclusion

In this chapter, we proposed a potential game- based approach to implement col-
laborative user scheduling and power allocation in an uplink multi- beam NGSO 
system. A framework of the multi- beam uplink NGSO system was proposed, where 
full frequency reuse and co- channel interference among different spot beams were 
considered. To provide broadband NGSO service effectively, we formulated an ini-
tial optimization problem of maximizing uplink sum capacity and then transformed 
it into a sum co- channel interference mitigation minimization problem to address 
the mathematical intractability. Specifically, a game- theoretic model was adopted 
to solve the transformed optimization problem, which was proved to be a poten-
tial game and existence of NEs. Moreover, an iterative algorithm with low compu-
tational complexity, motivated by the finite improvement property, was designed 
to implement collaborative user scheduling and power allocation to the NE point. 
Finally, the simulation results proved the convergence and effectiveness of the pro-
posed potential game- based approach.

Recently, there are exist a lot of game- based approaches to solve the radio 
resource allocation approach. As a subfield of economics and business management, 
auction theory has been introduced to provide an interdisciplinary technology for 
radio resource allocation in wireless systems, which can be implemented in asym-
metric and incomplete information scenarios [43–45].
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9.1  Introduction

The first generation of non- geostationary orbit (NGSO) communication satel-
lite constellations developed in the 1990s experienced high levels of planning and 
deployment, from fully operational examples, such as Iridium or Orbcomm, to can-
celled constellations such as Teledesic or Skybridge [1]. During the 1990s, although 
significant technological advances were achieved, non- successful concepts had in 
common the financial failures due to the required time to set up the system to pro-
vide the specified communication service.

By inter- satellite links (ISLs), we understand the technologies that make 
communication between spacecrafts possible. According to the International 
Telecommunication Union (ITU) [2], the inter- satellite service (ISS) is defined as 
“A radiocommunication service providing links between artificial satellites.”

The new setup of massive NGSO constellations providing broadband commu-
nication services will imply the use of ISLs between spacecrafts as a mandatory 
feature. In fact, ISL has been identified as one of the features that will outperform 
the operation of massive NGSO constellations [3]. ISL improves the system per-
formance in different aspects: latency reduction, reduction of the ground segment, 
security, larger service area and others, which are explained in section 9.3.

In order to show these benefits of ISL, Figure 9.1 compares a simple commu-
nication architecture with and without ISL. In case no ISL is available, the satellite 
network must successively relay the signal in a ground station (gateway) until it 
reaches a satellite in view of the destination. In contrast, the use of ISL allows the 
transfer of the signal through the constellation without the need to bounce the signal 
up and down between source and destination.

In NGSO constellations, where satellites are allocated in different orbital planes, 
two types of ISL can be distinguished: intra- plane ISL, which are communication 
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links between satellites of the same orbital plane, and inter- plane ISL, which com-
municates between satellites allocated in adjacent orbital planes.

From an implementation perspective, two technologies are identified to set up 
ISL. The first group are presented by ISL in radiofrequency (RF), where onboard 
radio terminals are used to establish the ISL. The second group are optical ISL, 
where a communication link based on a non- guided laser beam is used between the 
two satellites. In both cases, an onboard processing payload is commonly used to 
facilitate the routing and avoid the degradation of the link budget figures in links 
passing through a large number of hops. Enabling technologies for ISLs will be 
covered in section 9.5.

9.1.1   Communication architectures using ISL
Different communication architectures can be implemented using ISL. These archi-
tectures are described below with additional examples:

 • Cross- links: ISL is established between the satellites of a constellation in order 
to avoid or reduce the number of contacts with the ground. End- to- end com-
munication is conveyed through the satellites in the constellation using a pre-
defined routing strategy that aims at reducing latency or maximizing the data 
rate in the whole constellation. Cross- link architecture is used by Iridium, a 
pioneer constellation formed by 66 satellites in 6 orbital planes to provide voice 
and data services with a global coverage. Both, first (Block 1) and second gen-
eration (Iridium NEXT) satellites are equipped with four inter- satellite ISLs 
each with forward and aft of the reference satellite in the same orbital plane 
and with two Iridium NEXT (or Block 1) satellites that are in each of the two 
adjacent orbital planes. The ISL is operated in the 22.18–22.38 GHz band with 
beams that do not intersect the Earth’s surface to avoid interference. Each of 
the eight ISS transponders has a necessary bandwidth of 21.3 MHz and uses 
horizontal polarization to transmit and receive [5, 6].

Cross- links allow the direct communication between user terminals with-
out any interaction with a terrestrial network. This is the case of LeoSat [7], a 
Low Earth Orbit (LEO) constellation of 108 interconnected satellites, where 

Figure 9.1   No ISL vs ISL communication architecture (adapted from [4])
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end- to- end communication between any two sites on the ground is feasible 
without requiring any gateway infrastructure. Each LeoSat satellite is equipped 
with four optical ISLs.

 • Low Earth Orbit (LEO) to Geostationary Orbit (GEO): an ISL can be used to 
relay data from a LEO spacecraft to a ground station through a GEO satellite used 
as a relay. This architecture is used by Earth Observation (EO) satellites in order 
to access critical data with a minimum latency avoiding the use of an increas-
ing number of received ground stations. Instead of direct transmission from the 
LEO satellite to the ground station with intermittent contact time of 10 minutes 
on average, this architecture allows the download of high- resolution images and 
observations from EO satellites increasing the available contact times with the 
ground station. Some examples can be cited: the first is ARTEMIS (Advanced 
Relay and Technology Mission Satellite) mission: in this ESA’s mission, an 
optical relay link between SPOT- 4 and the ARTEMIS geostationary satellite to 
transmit high- resolution images taken from SPOT- 4 was demonstrated in 2001 
[8]. The second is the optical link between Sentinel- 1A and Alphasat, where 
a throughput of 1.8 Gbit/s was achieved in 2014 using a laser communication 
terminal (LCT) operating at 1,064 nm wavelength [9].

 • Another example is represented by the payloads defined to implement the 
European Data Relay System (EDRS), which is equipped with ISL. EDRS 
uses relay satellites in geostationary orbits to relay information between fixed 
ground stations and spacecrafts and other terminals in NGSOs to increase the 
available time to transmit and receive data thus reducing latency [10]. Thanks 
to the use of ISL, EDRS provides real- time access to EO data, so the key ser-
vices that benefit are Earth- observation missions supporting real- time critical 
services (monitoring of fires, floods, etc.), government and security services, 
rescue teams to operate in disaster areas, or relief forces operating in remote 
areas without communication support. The EDRS space segment is composed 
of two geostationary payloads, EDRS- A (9 degrees E) and EDRS- C (31 degrees 
E). EDRS- A includes an optical inter- satellite link (1.8 Gbit/s) and a Ka- band 
inter- satellite link (300 Mbit/s). EDRS- C consists of an optical ISL (1.8 Gbit/s).

 • Formation- flying missions: several spatially distributed satellites with capac-
ity for autonomous interaction and cooperation with one another in order to 
maintain the desired formation [11]. The performance of the formation- flying 
mission depends on the accuracy of maintaining the particular geometry of the 
formation, which depends on how accurately the relative positions and attitudes 
between spacecraft are known to all the satellites. It requires the implementa-
tion of a communication network for the exchange of data and control infor-
mation using ISLs [12]. Some examples of formation- flying missions can be 
categorized in technology demonstration (e.g., PROBA- 3, an ESA mission to 
demonstrate metrology and actuation techniques in formation- flying missions), 
Earth science (e.g., Flock- 1, a Planet Labs Inc. mission to provide 3- 5 m resolu-
tion Earth images), planetary science (e.g., NASA GRAIL’s mission, to obtain 
high- quality gravitational field maps of the Moon to determine its interior 
structure), and astrophysics (e.g., OLFAR, a mission led by Delft University 
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of Technology to produce sky maps by collecting cosmic signals at ultra- low 
wavelengths regimes, in the 0.3–30 MHz band) [11].

 • Fractionated spacecrafts: one single satellite can be decomposed into diverse 
modules that communicate using wireless links and carry out the different oper-
ations of the mission in a distributed and coordinated topology [13, 14]. ISL is a 
critical enabling technology to decouple mission functions into separate space-
crafts, with the additional complexity of having a mobile and varying topology 
and reliable links to guarantee the autonomy of the spacecrafts being robust to 
faults. As shown in Figure 9.2, in a fractionated spacecraft mission ISL allows 
the information sharing and interaction between modules with links of variable 
capacity, multi- hop communications, concerns about the energy consumption, 
and distributed operation, making networking aspects complex [15].

However, ISLs have additional applications beyond communications missions. 
An example is Hera, a European Space Agency (ESA) mission that will be launched 
in October 2024 to investigate binary asteroid systems (in this case, Didymos and 
Dimorphos) [16]. In Hera, ISLs are used as an instrument to support different scien-
tific objectives, such as the measurements of the gravity field of Dimorphos along 
with the dynamic properties of the asteroid [17].

9.1.2   Scope and contents of the chapter
In this chapter, we will mainly focus on the first cross- link architecture in broadband 
LEO or NGSO constellations. ISL in fractionated spacecrafts largely depends on the 
mission scope and concept of operations, and an appropriate set of requirements is 
not available at the time of writing the chapter. A similar situation occurs in scientific 
or planetary missions, where ISL requirements are defined by the particular instru-
ment or mission objectives, and thus cannot be generalized.

The objective of this chapter is to present the use of ISL in broadband NGSO. 
Section 8.2 presents the status of ISL in current NGSO constellations. Section 9.3 
presents the achievements that appear as a result of using ISL. Section 9.4 discusses 
the technical and operational challenges that the use of ISL entails. Next, sec-
tion 9.5 describes the enabling technologies required for the implementation of ISLs 

Figure 9.2   Use of ISL in a fractionated spacecraft mission (adapted from [14]
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onboard. A case study for the design of a RF antenna for ISL in broadband NGSO 
is presented in section 9.6, and finally section 9.7 summarizes the conclusions of the 
chapter.

9.2  Status of ISL in current NGSO constellations

The interest of ISL in present NGSO constellations for broadband services is clear. 
Examples of NGSO constellations that have considered the use of ISL are listed 
below:

 • Telesat LEO [18] satellites incorporate optical intra- plane and cross- plane inter- 
satellite links [19] to have a fully meshed satellite network (Telesat Lightspeed 
Network);

 • Starlink [20] described the use of optical ISL in the first filing in order to imple-
ment seamless network management and provide service continuity for traf-
fic management when interference mitigation techniques are applied to ensure 
compliance with other systems [21]. However, the first Starlink satellites did 
not include laser crosslinks that have been added recently [22];

 • OneWeb [23] did not consider ISL in the first versions of the system, although 
they did not discard the use of optical ISLs in subsequent deployments.

On the other hand, Amazon’s Kuiper constellation does not consider the use 
of ISL in the original Federal Communications Commission (FCC) filing [24]. 
However, recent job postings from Amazon reveal an interest in optical ISL for the 
constellation [25].

However, ISLs are not only used in satellite constellations used for broadband 
communications. Spire [26], a constellation to build a global satellite network to 
distribute heterogeneous data with proper or hosted payloads (science, observation, 
weather, flight and maritime data) and formed by 3U CubeSats incorporates ISLs in 
the form of RF links in S band to meet data latency requirements [27]. Spire collects 
data- sensitive information such as Automatic Dependent Surveillance – Broadcast 
(ADS- B) position messages for aircraft that must be received by customers with 
the minimum latency. Spire is also considering the use of optical ISL in upcoming 
satellites.

9.3  Achievements acquired with ISL

ISLs bring a set of advantages to the performance of NGSO networks:

 • Reduce the end- to- end latency: LEO constellations straightforwardly provide a 
reduction in the end- to- end latency compared to GEO or MEO systems due to 
the lower range paths the signal has to cover. The use of ISL produces an addi-
tional reduction in the latency as the signal can be routed through the satellite 
constellation without using long- range terrestrial links. Moreover, it must be 
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considered that the propagation delay in the terrestrial link is affected by the rel-
ative permittivity of the transmission line: considering a relative permittivity of 
1.46 (typical for a submarine optical fibre cable), the latency is increased over 
20% relative to a radio link. However, the latency reduction must be accompa-
nied by proper routing strategies to avoid unnecessary paths between commu-
nication sides. Thus, data with time- sensitive requirements are benefited from 
ISL. In Reference [28], it is proven that lower latency than any optical fibre 
terrestrial network can be achieved using ISL for distances above 3,000 km.

 • Extend service area: in the absence of ISL, it is only possible to establish a 
connection if there exists a visible path between the user terminal, satellite, 
and gateway, both fulfilling the minimum elevation requirements imposed by 
the link budget. Thus, either a large number of gateways spread worldwide is 
required or the service area is significantly reduced. Without ISL in the con-
stellation, customers located in maritime areas would not be able to access the 
system.

 • Increase system capacity: with the use of ISL, on the one hand, more devices 
can access the network as the service area is increased, and on the other hand, 
the satellite becomes a node with additional communication paths to the user 
and feeder links.

 • Reduce the number of sites for the gateways: considering gateways as the points 
on Earth where access to the Internet is carried out, the use of ISL allows the 
routing of the signal through the constellation until a gateway is reachable from 
another satellite.

 • Decrease backhaul cost: as an indirect benefit for the satellite operator com-
ing from the lower number of ground stations, the backhaul infrastructure is 
reduced. Thus, the cost of the backhaul lines interconnecting the ground seg-
ment centres is lowered.

 • Security: the use of ISLs facilitate the end- to- end connectivity between user ter-
minals without the need to contact intermediate ground stations. Point- to- point 
and point- to- multipoint communications can be set up. Thus, private data is not 
carried through any external network or gateway infrastructure.

 • Improve satellite control: ISLs can be used to improve the positioning accu-
racy and orbit determination of navigation satellites [29, 30]. Precise orbit 
determination (POD) of LEO satellites is carried out using measurements from 
ground stations and onboard systems [31]. Although the precision of the rang-
ing reaches centimetre level, additional accuracy could be achieved by using 
autonomous operations by the satellites. In order to reduce the dependency on 
ground measurements, the use of ISLs for range and range- rate measurements 
between satellites has been shown as a method to improve POD. In the case of 
constellations devoted to navigation services, the use of ISL improves the reli-
ability of the positioning, and ISLs will be introduced in the next generation of 
global navigation satellites [29].

 • Avoidance of interference to Geosynchronous (GSO) arc: NGSO constella-
tions must avoid interference to GEO satellites when operating in lower lati-
tudes close to the Equatorial plane. Relay links between northern and southern 
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hemispheres can be unfeasible if stations are close to the Equator [4]; a possible 
solution is routing the signal between the two hemispheres using ISLs.

 • New sectors: the latency reduction and security achieved with ISL through 
NGSO constellations can outperform terrestrial and GEO satellite networks. 
Security is achieved if end- to- end links are established between NGSO termi-
nals without using intermediate ground stations operated by third parties. Thus, 
sectors such as trading and financial providing new services and applications 
with very low latency and stringent security requirements will identify NGSO 
communications as key infrastructure.

 • Pushing the integration of satellites in 5G and beyond networks: 5G is the cur-
rent evolution of cellular networks that will transport a large amount of data 
at higher rates, connecting a large number of devices with minimal latency 
[32]. 5G will support services that exceed the capabilities of 3G and 4G, such 
as Machine- to- Machine (M2M) for industry automation, augmented reality, 
or 3D video, amongst others. Part of the cellular networks conforming to 5G 
is based on Non- Terrestrial Networks (NTN), which include any network 
involving non- terrestrial flying and orbiting objects, such as satellite com-
munication networks in GEO, Medium Earth Orbit (MEO), LEO and Highly 
Elliptical Orbits (HEO), and Unmanned Aircraft System (UAS) that includes 
high altitude platform systems (HAPS) [33]. The use of NTN may contrib-
ute to fostering the roll out of 5G networks thanks to the increased cover-
age to underserved areas without terrestrial infrastructure, supporting critical 
missions when terrestrial networks are not operable due to natural disasters. 
Therefore, NTN improves the resilience, reliability and service continuity for 
users in moving platforms and M2M/IoT (Internet of Things) devices, and 
enables the scalability of 5G networks offering efficient multicast and broad-
cast resources to the network edge or the end user [34]. These enhancements 
provided by NTN are also envisioned for 6G systems [35]. The use of ISLs 
is considered in 3GPP in different architectures with NTN networks; more-
over, ISLs are considered as a transport link in the Next- Generation Radio 
Access Network (NG- RAN) architecture when the gNB is on the satellite 
[36]. Figure 9.3 shows a typical scenario of a non- terrestrial network using 
a satellite or UAS platform with a regenerative payload. The NTN platform 
generates a service area using a set of beams under its field of view. User 
equipment (UE) terminals are served by the NTN platform in the service area. 
The feeder link represents the radio link between a gateway and the NTN 
platform. An ISL is included to represent the feeder link of a satellite in a 
constellation without contact with the gateway.

 • Improvement in system synchronization and related aspects: in Global Satellite 
Navigation Systems (GNSS), the use of ISL range measurements can be used 
to estimate hardware delays by comparing clock offsets of ISL measurements 
with L- band measurements obtained before the time synchronization. The mea-
surement of ISL outperforms time synchronization compared to L- band links 
with ground stations because of their wider coverage compared to the regional 
network and high precision [37]. Moreover, ISLs can be used to support 
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autonomous satellite navigation by using data from the rest of satellites in the 
constellation [38].

However, it is important to note that the use of ISL is not mandatory for other 
satellite constellation systems providing communication services with less stringent 
time requirements. This is the case for IoT and M2M applications where access to 
information in real time is not required and store- and- forward architectures are pre-
ferred: the satellite stores onboard the information sent from the ground terminal and 
forward the packets to the gateway once in contact.

9.4  Technical and operational challenges

The technical and operational challenges that accompany the use of ISLs in sat-
ellite constellations are listed in Table 9.1. These challenges can be divided into 
those affecting the satellite platform, the communication architecture and the system 
operation.

Next, the challenges associated with the use of ISL are explained:

 • Challenges associated to the satellite platform [39]. The introduction of a new 
communication payload for ISL must comply with the requirements of the sat-
ellite bus. From a system engineering perspective, mass and power budgets 
are affected, meaning that the platform shall be designed jointly with the ISL 
payload. The impact on the platform is very sensitive if the use of small or even 
nanosatellites is required [13]. At least, the following platform subsystems are 
affected by ISL:

 ○ Attitude Determination and Control Subsystem (ADCS): first, depending on 
the beam size of the ISL terminal, the accuracy of the pointing system for 
link acquisition and tracking to maintain the link while moving is affected, 

Figure 9.3    Non- terrestrial network typical scenario based on regenerative 
payload [36]
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being significantly more stringent in the case of using optical ISL. Second, 
the number, geometry and active ISL links will impose diverse and inde-
pendent requirements on each ISL terminal.

 ○ Electrical Power Subsystem (EPS): the introduction of additional commu-
nication links might require additional electrical power, thus needing larger 
solar panels and extra batteries to support the communication during eclipse 
periods. Moreover, the Power Conditioning and Distribution Unit (PCDU), 
in charge of delivering the required electrical power at different voltage lev-
els to sensors and subsystems, must be redesigned to meet new requirements 
coming from the operation of the ISL.

 ○ Thermal Control Subsystem (TCS): modifications in the TCS are required 
to maintain a stable temperature of the ISL payloads and transfer the dis-
sipated power to a radiator [40].

 ○ Structure: proper allocation of the ISL terminal shall be established, consid-
ering thermal control aspects and allowance of a wide angular range mostly 
for contact windows in inter- plane satellite links. Aspects such as the ther-
mal dissipation of the ISL payload, terminal volume, size and mass shall be 
taken into account. One of the major differences between the previous ISL 
terminals and those required for current and future NGSO constellations 
comes from the different satellite buses. ISL payloads must adapt to new 
satellite platforms based on planar geometries [41] or future constellations 
using nanosatellites.

 ○ On- board data handling (OBDH) and Telemetry, Tracking and Command 
(TT&C): new commands and telemetries will be introduced to monitor and 
command the ISL payload from ground control.

Table 9.1   Technical and operational challenges driven by the use of ISLs

Part of the system affected by the 
challenge

Specific item affected

Satellite platform Attitude Determination and Control 
Subsystem (ADCS)

Electrical Power Subsystem (EPS)
Thermal Control Subsystem (TCS)
Structure
Onboard data handling (OBDH)

Communication architecture Connectivity scheme
Ground segment
Frequency bands
Traffic engineering
Routing strategy
Constellations with diverse topologies

System operation Angular scanning of the ISL antenna
Re- entry
Other system aspects
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 • Challenges associated to the communication architecture

 ○ Connectivity scheme: ISLs can be classified in intra- plane and inter- plane 
links. Intra- plane are ISLs with advanced and backward satellites located in 
the same orbital plane and can be considered as fixed links in circular orbits.

 ○ In the case of inter- plane links, depending on the constellation geometry, 
the ISL will face diverse challenges, due to the relative velocity between 
satellites, Doppler shift, tracking control problems, and link budget. As an 
example, let us consider Walker Star and Walker Delta constellations. In 
the former case, near the poles, satellites are much closer than in the Equa-
tor due to the quasi- polar inclination used. Moreover, large relative veloci-
ties between satellites in neighbouring planes will appear, making the ISL 
difficult in terms of tracking rate, Doppler shift and link re- establishment 
with another satellite when the orbital planes cross [42]. It can be seen in 
Figure 9.4, where in planes plotted in blue, satellites move in opposite direc-
tions. On the other hand, in Walker Delta constellations inclination can be 
modified to overlap satellite coverage areas depending on the service area 
requirements.

 ○ In Walker Delta constellations, where low and medium inclination planes 
with lower number of satellites per plane are allocated, the use of ISL is 
complex in terms of pointing, tracking, and also linking budget, as power 
requirement can be severe if the range between satellites is large. In the case 
of Walker Star, satellites move regularly in the orbital planes making easier 
the network design.

Figure 9.4    Polar view of a Walker Star constellation formed by 6 orbital planes 
(adapted from [42])
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 ○ An analysis of inter- plane connectivity for Walker Star constellation can 
be found in Reference [43], where aspects such as limitations of the small 
satellite platform or the multiple access methods are evaluated. In this ref-
erence, a simple approach for constellation design is provided considering 
transmission power and antenna gain as outputs for having full inter- plane 
connectivity.

 ○ Ground segment: the use of ISL affects ground segment architecture in 
several aspects [44]. First, it is expected that ISLs will reduce the number 
of ground stations, but such reduction depends on the number of satellites, 
constellation parameters, link capacities, ground user demand, and routing 
strategy. Second, the allocation of gateways depends on the availability of a 
terrestrial broadband convection as well as topographic, meteorological, and 
economic factors. Finally, the computational complexity of the ground seg-
ment is increased with ISL, as the calculation of the best network configura-
tion will require additional hardware and software resources. As a conclu-
sion, an important idea is the fact that both ground and space segments shall 
be designed jointly.

 ○ Frequency bands: for the ISS, ITU- R establishes the frequency band de-
scribed in Table 9.2. Some of the bands have restrictions (e.g., only for GEO 
satellites) and others have limitations in the transmit power spectral density, 
and some must be with other services (e.g., Earth exploration- satellite ser-
vice), so special attention must be paid for the selection and use of a particu-
lar frequency range.

 ○ Traffic engineering: in a highly dynamic environment, advanced traffic en-
gineering optimization for dynamically changing traffic loads in time and 
space and network topology must be implemented in order to efficiently 
route differentiated traffic demands over various nodes and links supporting 
differentiated services [45].

 ○ Routing strategy: one of the most challenging aspects in NGSO constella-
tion is the generation of the best inter- satellite route to connect any pair of 
network nodes. Two main options are available for the design of the rout-
ing strategy: ground- based (centralized) or autonomous (distributed). In 
the former case, the routing is decided by the ground segment and then the 

Table 9.2   Frequency bands assigned to inter- satellite service by ITU [2]

Frequency bands

22.55–23.55 GHz
24.45–24.75 GHz
25.25–27.5 GHz
32.3–33 GHz
54.25–55.78 GHz
55.78–56.9 GHz

56.9–57 GHz
57–58.2 GHz
59–59.3 GHz
59.3–64 GHz
64–65 GHz
65–66 GHz

66–71 GHz
116–119.98 GHz
119.98–122.25 GHz
122.25–123 GHz
130–134 GHz
167–174.5 GHz

174.5–174.8 GHz
174.8–182 GHz
185–190 GHz
191.8–200 GH
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 information of the updated routing tables is broadcasted to the satellites. In 
this case, an optimal solution can be found using the ground computation 
resources, with the impairment of having very frequent updates that requires 
a large ground station network to ensure availability of a satellite- to- ground 
connection [46]. Moreover, this centralized approach scales inefficiently 
with the number of satellites in the constellation, being O(N2) the computa-
tional complexity of the Dijkstra’s shortest path algorithm [47]. On the other 
hand, in a distributed approach each node (satellite) of the network decides 
its paths independently typically using a link to exchange information be-
tween neighbour nodes. The distributed approach exploits the predictability 
of the LEO constellation topology and increases the resilience of the routing 
as it is realized in each node with independence of the rest of the network 
[46]. In contrast, a large effort to optimize the algorithm implementation on- 
board must be carried out to deal with the constraints of energy, mass and 
processing capabilities.

 ○ Constellations with diverse topologies: in contrast to Walker- based systems, 
current constellations include satellite in planes with different inclinations 
and altitudes, e.g. combining LEO and Very Low Earth Orbit (VLEO). 
These new deployments introduce another challenge to ISL as satellites 
must be capable of producing intra- plane and inter- plane ISLs, but also ISLs 
between satellites positioned at different altitudes.

 • Challenges associated to the system operation

 ○ Angular scanning of the ISL antenna: depending on the field of view of the 
antenna, the number of visible satellites will be different. Thus, the rout-
ing strategy of the ISL in the constellation will be driven by the explora-
tion range of the ISL antenna beam. In Reference 48, digital beam- steering 
and beam- switching with a Butler matrix are compared for inter- plane links 
in Walker Star constellations. Relative polar angles between satellites of 
100±10 degrees are considered, which represents a challenge for ISL an-
tenna in terms of angular scanning. Results show that in order to maximize 
data rate performance it is convenient to increase the number of antenna 
elements and reduce the matching period.

 ○ Limitations on re- entry: selection of adequate materials for the ISL pay-
load in terms of complete burn up during re- entry is also required. A 
1- to- 10,000 probability of human casualty due to an impact of a satellite 
part after re- entry is usually accepted as a threshold by space agencies 
and nation states [49]. As an example, the silicon- carbide components 
whose melting point is 2730°C [28] used in the mirrors of optical ISL 
do not satisfy that requirement and have to be replaced by another mate-
rial [4].

 ○ Other system aspects: operation of the ISL during constellation deployment 
or the update of the routing strategy by ISL are system operation aspects that 
shall be considered in the design of the constellation.
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9.5  Enabling technologies for ISL

9.5.1   Introduction
Depending on the mission and communication requirements of the link, the ISL can 
be implemented with optical or RF technology. There are, as discussed in the previ-
ous sections, many in- orbit validated systems, experiments, and demonstrations that 
have been deployed to help in the implementation of the most suitable technologies 
for ISL terminals.

ISL can be implemented using RF (mainly in Ka and E bands) or optical com-
munications technology. Both technologies present advantages and drawbacks and 
the decision to select one of them must be carried out under a trade- off considering 
diverse aspects like attitude control accuracy, power consumption, size and mass, or 
technology maturity.

Besides, for optical ISL terminals, enabling technologies are not only about 
terminal sub- systems but also about the attitude determination and control system 
onboard the platform that determines the feasibility of the connection between trans-
mitter and receiver. In addition, aspects related to the platform such as the vibration 
is critical and shall be taken into account in the design process.

9.5.2   Radiofrequency
For RF implementation at Ka and E bands, the enabling technologies focus on the 
power amplifiers (PAs) and the antenna aperture to enable beam steering.

9.5.2.1  Power amplifiers
PAs are the first critical component in ISL RF terminals.

PA technologies at microwave frequencies typically use GaN technology for 
better efficiency and higher power, but it is not usual to find GaN devices that work 
in V or E bands (40–75 GHz and 60–90 GHz, respectively). Some experimental 
GaN devices show promising results but have not been commercialized yet, and 
it is challenging to find commercially available GaN devices above 40 GHz. Also, 
although SiGe and CMOS devices can work at higher frequencies, their power lev-
els are low and combined solutions with many elements are needed to reach the 
required Effective Isotropic Radiated Power (EIRP) of the ISL.

Thus, while phased array and active antenna technology have proved effective 
at increasing the gain and EIRP of antennas, as well as providing beam- steering 
capabilities, as the frequency increases the half- wavelength dimension becomes 
smaller and they become difficult to fabricate. Increasing the number of elements 
also increases power consumption, so using high- power GaAs devices with fewer 
elements using subarrays architectures has become the best solution for E band links.

Efforts have been done in silicon- based millimetre- wave systems. At E band, 
several applications such as automotive radars [50–52], image sensing [53, 54] and 
short range and high data rate communications [55] can be implemented. In this 
sense, the main evolution of E and W band (75–100 GHz) amplifier is driven by the 
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automotive radar industry. Thus, the frequency range of Commercial- Off- The- Shelf 
(COTS) PAs is likely from 70 to 86 GHz while ISL frequencies at the E band are 
located between 60 and 70 GHz. Some transceivers using 65- nm CMOS technology 
in D- band (110–170 GHz) have been reported in the literature [56] for applications 
in WPAN and IoT.

There are some solutions in previous frequency bands like those proposed by 
MACOM, Analog Devices and ERAVANT. In this line, MACOM offers three PAs 
with a maximum output power of 23.4, 24, and 26 dBm [57]. Furthermore, Analog 
Devices proposes a PA for applications from 71 GHz to 76 GHz with 24 dBm of 
maximum output power [58]. ERAVANT (formerly SAGE Millimeter) provides E 
band power amplifiers with an output power of 24 dBm [59].

To date, no single silicon- based power amplifier working above 60 GHz has 
been reported with output power higher than 27.3 dBm. Figure 9.5 shows one solu-
tion to provide 5 W with E band amplifiers based on ERAVANT solution [60]. This 
solution needs 33 W of DC power, so it has an efficiency of 15%. The very low 
efficiency of the PAs at the E band is one of the major challenges to be solved if ISL 
for broadband or high- capacity satellite nodes is intended to be implemented with 
RF technology.

From the literature, Wagner and Rebeiz [61] present a set of wideband, fully 
integrated Eb and PAs designed in 0.12-μm silicon- germanium (SiGe) BiCMOS and 
working in the range of 60–75 GHz. The single, four- way, and eight- way combined 
PAs achieve saturated output powers of 16, 19.5 and 24 dBm with peak power- 
added efficiencies of 18%, 11% and 12%, respectively. Lin and Rebeiz [62] present 
a fully integrated 16- way power- combining amplifier for 67–92- GHz applications 
in an advanced 90- nm silicon germanium technology. As explained by the authors, 
the power combining amplifiers achieves a small- signal gain of 19.3 dB at 74 GHz, 
and output power of 25.3–27.3 dBm at 68–88 GHz with a maximum power added 
efficiency of 12.4%.

Regardless of the push for integration, silicon technologies are limited to gen-
erating large output powers at millimeter wave frequencies due to the breakdown 

Figure 9.5    E band amplifiers combined for 5 W of RF linear power ( � 33  W of 
DC power). [ERAVANT authorized use of image]
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voltage and transistor size and are often outperformed by other technologies such as 
GaAs, GaN and InP. Moreover, current technology must be adapted to the operation 
in space environment conditions.

9.5.2.2  Antenna apertures
Being the antenna aperture of one of the most critical part of one RF ISL terminal, it 
is important to highlight that future communication networks will use the satellite as 
a node. In this sense, the relative position and orientation between satellites changes 
over time and the antenna aperture needs to be reconfigured or the beam steered. 
Thus, the capacity of the antenna to steer its beam is an important technological 
challenge at millimetre wave frequencies that need to be solved if antenna technolo-
gyis going to be part of the future ISL terminals.

Regarding the size and power capacity of the new satellite platform intended for 
satellite constellation, low profile and high- power efficiency are two key specifica-
tions of the future ISL terminals. For this, the discussion here will be focused on three 
steering concepts: phased array, dielectric lens and frequency selective surfaces with 
switched- beams of shifted apertures, and reconfigurable antenna materials.

 • Phased Arrays [63]: These antennas utilise constructive combining of incident 
signals at the individual antennas which are phase shifted before combining. 
Phased arrays can be considered as the most conventional method of electrical 
beam steering, and a wide spectrum of phase shifting techniques have been 
developed to suit different applications and frequency ranges.

 • Dielectric lens and frequency selective surfaces with switched beams or shifted 
apertures: On higher frequencies, mainly upward of Ka band, radio waves can 
be redirected in similar fashion as visible light using dielectric lenses or fre-
quency selective surfaces [50]. For beam steering, the aperture is moved in front 
of the antenna element or several antenna elements can be switched to change 
the beam. The main advantage of these concepts is that they allow the design of 
a fixed antenna and thus allow a simpler mechanical structure for the antenna 
system.

 • Reconfigurable antenna materials [64]: In this case, the beam steering is achieved 
by using functional materials such as ferrites, ferroelectrics, Barium Strontium 
Titanate capacitors, filters, and phase shifters in thin- or thick- film technology 
and the Microwave Liquid Crystal technology beyond optics. With the evolu-
tion of LC mixtures in the early 2000- decade, new concepts with appropriate 
biasing schemes have enabled the design numerous high- performance micro-
wave components and devices in the RF domain.

The presented reconfigurable antennas are based on different technologies but 
the most important is the layer that contains the reconfigurable RF components such 
as RF- MEMS, PIN- diodes and varactors, the photo conductors for optical switches 
as well as lighter and more precise positioners [65, 66]. Besides, the future in the 
development of steerable antennas seems to be in line with the development of new 
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reconfigurable and low- loss materials [67]. However, there are significant chal-
lenges related to the manufacturing techniques and the novel concepts and design 
that will propose novel RF reconfigurable components [68].

In the near future, researchers and engineers involved in circuit and system 
design for new communication platforms such as future satellite constellations in 
MEO/LEO need to follow up the direction of technology evolution that other sectors 
of industry trace. Figure 9.6 presents a categorization of reconfiguration technolo-
gies where the arrow represents the direction of efforts on technology development 
in order to move up in frequency and to increase communication capacities.

The Ka band ISL terminals need to be miniaturized since the main applications 
are for a low rate or low capacity such as IoT communication services [69]. These 
applications are related to small platforms that provide low power and require low 
volume and low mass, but the performance must be guaranteed for a lifetime above 
3 years. The challenge for the implementation of the LEO to LEO ISL at the Ka 
band is the fact that when low power is available, the antenna size results large for 
small satellite platforms making integration unfeasible. Furthermore, large antennas 
require Antenna Pointing Mechanism (APM) that results in being bulky and heavy 
as can be observed in Figure 9.7.

For navigation satellites, there is the need for high gain and low side lobe 
antennas for long- lasting ISLs. These antennas consist of the RF parts, the struc-
ture, deployment and pointing mechanisms, and thermal and control subsystems. 
Figure 9.7 shows an ISL reflector antenna for navigation satellites excluding thermal 
control sub- system [70].

In order to achieve faster beam switching time and avoiding the use of APM sys-
tems that has several impairments such as power consumption, volume, weight, and 
the need for other complementary sub- systems, there is the option of using Phased 
Array Antennas (PAAs) at Ka band [70]. However, PAA also has technological 
impairments such as reduced scanning angle, phase centre stability, [71] and delay 
stability. Furthermore, depending on the operation frequency, the implemetation 

Figure 9.6    Proposed technology roadmap for reconfigurable antenna apertures 
in ISL terminals
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of the PAA can result in a complex calibration system offering lower reliability. 
Finally, PAA requires exhaustive measurement for its verification and calibration 
[72]. The calibration process can be off- line, on- site, and online depending on the 
antenna implementation and accuracy requirement. It is assumed that when high 
gain PAA is required, a more complex calibration system and algorithm have to be 
implemented [71].

In the satellite communications business, during the last decades there is a huge 
need for high- speed radio links capable of achieving system capacities above the 
Tbps. In this scenario, from the RF perspective, the antenna and amplifier technolo-
gies play a vital role to achieve better efficiency of the channel. Thus, gigabit com-
munication is possible in millimetre- wave technology [73] and so the E band is the 
best suitable band in the near future for millimetre- wave technology.

For broadband services, there are ISL antenna proposals based on E band tech-
nologies. In this case, antenna size results smaller at the time that less power is 
needed for the range between satellites providing higher capacity links. However, at 
E band frequencies the amplifier and electronically steered antenna technologies are 
not mature yet. Thus, E band RF components need further effort for development of 
new solutions that comply with the ISL requirement. Furthermore, aperture antenna 
technologies need to improve the steering and commuting solutions in terms of com-
plexity, power consumption, volume, and cost.

Next, four aperture technologies from the state of the art that aim in the solution 
of E band needs of steerable beam antennas are introduced. These technologies are 
phased array, APM, Fresnel zone lenses, and magnetic surface or bull- eye antenna 
concept.

For large onboard phased array based on waveguide technology, SWISSto12 
[74] proposes a modular approach for the realization of such large arrays. The 
modules are very light (5 times lighter compared to conventionally manufactured 
antennas), require minimal assembly, and simplify notably the integration in the 
spacecraft. Additional advantages of this technology are excellent RF performance, 

Figure 9.7   ISL reflector antenna for navigation satellites (adapted from [70])
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especially very low insertion loss due to the limited number of interfaces; clusters 
enhancing the mechanical performance of the payload, freedom in the array shape; 
etc. Designs are available from X- to Q- band [74].

Anteral [75] is presenting also a novel solution for E band antenna systems [76, 
77] that achieve high gain antenna design with a low profile, weight and cost. This 
design based on 3D printing technologies has a realized gain of 40 dB being a suit-
able solution for in- plane RF ISL terminals for LEO constellations (Figure 9.8a).

Figure 9.8b shows an example of an antenna over a positioner like the X- band 
high- gain horn antenna from Surrey Satellite Technology Ltd. (SSTL) presented in 
Reference 78. The antenna can be mechanically steered toward the ground station 
while the satellite is moving. This antenna can radiate either right- or left- handed 
circularly polarized signals by modifying the feed position. It operates at X- band but 
the aperture can be implemented to operate at the E band. The antenna can achieve a 
wide scanning range, is robust, and has a low cost. Planar antennas are attractive for 
small satellites as they can be easily integrated with the satellite body.

Regarding the Fresnel zone lens antenna, one way to implement a multi- 
dielectric lens is to use solid rings of different materials with different  "r  as pre-
sented in Figure 9.8c. In Reference [79], a 3D printed- based model designed for 
60 GHz with high gain and fed by a patch is presented. However, another approach 
to the solution of having different dielectric constants in the lens is possible, such 
as the one proposed in References [80–82], which consists of starting from a sheet 
of the same material and performing perforations in it in order to change its dielec-
tric constant. It should be noted that this design technique avoids the problem of 
the commented assembly and is therefore particularly attractive for the design of 
Fresnel Zone Plates (FZP).

Authors in Reference [83] present a new approach to designing V- band Bull’s 
eye antennas so as to produce multiple beams which are either fixed or discretely 
steerable (Figure 9.8d). Bull’s eye antennas comprise concentric rings around a sub-
wavelength aperture. Beam deflection is accomplished by adjusting the effective 
spacing of the rings, which they explain in terms of the coupling angle to free space 
and surface waves.

Figure 9.8    Example of antenna technologies for RF ISL terminals. (a) 3D 
printed Eband antenna and diplexer [ANTERAL authorized use of 
image]; (b) Antenna over 2 axis positioner; (c) Switchable beam 
Fresnel zone antenna; (d) Bull eye antenna for small satellites
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9.5.3  Optical
By optical ISLs we mean the application of Optical Wireless Communications 
(OWC) to unguided free space conditions, a technology named Free Space Optics 
(FSO). In FSO, an optical signal is transmitted through an unobstructed path to an 
optical receiver. In the case of ISLs, the medium is vacuum and does not include 
atmosphere. A FSO transmitter consists of a laser whose intensity is modified by an 
electrical signal modulated by the input data. The modulated laser beam is directed 
through a telescope to the receiver. After the signal crosses the unguided medium, 
it is received in the receiver telescope, where a photodetector converts the optical 
signal to an electrical signal that is demodulated to extract the information [84].

As reported in Reference 85, the first LEO- to- LEO optical ISL was successfully 
carried out in 2008. It consisted of communication between two large EO satellites: 
TerraSAR- X and NFIRE (Near- Field Infrared Experiment). Onboard optical termi-
nals needed less than 25 seconds on average to lock on and establish a 5.6 Gbit/s 
link at distances between 3,700 and 4,700 km with a maximum range rate of 8,500 
m/s [86].

Regarding tracking in optical ISL, the terminal has to detect the laser beam 
through the acquisition, tracking, and pointing (ATP) system that controls the opti-
cal antenna. It is important to emphasize that the laser beam divergence is very 
narrow, so a high precision ATP has to be installed onboard under additional minia-
turization requirements [87].

Following, we present in Table 9.3 a comparison of nowadays optical ISL 
terminals developed. The power and capacity are related to the satellite market 
and so is the link distance. An important information about these terminals is 
their maturity. For the case of Mynaric CONDOR terminals, there are the Mk2 
and the Mk3 for up to 5,000 km and more than 7,500 km, respectively [88]. The 
CONDOR Mk3 has a hyper hemispherical steering range and uses two wave-
lengths to separate transmission and reception (1553/1536 nm) and it is adaptable 
to flat panel satellite platforms [89].

Besides, General Atomics [90] presents the Optical Communication Terminal 
with a data rate up to 5 Gbps and for an estimated maximum range of 5,000 km. 
Furthermore, General Atomics is planning to make a validation experiment of the 
40 Gbps terminal onboard a 12U satellite at the end of 2021.

Finally, one of the most mature providers of optical communication terminals 
is TESAT, offering different options for GEO- GEO, LEO- GEO, LEO- LEO and 
LEO- Ground station markets [91]. The ISL terminal options from TESAT have 
1.8 Gbps and 10 Gbps, although the 100 Mbps CubeLCT terminal for CubeSat to 
GS is expandable for ISL [92]. The PIXL- 1 is a technology demonstration mis-
sion that incorporates a CubeLCTterminal [93] in a 3U CubeSat to demonstrate the 
operation of the optical payload described in Reference [92]. TESAT ConLCT [94] 
(Figure 9.9) showed its performance with the coding and framing according to the 
SDA standard, data rate, wavelength compatibility, tracking tone, waveform cap-
ture, and continuous data transfer in a terrestrial test prior to its implementation for 
ISL in the SDA Tranche 0 constellation [95].



Table 9.3   Optical ISL terminals (adapted from [84])

Company Terminal
Capacity 
[Gbps]

Link 
distance 
[km]

Power 
consumption (PC) 
/ Transmit power 
(PTX) Mass [kg]/Volume [cm3]

Satellite 
market Maturity

Mynaric CONDOR 
Mk3

10 (variable) 8000 PC = 150 W
PTX =3 W

OSA (Optical System Assembly): 
35.1 x 21.0 x 17.0

Dual EB (Electronics Box): 16.1 
x 33.6 x 25.5

Quad EB: 16.1 x 33.6 x 37.26

LEO- LEO Acquisition, 
Tracking, and 
Pointing (ATP) 
availability

7+ years in LEO
TESAT LCT 135 1.8 80000 PC =150 W (acq.)

PC =120 W 
(comm)

PTX =2.2 W

53/
60x60x70

GEO- GEO 
(backbone)

TRL9
15 years

TESAT SmartLCT 1.8 45000 PC = 130 W 
(comm.) PTX = 
5 W

30/
35x35x30

LEO- GEO 
data relay

TRL6
10 years

TESAT ConLCT 10 6000 86 W 15 (2 subunits) LEO- LEO --
General 

Atomics
1550 nm LCT 40 2500 ─ NA/

20x20x30 cm3
LEO- LEO DEMO in 2021 

of two 12U 
CubeSats

TESAT CubeLCT 0.1 -- PC =8 W
PTX=100 mW

0.36 / 9 x 9.5 x 3.5
(~ 0,3U)

CubeSat- GS* PIXL- 1 mission

*It is a Cubesat to GS optical terminal, expandable for optical ISL
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9.5.4   Comparison
A comparison between RF and optical technology for implementing ISL can be real-
ized using the following items [84, 85]:

 • Bandwidth: thanks to the increase in the carrier frequency, usable bandwidth 
is in the order of 100 THz for optical links, which is five orders of magnitude 
relative to a typical RF carrier used in ISLs.

 • Frequency allocation: in RF, frequency use is regulated and assigned by ITU. In 
congested bands, coordination is required and interference with adjacent carri-
ers may appear due to the frequency reuse. On the contrary, optical systems are 
free from spectrum licensing, which reduces set- up time.

 • Beamwidth- Beam divergence: optical beam suffers from beam divergence in 
the link, which causes that part of the transmit beam not to be captured by the 
receiver, implying a loss that increases with the length of the link. Similar to the 
antenna beamwidth in the antenna pattern, the optical beam divergence is pro-
portional to  �/DR ,  �  being the wavelength and  DR  being the aperture diameter. 
As the wavelength used in optical links (typical 1,550 nm) is significantly lower 
than in RF (1 mm at 30 GHz), the intensity of the optical signal at the receiver 
is higher for the same transmit power.

 • High directivity: the advantage of the directivity for an optical terminal is given 
by the ratio of antenna gain as

 

Gainopt
Gainradio

�

4� /�2div�opt�

4� /�2width�radio�   
(9.1)

Figure 9.9    TESAT ConLCToptical terminal (@TESAT) [TESAT authorized use 
of image]
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where 
 
�div
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opt
�
 
 and 
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�
 
 are the beam divergence of the optical terminal and 

the antenna beamwidth of the RF terminal, respectively. As the optical wavelength 
is much smaller than that of RF, the optical directivity is significantly higher.

 • Power and mass requirements: thanks to the higher directivity of the beam in 
optical links, less power and aperture size are required compared to RF.

 • Doppler shift: deviation in the frequency received relative to the transmit fre-
quency depends on the range rate between the two ends of the communication. 
Doppler shift, thus, depends on the constellation orbits followed by the two 
satellites [96]. In ISLs the Doppler shift is especially in inter- plane links with 
upward and downward satellites and when the orbital altitudes are different. For 
example, the Doppler shift is around ±7.5 GHz in an ISL between LEO and GEO 
satellites. For a 2 GHz radio signal, the Doppler shift is reduced to ±140 KHz 
[85]. Thus, in order to avoid loss of data due to frequency mis- synchronization, 
mitigation techniques like using optical phase- locked loop (OPLL) or coopera-
tive frequency tuning between transmitter and receiver are required.

 • Platform effects and tracking: one of the features of optical transmitters is the 
narrow beam which can be on the order of 100 μrad [97]. Thus, complex and 
high accuracy pointing and tracking mechanisms are required on board to avoid 
pointing losses.

 • Security: optical communication cannot be intercepted due to the narrowness 
of the laser beam.

 • Interference: due to the narrower laser beams, optical links do not generate 
interference to other systems and are hard to jam or eavesdrop.

 • Noise: in RF receivers, the noise is mainly due to the thermal noise and excess 
noise in amplifier, while noise in optical links comes from the variations in 
the photon flux being detected. Noise in the optical detector can be shot noise 
and excess noise factor from the APD detector, while thermal noise (Johnson 
noise) appears in the electronics preamplifiers 39. Another noise source in opti-
cal links is the background noise from the Sun and other sources, which can be 
controlled by reducing the receiver optical bandwidth [85].

Table 9.4 summarizes the comparison between RF and optical technologies for 
ISL.

Finally, Table 9.5 summarizes the most significant figures to compare the per-
formance and main characteristics of RF and optical ISL terminals considering link 
budget and technology analysis. In this sense, within a similar case study, two pro-
posals for RF ISL Terminals at 33.65 GHz and 70 GHz are compared to the TESAT 
ConLCT (TESAT’s Constellation Laser Communication Terminal) [94]. For this, 
the range of RF scenario is set to 5,200 km while the specification for TESAT is 
6,000 km, the antenna aperture diameter is 0.55 m and the transmit power is 15 W 
for the RF proposals.

The ISL distance is set to 5,200 km since at Ka band it is the larger range 
for which the throughput of 2 Gbps with the limitations of power and bandwidth 
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detected. Furthermore, the power is set regarding the available power limited to 88 
W at 70 GHz due to the low power added efficiency (PAE) of maximum 17% that 
matches well with the total optical terminal power required. It must be highlighted 

Table 9.4   Trade- off analysis of RF vs Optical for ISL

Item RF Optical

Frequency band Regulated use by ITU
Some ISL bands still far 

from technology maturity

Not regulated by ITU

Bandwidth Limited depending in the 
frequency band

Large

Directivity High (depending on 
aperture electrical size)

Significantly higher for the use 
of lower wavelengths

Beamwidth/Beam 
divergence

Narrow Extremely narrow

Pointing mechanism Mechanical or electronic Mechanical or beam steering 
mirrors

Pointing requirements Less stringent Highly accurate
Power Higher transmission power 

to compensate path losses
Lower transmit power due to 

lower beam size
Mass Higher Reduced (smaller aperture)
Interference Typ. wider beam than laser

Performance degradation 
due to neighbouring ISL 
interference

High directivity
Beam spread 1,000 times 

smaller than RF

Doppler shift Depends on carrier 
frequency

Large
Requires complex mitigation 

techniques
Security RF signal can be detected 

and interfered
Ultra- reliable communications

Platform vibration Negligible effect Very sensitive

Table 9.5   Performance analysis of RF and optical ISL for a LEO- to- LEO link

LEO to LEO link RF
Optical (TESAT 
ConLCT terminal)

Frequency 33.65 GHz (Ka) 70 GHz (E band) --
Bandwidth 0.7 GHz 1 GHz --
ISL distance 5200 km 5200 km 6000 km
Throughput 2 Gbps 4.1 Gbps 10 Gbps
Transmit Power 15 W 15 W 10 W
Antenna diameter 0.55 m (15.3x) 0.55 m (15.3x) 3.6 cm
Beamwidth/Beam 

divergence
1.09 deg 0.53 deg < x10-3

Estimated mass 55 kg (3.7x) 48 kg (3x) 15 kg
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that in RF scenarios, the DC power presented is only for driving the PAs. Besides, 
there is no COTS (Commercial- Off- The- Shelf) PA that provides 15 W of RF power. 
Thus, complex power combining networks and their implementation need to be 
developed.

With respect to the antenna diameter, it is noticed that a larger antenna and so a 
small beamwidth are needed to avoid high interferences. In the case of Ka band, the 
beamwidth doubles than the E band. Besides, optical beam is significantly narrower 
so a more accurate attitude control and mechanical pointing, acquisition and track-
ing system is required.

In conclusion, in order to decide on RF or optical technologies for ISL a 
trade- off analysis is required. Today, ISL technology efforts are being pushed by 
the deployment of NGSO constellations for broadband services, with Telesat and 
Starlink fostering optical ISL. However, although optical technology is mature, an 
important effort shall be carried out to miniaturize the optical terminals that have to 
be integrated into small satellite platforms. The use of RF ISL is limited by the low 
power efficiency of actual high PAs, which drastically reduces the capacity of the 
links and compromises the use of electrical power on board.

9.6  Case study for the design of an RF ISL antenna

9.6.1   Presentation of the case study
In this section, a representative case study to define the requirements of a RFISL in 
terms of link budget requirements and antenna selection is presented. The scope of 
the case study is the design of a terminal for ISL for a NGSO constellation formed 
by small satellites, with a special focus on the antenna used for the ISL. Both intra- 
plane and inter- plane links are considered in the analysis.

The case study analysis is based on a Walker- Star constellation with 648 sat-
ellites distributed in 18 planes with 36 satellites each. Satellites describe circular 
orbits at an altitude of 650 km with an inclination of 86.4 degrees. This constella-
tion has been selected as it allows the analysis of inter- plane ISLs when satellites 
move in the same direction and in opposite directions. Figure 9.10 shows the 3D 
view of the scenario, where satellites in the same orbital plane have been plotted 
in the same colour.

9.6.2   Link budget analysis
As an initial hypothesis to establish the link budget, we assume that satellites estab-
lish either intra- plane with the previous or fore satellites or inter- satellite link ISLs 
with the nearest satellites in the adjacent planes. In both cases, the ISL range depends 
on the orbital altitude. For intra- plane links, the range depends on the number of sat-
ellites per plane, whereas for inter- plane satellite links the number of planes shall 
be considered.

We first evaluate the variation of free space propagation losses in intra- plane 
and inter- satellite link ISLs with the number of satellites and the number of 
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orbital planes, respectively. Free space propagation losses  Lfs  in dB are calcu-
lated as

 
Lfs = 10log10

�
4�dISL
�

�2
  

(9.2)

where  dISL  represents the inter- satellite link distance and �  is the wavelength of the 
carrier frequency.

Figure 9.11 represents the ISL range and free space losses in intra- plane ISLs 
at an altitude of 650 km for two representative frequencies of ISL: 33.65 and 67.5 
GHz. Variation with the number of satellites in the orbital plane is shown. A constel-
lation with 36 satellites per plane has a range in the intra- plane links of 2,440 km 
which leads to propagation losses of 190.7 and 196.8 dB for the two frequencies, 
respectively. Due to the geometrical configuration, range and losses decrease when 
the number of satellites per plane increases, with the disadvantage of requiring more 
hops for a given end- to- end routing.

Figure 9.12 represents the range and free space propagation losses between sat-
ellites in adjacent planes assuming the two satellites are located in the Equatorial 
plane and as a function of the number of polar planes of the constellation. For 18 
orbital planes, the distance between satellites in the equatorial plane at an altitude 
of 650 km is 2,440 km, which implies losses of 190.7 and 196.8 dB for 32.65 and 
67.5 GHz, respectively. Similar to the behaviour in intra- plane links, increasing the 
number of planes, the link range is reduced and thus the propagation losses.

Figure 9.10   3D view of the constellation used for the analysis of the case study
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Variations of the relative positions of satellites in adjacent planes the reference 
constellation can be seen in Figure 9.13.

Next, an analysis of the EIRP and G/T requirements is presented. Any radio 
link, and in particular, an ISL link can be sized according to the next expression:

Figure 9.12    ISL range and free space propagation losses for inter- satellite links 
for an orbital altitude of 650 km (satellites located in the Equatorial 
plane)

Figure 9.11    ISL range and free space propagation losses for intra- satellite links 
for an orbital altitude of 650 km
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C
N
= EIRP +

G
T
� Lfs � Ladd � K � B  

(9.3)

where

 • C/N represents the received carrier power to noise power ratio (in dB)
 • EIRP is the figure of merit of the transmitting satellite terminal (in dBW)
 • G/T is the figure of merit of the receiving satellite terminal (in dB/K)
 •  Lfs  represents the free space propagation losses (in dB)
 •  Ladd   represents the additional losses in the link, e.g. pointing losses (in dB)
 •  K   is the Boltzmann constant (−228,6 dB (W/Hz/K))
 •  B  is the noise bandwidth (dB (Hz))

In order to evaluate the link requirements, some of the trade- offs that arises from 
the variations of system parameters are analysed. Figure 9.14 shows the EIRP and 
G/T trade- off of the ISL payload for an ISL range of 2,000 km, 33.65 and 67.5 GHz 
as carrier frequencies and a noise bandwidth of 25 MHz. The trade- off is presented 
for C/N requirements of 10, 15 and 20 dB. Pointing losses of 0.5 dB are considered 
at each of the two ends of the link.

Let us take as reference an EIRP of 41dBW in the transmit side and a G/T 
of 9 dB/K in the receive side, to achieve a C/N of 15 dB for the 33.65 GHz link. 
Considering a total noise temperature of 180 K, the required antenna gain in transmit 
and receive is 31.5 dBi and a transmit power of 10 W, which represents a −3 dB- 
beamwidth of 5.6 degrees. We have a trade- off between transmit power and beam-
width against the platform requirements of power and attitude control to minimize 
pointing losses, and the optimum EIRP and G/T requirements has to be selected 
according to the platform.

Figure 9.13    Detail of the relative positions of satellites in adjacent planes: front 
view (left) and zenital view (right)



Figure 9.14   EIRP and G/T trade- off for an ISL of 2000 km at a frequency of 33.65 (left) and 67.5 GHz (right)
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The trade- off between transmit power and antenna gain can be analysed. 
Figure 9.15 shows the transmit power requirements for different bit rates using the 
DVB- S2X transmission system [98] for an antenna gain of 30 dBi and bandwidth of 
25 MHz for 33.65 and 67.5 GHz. The higher the transmit power, the most efficient 
modulation and coding scheme can be used, increasing the bit rate in the link. The 
curve shows a staircase similar to the quantification of the symbol energy- to- noise 
power spectral density requirements of the transmission schemes in DVB- S2X. As 
expected, significant reduction of the achievable rate is appreciated when the fre-
quency of the link is raised from 33.65 to 67.5 GHz.

9.6.3   Analysis of angular scanning requirements
The required scanning range to steer the antenna beam and maintain the communi-
cation between two satellites in adjacent planes, for ascending and opposite trajec-
tories starting in the Equator to the pole, is presented.

We present elevation, azimuth, and range variation during an orbital period 
from a satellite to the neighbour in an adjacent plane when both move in the same 
direction (Figure 9.16) and when both satellites are moving in opposite directions 
(Figure 9.17). In both scenarios, the reference Walker- Star constellation with 18 
planes and 36 satellites per plane, inclination 86.4 degrees and altitude 650 km is 
considered.

There are many differences between the two scenarios. First is the time during 
which both satellites are visible. In the first scenario, both satellites are visible all the 
time as they move in the same direction in the whole orbit, whereas in the second, 
the satellites are only visible when they are near the Equatorial plane. In the second 
scenario, satellites are only visible when the satellites are closer than 4,000 km, 
which represents 16.5% of the orbital period.

Figure 9.15   Transmit power requirements for different bit rates in the ISL link
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Second, variation in the link angle is also noticeable. In the first scenario, satel-
lites get closer to the poles (300 km) and have a maximum range of 1,300 km close 
to the Equator. Close to the poles, satellite trajectories cross each other and change 

Figure 9.16    Elevation, azimuth and range for an inter- plane ISL during an 
orbital period (satellites in the same direction)

Figure 9.17    Elevation, azimuth and range for an inter- plane ISL during an 
orbital period (satellites in opposite directions). Blue (thick): 
satellites visible; red (thin): non- visible satellites
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their relative position before and after the crossing. In the second scenario, satellites 
are visible for a short period of time (in the simulation of Figure 9.17, satellites are 
visible in the Equatorial plane) with a range variation between 1,500 and 4,000 km. 
Satellites move in opposite directions make the view angle changes rapidly while 
they are visible.

Third, due to the larger difference in the relative velocity of the two satellites 
in the second scenario, the acquisition and tracking procedures of the terminals 
(mainly in elevation) must be faster during the contact times. When the satellites 
orbit in the same direction, the angular range is concentrated below 10 degrees in 
elevation. When spacecrafts move in opposite directions, the elevation range reaches 
70 degrees during the reduced contact time.

9.6.4   Requirements of the ISL antenna and candidate technologies
The following mission aspects and constraints will drive the selection of the ISL 
payload and antenna technology [13, 50]:

 • Imposed by the mission:

 ○ Exploration: due to the relative movement of the satellites in inter- plane 
links, the antenna shall be able to steer the beam in a wide angular range that 
depends on the number of orbital planes in the constellation and the number 
of satellites per plane. Antenna aperture and beamwidth must comply with 
pointing and tracking requirements of the ISL.

 ○ Knowledge of the constellation status: antenna control unit must have infor-
mation on the status of neighbour satellites to confirm the availability of a 
potential link.

 ○ Space environment: materials of the ISL payload must be compliant with the 
conditions imposed by the space environment (thermal, avoid out- gassing, 
radiation, effect of temperature, etc.).

 • Imposed by the platform:

 ○ Launcher conditions: the ISL payload must be compliant with launcher vi-
brations and the conditions imposed by the space environment.

 ○ Deployment and allocation of satellites in the launcher: in multi- satellite 
launches, ISL antennas should minimize the impact on the satellite alloca-
tion to ensure the number of satellites per launch is not affected.

 ○ Power constraints: due to the limited available electrical power on- board, 
the antenna and RF design shall provide the minimum losses.

 ○ Mass: ISL payload will have to comply with the mass budget imposed by 
the platform.

 • Imposed by the communications:

 ○ Link budget: antenna gains, transmit power and noise figures at the receiver 
shall be selected according to the variable range of the ISL.
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 ○ Duplex method: in general, ISLs will be used in transmit and receive modes. 
The best duplex method shall be defined according to the communications 
service. The selection of Frequency Division Duplex (FDD) or Time Divi-
sion Duplex (TDD) will affect the antenna design.

 ○ Frequency band: ISL link frequency shall be selected according to 
ITU- R and considering the state of the art of the technology of RF  
components.

 ○ Polarization: circular polarization with a low axial ratio shall be used to 
minimize the polarization loss factor that linear polarization could produce 
in the ISL in case polarization axis is not properly aligned

A preliminary list of system- level requirements applicable to the antenna design:

 • Antenna shall be directive with an EIRP constrained by the required ISL trans-
mission rate and constellation geometry.

 • Losses in the antenna shall be reduced. Due to the limitations of electrical power 
on- board, losses contribute to reducing the effective transmit power. Thus, the 
higher the losses, the lower the range or the lower the throughput available in 
the link.

 • ISL throughput shall be as large as possible. This will lead to the use of mil-
limetre wave frequencies where the available bandwidth is larger than in lower 
frequency bands.

 • Beam scanning is required to maintain communication along the orbit while 
satellites in adjacent planes are visible.

 • Antenna shall be lightweight.
 • Integration of the ISL payload with the platform shall be easy.

From the analysis carried out previously in section 8.6 and the list of require-
ments, it is clear that a directive antenna must be used for the ISL. Mandatory 
requirements are low losses, beam- steering capability and minimal impact on the 
platform. The following technologies are candidates for the ISL antenna:

 • Reflector antennas: characterized by high directivity, low losses, and low axial 
ratio, reflector antennas will require a mechanical subsystem named APM to 
steer the beam or a feed cluster. Impact on the platform is largely due to volume, 
mass, and the addition of the APM, which can be a limiting factor for small or 
planar satellites.

 • Antenna arrays with electronic beam- steering: very powerful in terms of 
beam- steering and beamforming capabilities, antenna arrays shall be manu-
factured with low loss materials to avoid degradation of the radiation effi-
ciency. Antenna arrays can be designed modularly (radiation surface, feed 
network, control subsystem), can be reconfigurable and can be attached to 
the satellite surface without significant effect on the satellite structure [12], 
although the final design would be bulky. As well, analogue or digital phase 
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shifting can be used, and even a hybrid configuration can be designed. Apart 
from the materials used in the feeding network of the radiating array, insertion 
losses of the phase shifters can be a limiting factor for the ISL specially in 
millimetre wave frequencies.

 • Dielectric lens antenna: it is formed by a cluster of active antenna elements that 
individually illuminates a dielectric lens used as an aperture through a selec-
tion switch to synthesize a directive beam [99]. The scanning of this antenna 
operates like a switched beam antenna array, where only one of the elements 
is activated simultaneously by a switching network controlled by the on- board 
computer [100]. This technology is applicable in millimetre wave frequen-
cies due to its low losses and low mass, easy manufacturing, and large angular 
exploration range.

Figure 9.18 shows a comparison of the three candidate technologies for the 
ISL antenna in terms of power requirements, mass, integration in the platform, 
losses, reconfigurability and calibration. Due to the complexity and number 
of components of the antenna array, it is important to emphasize that antenna 
arrays with electronic beam- steering require intensive calibration procedures 
before launch and in operation, which makes the integration and control of the 
antenna array complex [72, 101]. The most balanced technology is the dielectric 
lens antenna which outperforms the antenna arrays and reflector antennas in two 
critical parameters for a small satellite: mass and integration with the platform. 
A more exhaustive comparison amongst antenna technologies can be found in 
Reference [99].

Figure 9.18   Comparison of antenna technologies for ISL
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9.6.5   ISL antenna technology selection and antenna design
From the above discussion, the dielectric lens fed by a cluster of antenna elements 
is selected to design, manufacture, test, and measure an inter- satellite link antenna 
in Eband (70–85 GHz). Although this frequency band partially covers the band 
assigned to ISL (66–71 GHz), the prototype antenna presented here shall be consid-
ered as a technology demonstrator whose performance can be extended to the ISL 
band thanks to its broadband behaviour. Thus, presented results, mass, and volume 
figures can be extended to the 66 to 71 GHz band.

In a dielectric lens antenna fed by a cluster, beam scanning is produced illu-
minating the lens with a feed located out- of- the symmetry axis (broadside) of the 
antenna. In general, beams with a large scanning angle will experience a reduction 
in the gain relative to the broadside beam. Here, instead of using a feed cluster, we 
present a proof- of- concept of a single feed illuminating the lens in different posi-
tions to demonstrate the generation of scanning (steering) beams. The model of the 
prototype is shown in Figure 9.19, where the lens is plotted in green and the feed in 
grey. As an antenna feed, a horn is selected.

Figure 9.20 shows the synthesized beam by the antenna at 16 degrees relative 
to broadside obtained in simulation. Sidelobe level (SLL) is −20 dB and the back 
radiation is minimal thanks to the proper design of the lens.

Figure 9.21 shows the setup formed by lens, feed (horn), and mechanical inter-
face to modify the relative position between lens and horn relative to the symmetry 
axis, and transition to a standard rectangular waveguide WR- 12. The setup is fin-
ished with a mechanical interface with the instrumentation to be used for verification 
and testing in e.g. anechoic chamber.

Using the mechanical set- up of Figure 9.21, the antenna can be configured to 
steer the beam in diverse directions relative to broadside. Results in Figure 9.22 
verifies the operation of the antenna in copolar and cross- polar patterns. Steering 
the beam toward 0, −8, −16, −24 and −31 degrees relative to broadside requires 
separation of 0, 2, 4, 6 and 8 mm between the feed and the symmetry axis of the 
system. SLL gets worse when the steering angle is increased, appearing a side lobe 
with a level of −15 dB at 45 degrees when the main beam is steered to −24 degrees. 

Figure 9.19    Elements of the prototype ISL antenna: front view (left); side view 
(right)
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Regarding Cross- Polar Discrimination (XPD), its value is larger than 32 dB in the 
five steering angles.

Finally, the simulated S11 of the complete setup is presented in Figure 9.23. In 
the whole frequency band, the S11 value is below −15 dB, which can be considered 
an acceptable figure for the demonstrator that shall be optimized in the final design.

9.6.6   Antenna prototype manufacturing and measurements
Figure 9.24 shows the measurement setup of lens, horn and mechanical support for 
the beam scanning. The dielectric lens has been fabricated using 3D printing with a 
grey resin with validated dielectric constant of 2.5. The horn has been machined in 
aluminium alloy AL7075, which provides steel- like strength and surface accuracy 
below 0.15 μm after the manufacturing process. The horn antenna mass is only 4 g, 
being the total mass of the final antenna given by the number of feeds, switching 
network, and support structure. The final lens design will be fabricated with 3D 
printing using Polyether Ether Ketone (PEEK). PEEK is a thermoplastic with excel-
lent properties for space missions: lightweight, strength, temperature resistance, and 
stability. PEEK has been proposed as material for the 3D printing of CubeSats [102] 
and nanosatellite [103] structures. As well, thanks to its conductive properties, it 

Figure 9.20    Antenna beam (simulated) of a single feed and lens set up with a 
beam steered at 16 degrees (directivity of 22.6 dBi)
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has been used to manufacture the surface of reflector antenna and validated in space 
conditions [104].

In Figure 9.25, the complete ISL antenna setup prior to measurements for con-
cept validation is presented. The measurement setup includes an additional transi-
tion from rectangular waveguide WR12 to rectangular waveguide WR10 for the 
connection to the instrumentation.

Figure 9.26 shows the set- up in a anechoic chamber, with a detail of the ISL 
antenna as antenna under test (AUT) in the positioner. Additional absorbing mate-
rial is used around the antenna in the setup to mitigate reflections and obtain antenna 
patterns without multipath contribution.

Figure 9.21    Mechanical model of a single feed and lens, and relative position to 
synthesize a beam steered at 16 degrees

Figure 9.22    Copolar and cross- polar antenna patterns simulated at 73 GHz of a 
single feed plus lens setup for different scanning angles (0, −8, −16, 
−24 and −31 degrees relative to broadside)
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Figure 9.23    S11 of the lens, horn plus transition from circular waveguide to 
rectangular WR12

Figure 9.24    Manufactured lens (left), horn (centre) and support (right) to modify 
the relative position between lens and hornto validate the beam 
scanning
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Before validating the ISL antenna, radiation measurements of the feed (horn) 
are carried out. This intermediate validation will confirm the correct machining 
of the feed and the correct design of the circular waveguide to WR12 transition. 
Measurements in Figure 9.27 shows the radiation pattern of the horn (E- plane) in the 
range from 70 to 85 GHz realized from the flange. It is clear from the measurements 
that no spurious modes are generated in the transition or by machining imperfections 
in the manufacturing process.

In order to validate the simulations of the complete ISL antenna in the design 
phase, Figures 9.28 and 9.29 present the antenna patterns at broadside and at two 
scanning angles, respectively. From the measurements in broadside, measured 
antenna pattern and sidelobe level matches simulation results. Measurements of 
antenna patterns out of the broadside direction are used to validate the displace-
ment of the horn to achieve the required scanning. Results confirm the relationship 

Figure 9.25    ISL antenna setup of lens, horn, waveguide transitions, and support 
to modify the relative position between lens and horn

Figure 9.26    Measurement set- up for the ISL antenna in anechoic chamber: 
complete setup (left), antenna under test (right)
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Figure 9.27   Measured radiation pattern of the horn (E- plane)

Figure 9.28    Measured antenna patterns of the ISL antenna in anechoic 
chamberat 70–75 GHz at broadside: E- plane (left) and H- plane 
(right)
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between the scanning at 16 and 30 degrees moving the feed off- axis 4 and 8 mm, 
respectively, as expected from the simulations.

9.7  Conclusions

The success of new NGSO constellations relies on a number of financial and tech-
nological issues, one of them being the use of ISLs between the satellites of the 
constellations. Thanks to ISL, the performance of the NGSO system is improved 
in terms of the number of ground station sites, end- to- end latency, capacity, service 
area and security. Moreover, the use of space systems for 5G is fostered by imple-
menting ISL as a distant gateway station that can be reached from satellites located 
out of its field of view. In fact, most of the current NGSO system for broadband 
access makes use of ISL as an intrinsic part of the system. In addition, ISL facilitates 
diverse communication architectures and can be used in other- than- communication 
missions, such as data collection space systems, fractionated spacecrafts or to sup-
port scientific missions.

However, the introduction of ISLs in NGSO satellites has a large effect on the 
platform subsystems, communication architecture, and system operation. As shown 
in section 8.4, a number of complex technical and operational challenges arise in the 
presence of ISL.

ISL in broadband constellations can be RF or optical. Each of these technolo-
gies has pros and cons, so the selection of one of them must consider systems 
aspects like mission concept, platform requirements, communication link needs 
and technology maturity. In the case of RF ISLs, the roadmap should be focused 
on the design of PAs with higher efficiency in the ISL bands as well as advanc-
ing in antenna aperture with beam steering capabilities. For optical ISLs, as the 
links are free from limiting atmospheric effects, one critical aspect is the ATP 
subsystem to align the laser beam in the presence of vibrations of the platform. 

Figure 9.29    Measured antenna patterns of the ISL antenna in anechoic 
chamberat 70–75 GHzat scanning angles of 16 (left) and 31 (right) 
degrees(H- plane)
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With both technologies, lower mass and power requirements for the ISL terminal 
are required.

Finally, the chapter presents a case study where requirements for the design of 
a radio ISL in an NGSO constellation formed by small satellites. The case study 
concludes with the presentation of prototype of an ISL antenna operating in E band 
which meets the requirements of mass, losses, beam scanning, and integration with 
the platform. The measurement results of the proof of concept reinforces the idea 
that integration of ISL in NGSO constellations, even with small satellites, thanks to 
the evolution of RF and optical technology achieved since the first NGSO systems 
were proposed in the 1990s.
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Chapter 10

Non- geostationary orbit constellation design for 
global connectivity

Israel Leyva- Mayorga 1, Beatriz Soret 2,3, Bho Matthiesen 4,5, 
Maik Röper 4, Dirk Wübben 4, Armin Dekorsy 4, and  

Petar Popovski 1,5

10.1  Introduction

Providing global connectivity is not possible with terrestrial infrastructure alone. 
This is due to a multitude of factors; the most important of which are geographical 
conditions and economic reasons. So far, it seems that every new mobile wireless 
generation has ambitions to connect sparsely populated areas, but terrestrial options 
have not proven to be cost- effective. While providing radio access merely neces-
sitates the deployment of a base station (BS) or access point in the area of interest, 
connecting this infrastructure to the core network and, hence, to the Internet through 
backhaul and, possibly, fronthaul links is much more challenging. A clear use case 
is providing global connectivity to vessels in the open ocean, where deploying BSs 
and the necessary backhaul links (i.e., sea cables) to the many possible routes is not 
feasible.

In contrast, geostationary orbit (GEO) satellites have been used to provide 
global communication coverage for several decades, for instance, for TV broadcast-
ing or maritime connectivity. In addition, Global Positioning System (GPS) is an 
example of a widespread medium Earth orbit (MEO) service. Even though GEO 
satellites are able to provide global service availability in underserved and discon-
nected areas [1], they are not efficient on their own as a competitive global con-
nectivity solution. Due to the high altitude of the orbit, GEO satellites suffer from a 
long propagation delay and a high- signal attenuation. The latter aspect is specially 
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problematic when devices with energy and size restrictions attempt to communicate 
in the uplink, which are some of the defining characteristics of Internet of things 
(IoT) devices [2, 3].

Non- geostationary orbit (NGSO) satellite constellations represent a cornerstone 
in the NewSpace paradigm and thus have become one of the hottest topics for the 
industry, academia, but also for national space agencies and regulators. For instance, 
numerous companies worldwide, including Starlink, OneWeb, Kepler, SPUTNIX 
and Amazon have started or will soon start to deploy their own NGSO constella-
tions [4], which aim to provide either broadband [5, 6] or IoT services [2]. One of 
the major drivers for such a high interest on NGSO constellations is that, with an 
appropriate design, they are capable of providing global coverage and connectivity. 
While global connectivity can also be provided by a small set of GEO satellites, 
NGSO constellations present three main advantages over terrestrial and GEO satel-
lite communications:

1. Short propagation delay: Electromagnetic waves propagate faster in the vac-
uum than in optic fibre, which has typical refraction index of  1.44  to  1.5  [7]. 
Moreover, NGSO satellites are deployed at much lower altitudes than GEO sat-
ellites, which reduce the one- way ground- to- satellite (G2S) propagation delays 
to a few milliseconds. As a consequence, the end- to- end (E2E) latency with 
NGSO satellites over long distances may be competitive and even lower than 
that of terrestrial networks [7].

2. Global connectivity: NGSO satellites can provide coverage in remote areas 
where terrestrial infrastructure is not available. Furthermore, if appropriate 
functionalities are implemented, the data could be routed E2E by the satellites 
themselves.

3. Feasible uplink communication from small devices: Due to the relatively low 
altitude of deployment and the signals propagating mainly through free- space, it 
is feasible for small devices to communicate directly with low Earth orbit (LEO) 
satellites. This has led companies and organisations to aim for integrated space 
and terrestrial infrastructures using low- power wide- area network (LPWAN) 
technologies such as LoRaWAN and Narrowband IoT (NB- IoT) [8, 9].

Based on these advantages, some of the main use cases for NGSO constellations 
include:

1. Backhauling: Inter- satellite communication can be used to transmit the data 
towards the Earth, even when the source and destination are not within the cov-
erage of the same satellite [10].

2. Offloading: NGSO constellations can serve as additional infrastructure in urban 
hot- spots where the capacity of the terrestrial network is temporarily exceeded, 
e.g., during sport and cultural events.

3. Resilience: Satellites in NGSO can serve as failback backhaul network for ter-
restrial BSs in case the primary backhaul fails, e.g., due to natural disasters.
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4. Edge computing and Artificial Intelligence AI as- a- service (AIaaS): IoT 
devices have limited processing capabilities and limited energy supply (i.e., bat-
teries). Therefore, NGSO satellites can be used as edge computing nodes [11] 
to reduce the computational load at the IoT devices. Furthermore, the satellites 
can gather data from several devices and locations along their orbit and use it, 
along with their computational capabilities, to provide AIaaS to devices where 
the data and/or processing capabilities are insufficient for AI [12].

5. Earth observation: NGSO satellites can be used as moving sensing devices 
that capture data, e.g., in the form of images or video, of physical phenomena 
at the Earth’s surface or within its atmosphere. To obtain a sufficient resolu-
tion, LEOs are the preferred choice in most Earth observation satellite missions. 
Furthermore, sun- synchronous orbits, i.e., an orbit where the satellite maintains 
a constant angle towards the sun when viewed from Earth, often have favour-
able properties for Earth observation tasks.

For the use cases mentioned above, and many more, global connectivity is essen-
tial, as it allows to fully exploit the benefits of NGSO constellations. Specifically, it 
would allow the constellation to deliver the data generated on the ground, by aerial 
vehicles, or by the satellites themselves to the destination without heavily relying on 
additional (e.g., terrestrial) infrastructure.

Nevertheless, there are several key performance indicators (KPIs) that should 
be considered to determine whether an NGSO constellation design is appropriate for 
the target application. These include but are not restricted to

 • Service availability: The fraction of the time in which the ground terminal is 
able to communicate with the constellation [8]. Through this chapter, we will 
assess this KPI based on the coverage of the constellation in different locations, 
including remote (e.g., polar) regions.

 • Transport capacity: The maximum amount of data that can be transmitted by 
the constellation, E2E, per time unit.

 • Throughput: Data rate experienced by the users.
 • Scalability: Maximum number of devices supported by the constellation per 

unit area.
 • Inter- satellite connectivity: The ability to achieve inter- satellite communica-

tion. Oftentimes it is assessed by the number of satellites with active connec-
tions [13] or by the number of satellites within the communication range [14].

 • Latency and reliability: Probability that the data can be transmitted to the 
destination within a given time  t .

 • Energy efficiency: Since IoT devices and satellites are usually powered by bat-
teries, minimising the energy required for communication is essential.

Several of these KPIs were considered by Del Portillo [6] to compare the OneWeb, 
Starlink (outdated configuration with  h > 1000  km) and Telesat constellations.

Other KPIs have been defined for satellite constellations. For example, Soret 
et al. [10] emphasised the relevance of timing metrics beyond the packet delay, such 
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as the age of information and its by- products, for some satellite tracking or remote 
sensing applications.

10.2  NGSO constellation design

Satellite constellations are groups of satellites organised in orbital planes. The  Nop  
satellites in one orbital plane follow the same orbital trajectory, one after the other, 
and are usually uniformly spaced around the orbit. Furthermore, an orbital shell is 
a group of P  orbital planes in a constellation that are deployed at approximately the 
same altitude; some orbital shells may implement minor variations of few kilom-
eters called orbital separation. To maximise the coverage for communications, the 
organisation of satellites in one orbital shell usually belongs to one of the two basic 
types: Walker star and Walker delta (also called Rosette) [2, 5, 15, 16]. Satellite 
constellation design may include one or more orbital shells.

Walker star orbital shells consist of nearly polar orbits, with typical inclinations 
of  ı � 90ı , which are evenly spaced within  180ı . As such, the angle between neigh-
bouring orbital planes is  180/P .

Walker delta orbital shells, on the other hand, typically consist of inclined orbits, 
with typical inclinations of  ı < 60ı , which are evenly spaced within  360ı . As such, 
the angle between neighbouring orbital planes is  360/P .

Due to the use of inclined orbits, Walker delta orbital shells do not provide cov-
erage in polar regions or in the northernmost countries such as Greenland. However, 
this allows to keep the satellites within the areas where most of the population 
resides and, hence, where data traffic is generated and consumed.

Since both Walker star and delta geometries provide distinct advantages and 
disadvantages, some companies, such as SpaceX, have considered a mixed design 
consisting of multiple orbital shells. Specifically, the design of the Starlink constel-
lation considered a Walker delta orbital shell at around  550  km and at around  1100  
km. However, the Federal Communications Commission (FCC) granted permission 
to SpaceX to modify the constellation geometry and to lower the  2814  satellites in 
the  1100  km orbital shell to an altitude between  540  and  570  km [17]. Walker star, 
Walker delta, and an example of a mixed geometry, are illustrated in Figure 10.1. In 
addition, Table 10.1 shows the design parameters of some relevant NGSO constella-
tions. The values in this table were obtained from the companies web pages, related 
papers [6, 14] and FCC filings and some of them have not yet been approved.*

Beyond the technical aspects, the dramatic increase in the number of objects 
put into orbit around the Earth due to the deployment of NGSO constellations 
has raised concerns on their long- term sustainability. Naturally, the more satel-
lites orbit the Earth, the higher the risk of collision. Hence, measures to mini-
mise the collision risk have been explored and should be adopted in commercial 

* Updates on ongoing launches can be found at the New Space webpage https://www.newspace.im/
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constellations [18]. In particular, deploying the orbital planes at slightly different 
altitudes, with differences of less than 4  km, greatly reduces the collisions caused 
by failed satellites: a scenario that cannot be avoided. However, this introduces 
slight asymmetries in the constellations that complicate several technical aspects; 
these will be further described in section 10.4.2. Another example of slight asym-
metries in the constellations is that the satellites between neighbouring orbital 
planes may be shifted across the orbit so that the satellites in one orbital plane 
are rotated by a relatively small angle with respect to those in the neighbouring 
planes. Figure 10.1.

Figure 10.1   Diagram of Walker star, Walker delta (Rosette) and mixed 
constellation geometries

Table 10.1   Parameters for some commercial non- geostationary orbit satellite 
constellations

Parameter Constellation

Starlink OneWeb Kepler

Type Mixed Walker star Walker star
Number of 

satellites 
 N  

 1584  1584  720  348  172  648  140 

Number of 
orbital 
planesP 

 72  72  36  6  4  18  7 

Altitude  h  
(km)

 550  540  570  560  560  1200  575 

Inclination ı  
(°)

 53  53.2  70  97.6  97.6  86.4  98.6 

Intended 
service

Broadband Broadband Internet of 
things
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10.3  Communication links

The endpoints for communication in an NGSO constellation can be either on the 
ground or at the satellite level. Therefore, the paths that the data can take in the con-
stellation can be classified into the following four logical links [19].

 • Ground to ground (G2G): With both, source and destination, being ground and/
or aerial terminals. This is the typical use of the constellation for terrestrial 
backhauling.

 • G2S: With the source being a ground or aerial terminal and the destination 
being a satellite. This link is mainly used for operations initiated by dedicated 
ground stations (GS) such as constellation, route, and link establishment and 
maintenance, tele- control and tele- command, and content caching.

 • Satellite to ground: With the source being a satellite and the destination being 
a ground or aerial terminal. This link is mainly used when the satellites them-
selves generate application data that must be transmitted to a GS for storage 
and/or processing. For example, in Earth and space observation, but also for 
telemetry, handover, link maintenance and adaptation, and fault reporting.

 • Satellite to satellite: With the source and destination being satellites, possibly 
deployed at different altitudes and/or orbits. This link is used for localised net-
work maintenance, updating routing tables, neighbour discovery or other appli-
cations such as distributed processing, sensing and inference.

These links must be realised with a moving infrastructure. NGSO satellites 
move rapidly with respect to each other in higher and lower orbits and in different 
orbital planes. They also move with respect to the Earth due to the satellite orbital 
velocity and to the Earth’s rotation [20]. Specifically, the orbital velocity of the sat-
ellites vo is determined by the altitude of deployment  h  as

 
vo(h) �

s
GME

RE + h   
(10.1)

where, G is the universal gravitational constant;  ME  and  RE  are the mass and radius 
of the Earth, respectively. Then, according to Kepler’s third law of planetary motion, 
the orbital period of a satellite can be closely approximated as

 
To(h) �

2�(RE + h)
vo(h)

=

s�
4�2

GME

� �
RE + h

�3
  

(10.2)

From here and assuming traditional LEO altitudes, e.g., with  h = 600  km, it is easy 
to observe that the orbital velocity of NGSO satellites may exceed  7.6  km/s and that 
their orbital period is usually around  90  minutes.

Furthermore, satellites in different locations of the constellation may move rap-
idly w.r.t. each other. Finally, the whole satellite constellation is moving w.r.t. the 
Earth due to its rotation [2, 20]. Hence, an important aspect to select the altitude of 
deployment of a constellation is whether it is desired that the orbit is recursive. That 
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is, whether the satellites should pass over the same point in the Earth at a specific 
time of the day after a given number of days  m . For this, we require to find an alti-
tude  hrec  for which  nTo = mTE , where  TE = 86164  s is the equinoctial day [2]. To 
find the required altitude for the recursive orbit, let us first rewrite the right- hand 
side of 10.2 as

 
T2o =

�
4�2

GME

� �
RE + h

�3
  

(10.3)

which allows us to define  h  as a function of  To  as

 
h =

�
T2oGME

4(�)2

�1/3

� RE
  

(10.4)

Finally, we substitute the period  To = mTE/n  in (10.4) to find the altitude for a recur-
sive satellite orbit as

 
hrec(n,m, TE) =

�
(mTE)2GME

(2n�)2

�1/3

� RE
  

(10.5)

From (10.5), we obtain that NGSO satellites at  h = 554  km, close to Starlink’s alti-
tude of deployment, have recursive orbits for  n = 15  and  m = 1 . That is, these will 
orbit the Earth exactly  15  times each day. Moreover, those at  h = 1248  km, close to 
OneWeb’s altitude of deployment, have recursive orbits for  n = 13  and  m = 1 .

An essential aspect to observe about NGSO satellite constellations is that, even 
though the relative positions and velocities of satellites w.r.t. other satellites and to 
the ground terminals are dynamic, the dynamics of the constellation are fully dic-
tated by the physics of the system and, hence, completely predictable. Therefore, the 
topology of the network (space and terrestrial) at a point in time  t  can be perfectly 
predicted with a high level of certainty. Because of this, approaches from ad- hoc 
networks [21] as well as from fully structured networks have been applied in the 
context of NGSO satellite constellations.

Furthermore, the different time scales of the various ongoing processes offer 
opportunities for simplification via time- scale separation. For instance, the orbital 
period of a satellite is extremely long when compared to most of the communication 
tasks within the constellation. Therefore, the satellite constellation can be assumed 
to be static during short periods to simplify the analysis. In the following, we exem-
plify this latter aspect by calculating the one- hop latency of the different links.

Depending on whether we consider a ground- to- satellite link (GSL) or an inter- 
satellite link (ISL), the one- hop latency is determined by different factors. Naturally, 
it depends on the position of the transmitter  u  and the receiver  v  at time  t , when the 
packet is ready to be transmitted and also on the packet length  p . In the following, 
we calculate the three main components of the one- hop latency by considering the 
relative position of  u  w.r.t.  v  to be fixed during a period  [t,�t] .

First, the waiting time at the transmission queue  qt(u, v)  is the time elapsed 
since the packet is ready to be transmitted until the beginning of its transmission. 
Note that, depending on the communication protocols, e.g., signalling and frame 
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structure, it may occur that  qt(u, v) > 0  for all  u, v  even when there are no more pack-
ets in the queue. Second, the transmission time, which is the time it takes to transmit 
 p  bits at the selected rate  Rt(u, v)  bps. Third, the propagation time, which is the time 
it takes for the electromagnetic radiation to travel the distance  dt(u, v)  from  u  to  v
 . Hence, the latency to transmit a packet of size  p  from  u  to  v  at time  t  is given by

 

Lt(u, v) = qt(u, v)„ƒ‚…
Waiting time

+
p

Rt(u, v)„ ƒ‚ …
Transmission time

+
dt(u, v)

c„ ƒ‚ …
Propagation time  

(10.6)

Note that all the factors that contribute to the one- hop packet latency depend on the 
time the packet is generated. Furthermore, due to the movement of the satellites, 
the set of established links and communication paths (routes) change depending 
on  t . This creates a greatly dynamic network topology that introduces distinctive 
challenges in the design and implementation of the distinct physical links. In the fol-
lowing, we elaborate on the main technologies for satellite communications: radio 
frequency (RF) and free- space optical (FSO) links.

RF links occur in frequencies either in the S- band, the Ka- band or the Ku- band. 
These links are mainly affected by free- space path loss and thermal noise, so addi-
tive white Gaussian noise channels are oftentimes considered. The free- space path 
loss between two terminals  u  and  v  at time  t  is determined by the distance  dt(u, v)  
between them and the carrier frequency  f   as

 
Lt(u, v) =

�
4�dt(u, v)f

c

�2

  
(10.7)

where  c  is the speed of light.
Next, let P(u)  be the transmission power of transmitter  u  – assumed to be con-

stant for simplicity – and  �2v   be the noise power at receiver  v . Further, let  G
(u,v)
t   and 

 G
(v,u)
t   be the antenna gain of transmitter  u  towards receiver  v  and vice versa. Based 

on this, the maximum data rate for reliable communication between two satellites 
and/or a satellite and a ground terminal at time  t  can be calculated as a function of 
the signal- to- noise ratio (SNR)

 
Rt(u, v) = B log2

�
1 + SNRt

�
u, v
� �

= B log2
�
1 + P(u)G(u,v)t G(v,u)t

Lt(u,v)�2v

�

  
(10.8)

Naturally, the achievable data rate in the presence of interference will be lower than 
(10.8). Nevertheless, the use of directional antennas and/or orthogonal resource allo-
cation [13] greatly reduces interference within constellations. Building on this, the 
achievable rate mainly depends on the transmission power, the large- scale fading 
(path loss) and noise power but also on the gain of the communicating antennas in 
the direction of the receiver/transmitter. Since the constellation is a moving infra-
structure, antenna pointing technology is an essential aspect of constellation design.

Throughout this chapter, we evaluate the performance of the RF physical links 
by assuming the parameters listed in Table 10.2 unless stated otherwise. These 
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parameters were selected to focus on comparing the constellation design and not the 
implemented (envisioned) communication technologies.

FSO links, on the other hand, face different challenges depending on where they 
are implemented: GSL or ISL [22]. Hence, these challenges will be briefly described 
in the following sections.

10.3.1   Ground-to-satellite links
Communication between devices deployed at ground level, and the satellites takes 
place through GSLs. This can occur either by communicating the user devices (e.g., 
IoT devices) directly or through gateways. The gateways can not only be deployed 
at ground level but also in the air, such as unmanned aerial vehicles (UAVs) or high- 
altitude platforms (HAPs). For simplicity, we use the term ground terminal to refer 
to any device deployed at ground level. The area where G2S communication is pos-
sible is called the coverage area, and the time the satellite and a terrestrial terminal 
can communicate is called the duration of the satellite pass.

In the following, we provide the expressions to calculate the coverage area and, 
hence, to determine whether a ground terminal is able to communicate with a spe-
cific satellite at a given time  t .

The distance between an NGSO satellite and a device located on the Earth’s sur-
face within line- of- sight (LoS) at time  t  is determined by the altitude  h  and the ele-
vation angle of the satellite w.r.t. the device  "t . Specifically, the distance of the GSL 
can be calculated from these parameters using the Pythagorean theorem in a triangle 
with sides of length: a)  RE + h ; b)  RE + dGSL(h, "t) sin "t ; and c)  dGSL(h, "t) cos "t  
and then applying the quadratic formula to obtain:

Table 10.2     Parameter configuration for the physical links: ground- to- satellite 
link and inter- satellite link (ISL)

Parameter Symbol
NGSO to ground 
station ISL

Carrier frequency (GHz)  f   20  26 
Bandwidth (MHz)  B  500  500 
Transmission power (W)  Pt  10  10 
Noise temperature (K)  TN   150  290 
Noise figure (dB)  Nf   1.2  2 
Noise power (dBW)  �2  �117.77  �114.99 
Parabolic antennas
Antenna diameter (Tx – Rx) 

(m)
 D (0.26 - 0.33) (0.26 - 0.26)

Antenna gain (Tx – Rx) (dBi)  Gmax (32.13 - 34.20) (34.41 -34.41)
Pointing loss (dB)  Lp  0.3  0.3 
Antenna efficiency (–)  �  0.55  0.55 
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 dGSL(h, "t) =
p
R2

E sin
2("t) + 2REh + h2 � RE sin("t)  (10.9)

A similar procedure can be applied to the case of devices above the Earth’s surface 
(e.g., UAVs, HAPs, etc.) by simply substituting the length of side (b) of the triangle 
to be  RE + hu + dGSL(h, "t) sin "t , where hu is the altitude of the user above the sea 
level  RE . For notation simplicity, the rest of the equations presented are for satellites 
deployed at the Earth’s surface only. However, a the substitution described above 
can be used to adapt the following equations to devices deployed above the Earth’s 
surface.

Once  dGSL(h, "t)  has been found, we calculate the Earth central angle [14] 
 ̨ (h, "t)  as

 
˛(h, "t) = arccos

�
(RE + h)2 + R2

E � dGSL(h, "t)2

2(R2
E + hRE)

�

  
(10.10)

which determines the shift in the position of the device w.r.t. the satellite’s nadir 
point.

The coverage of an NGSO satellite is usually defined by a minimum elevation 
angle  "min . Hence, a device located at an elevation angle  "t � "min  is considered to 
be within coverage of the satellite at time  t . Consequently, the coverage area of a 
satellite is a function of the altitude of deployment  h  and of  "min . By using  h  and 
 "min , we find the angle  ̨ (h, "min)  which allows us to calculate the coverage area as

 A(h, "min) = 2�R2
E(1 � cos(˛(h, "min))  (10.11)

Furthermore, by assuming a spherical model of the Earth, we can easily determine 
whether a ground terminal  u  is within coverage of a satellite  v  at a given time  t ; this 
occurs when the distance  dt(u, v)  between them is shorter than  dGSL(h, "min) .

Next, we calculate the maximum duration of a satellite pass as a function of 
 ̨ (h, "min)  and  To(h) . For this, let  t = 0  be the time when the ground terminal enters 
the coverage area of the satellite. The satellite pass has maximum duration in the 
case where, at exactly at the middle of the pass, the satellite is exactly located at the 
zenith point of the ground terminal, and hence, there is an angle  �t = 90ı  between 
the terminal and the satellite w.r.t. the Earth’s centre. In such case, the satellite trav-
els  ̨ (h, "min)/180 ° of its orbit, and hence, the satellite pass has a duration

 
Tpass(h, "min) �

To(h)˛(h, "min)
�   

(10.12)

For any other cases where the ground terminal and the satellite are not perfectly 
aligned, we define the angle

 ˛min = mint ˛(h, "t) s.t. t 2
�
0,Tpass(h, "min)

�
  (10.13)

which determines the misalignment of the GS w.r.t. the orbital plane of the satellite. 
Naturally,  ̨ min = 0  for the perfect alignment case.

The ground coverage of an NGSO satellite is illustrated in Figure 10.2 and the 
evolution of the achievable data rate along the pass for the altitudes of deployment 
for Kepler and OneWeb. We considered a typical value for the minimum elevation 
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angle of  "min = 30ı . For devices deployed above the Earth’s surface, this angle may 
be larger as their LoS is less affected by obstacles. From these, it is easy to observe 
that lower altitudes of deployment result in shorter propagation delays but also in 
faster orbital velocities, shorter satellite passes and smaller coverage areas.

Note that the coverage area simply defines the area where communication is 
possible. However, the beams oftentimes present a beamwidth that is much nar-
rower than the coverage area. Therefore, these must be pointed in the desired direc-
tion of communication [8]. Because of this, having more than one satellite within the 
communication range can be beneficial as the access load can be shared among the 
satellites covering the same areas. Hence, it provides an indicator of the scalability 
and capacity of the network.

Based on the coverage area and the geometry of a specific constellation, the ser-
vice availability and the average number of satellites within range can be obtained. 
Figure 10.3 shows the service availability and the mean number of satellites within 
coverage for the Kepler and OneWeb constellations, along with the Starlink orbital 
shell at  h = 550  km considering the requested modification in the latest FCC filing, 
where  "min = 25ı .

As it can be seen, the density of the Kepler constellation and the considered 
 "min = 30ı  is insufficient to provide full service availability near the Equator, and 
it increases in near- polar areas. In contrast, the service availability of the Starlink 

Figure 10.2     (a) Ground coverage of an NGSO satellite at altitude h and (b) the 
evolution of the achievable data rate along the pass
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orbital shell is guaranteed between latitudes  [�60ı, 60ı] , and the OneWeb constella-
tion provides full- service availability across the globe. Furthermore, it can be seen in 
Figure 10.3b that there is a significant number of OneWeb satellites within coverage 
in the polar regions and a considerably lower number in Equatorial regions. This is a 
distinctive characteristic of Walker star constellations, as the distances between sat-
ellites are maximal near the Equator. In contrast, the coverage of the Starlink orbital 
shell between the latitudes  [�60ı, 60ı]  is relatively balanced. To solve the problem 
of lack of coverage in the polar regions, the Starlink constellation is planned to 
incorporate satellites in polar orbits, as listed in Table 10.1.

There are many benefits of using RF over FSO for the GSL. For instance, RF 
links present a wider beamwidth and, hence, a broader coverage. This simplifies the 
beam switching and allows to provide coverage to several ground terminals simul-
taneously. Additionally, the use of RF links allows to use the same physical layer 
technologies as in the terrestrial networks, which simplify the hardware design and 
enables the integration of satellites and terrestrial networks through mature terrestrial 

Figure 10.3     (a) Service availability: probability of being within the coverage 
area of a satellite as a function of the latitude and (b) average 
number of satellites within communication range at GSL
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technologies. For instance, the third Generation Partnership Project (3GPP) is aim-
ing to integrate satellites and cellular networks using NB- IoT and 5G New Radio 
(NR) cellular technologies [1, 3, 8].

In contrast, FSO GSL is mainly affected by the atmosphere. In particular, 
the atmosphere absorbs and scatters the beam. These effects depend on different 
factors such as temperature, humidity and the concentration of aerosol particles. 
Furthermore, the effects vary widely between uplink and downlink communication, 
with the uplink signals being affected most due to the presence of the atmosphere 
around the transmitter [22].

Yet another factor that impacts the GSL is the Doppler shift. The latter varies 
significantly during a satellite pass as a result of the high orbital velocity in com-
bination with the varying relative position and speed with respect to time. That is, 
the Doppler shift is different between the edge and the centre of the coverage, so 
this must be taken into account to select an appropriate frequency band and during 
waveform and antenna design. If information from the Global Navigation Satellite 
System is available, the Doppler shift can be first pre- compensated at the satellite 
w.r.t. to a reference point by exploiting the predictable movement of the satellites. 
Then, the residual frequency offsets are compensated at the ground terminals using 
traditional Doppler compensation techniques as in terrestrial networks [8].

10.3.2   Inter-satellite links
Inter- satellite communication takes place in 1) the same orbital plane, 2) different 
orbital planes of the same orbital shell and 3) different orbital altitudes. The dynamics 
in each of these are significantly different. However, it is essential to establish these 
links in an efficient manner to maximise the connectivity within the constellation.

Intra- plane ISLs connect satellites in the same orbital plane, usually, at both 
sides of the roll axis, which is aligned with the velocity vector. In particular, the rela-
tive distances between neighbouring satellites within the orbital plane – the intra- 
plane distance – at an altitude can be considered a constant

 
dintra(Nop, h) = 2(RE + h) sin

�
�

Nop

�

  
(10.14)

Hence, intra- plane ISLs are rather stable. Still, the orbital velocity of the satellites 
must be considered. But this is easily compensated by selecting an appropriate point- 
ahead- angle; instead of pointing the antennas directly towards the instantaneous 
position of the receiver at the same time instant  t , they are pointed to its position 
after considering the propagation time  t + dintra(h)/c . Because of this, the antennas 
used for intra- plane communication can be highly directive, and the beams can be 
fixed to the appropriate direction. Due to the use of narrow beams, FSO links present 
an interesting option for intra- plane communication, as their power efficiency may 
be greater than that of RF links [22]. Nevertheless, RF links with either parabolic 
or patch antenna arrays are also an efficient candidate that combines relatively high 
gains, cheap components and low- power requirements when compared to FSO.
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Inter- plane ISLs, on the other hand, connect satellites within the same orbital 
shell but in different orbital planes. Usually, satellites will possess either one or two 
transceivers for inter- plane communication, with antennas pointing towards both 
sides of the pitch axis. Depending on the constellation geometry, the distances and 
the velocity vectors between satellites in different orbital planes may be either very 
similar or vary widely. For instance, in Walker star geometries, the orbital planes are 
separated by the angle  � /P , and the shortest inter- plane distances occur at the cross-
ing points of the orbits near the poles. In contrast, the longest inter- plane distances 
to the nearest neighbour occur for satellites near the Equator.

Let  u  and  v  be a pair of satellites located in neighbouring orbital planes, where 
 v  is the closest inter- plane neighbour of  u  at time  t . For simplicity, we assume the 
same altitude of deployment for both orbital planes to be  h . We denote the polar 
angle of satellites  u  and  v  as  �

(u)
t   and  �

(v)
t  , respectively. First, we recall that the dis-

tance between two points,  u  and  v , on a sphere of radius  RE + h  with azimuth angles 
 �u  and  �v  is given as

 duv(t) =
q
2
�
RE + h

�2 �1 � cos � (u)t cos � (v)t � cos
�
�u � �v

�
sin � (u)t sin � (v)t

�
  (10.15)

The latter can be used to approximate the distance between two satellites adjacent 
orbital planes in a Walker star constellation assuming perfectly polar orbits. For this, 
recall that orbital planes in Walker star constellations are separated by  � /P ; hence, 
this is also the azimuth angle between satellites in adjacent orbital planes.

If  u  and  v  are exactly at the Equator, we have  �
(u)
t = � (v)t = � /2 , and the maxi-

mum intra- plane distance for the case where the satellites are perfectly aligned at all 
times only depends on P  and  h  as

 d�
inter, aligned(P) =

q
2(RE + h)2

�
1 � cos

�
�

P

��
= 2(RE + h) sin

�
�

2P

�
  (10.16)

However, in a general case where the satellites  u  and  v  are not perfectly aligned, 
we have that, if  v  is the closest inter- plane neighbour to  u , then it follows that 

 |�
(v)
t � �

(u)
t | 2

�
0,� /Nop

�
 . Therefore, the maximum inter- plane distance occurs when 

 �
(u)
t = � /2  and  �

(v)
t = � /2˙ � /Nop , which can be approximated as

 

d�
inter(Nop,P) = maxt duv(t) s.t. � (v)t 2

�
�� /Nop,� /Nop

�
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�
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�
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2 ˙
�
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�
  

(10.17)

Hence, to ensure that satellites at the Equator can communicate with at least one of 
their inter- plane neighbours, it is necessary to ensure that a non- zero data rate can be 
achieved at this location. To illustrate this aspect in a general case where the satel-
lites are not perfectly aligned, let R  be the set of available rates for communication, 
which depend on the available modulation and coding schemes (MCSs) and where 
 0 … R . Then, to guarantee global ISL connectivity, it is required that any given 
satellite  u  can select a rate R 2 R  that allows it to achieve reliable communication 
with the nearest inter- plane neighbour  v  at all times. Hence, global ISL connectivity 
is achieved if
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9R 2 R : 0 < R < B log2

�
1 + P(u)G(u,v)

t G(v,u)
t c2

�
2� �v d�

inter(N,P)f
�2

�

  
(10.18)

As it can be seen, for a fixed set of rates R , global ISL connectivity can be achieved 
by either increasing the power and/or gains of the antennas or by decreasing the 
maximum inter- plane distances. The latter is usually achieved by either increasing 
the number of orbital planes P  but also the number of satellites per orbital plane  Nop .  
The interested reader is referred to our previous work for a general formulation that 
considers orbital separation and where the effect of increasing the number of orbital 
planes P  is illustrated [13].

Yet another characteristic of Walker star constellations is that the velocity vec-
tors of the satellites in neighbouring orbital planes usually point in a similar direc-
tion. As a result of this, the relative velocities between these satellites are relatively 
low. However, there are specific pairs of orbital planes where the velocity vectors 
point in a nearly opposite direction: the so- called cross- seam ISLs. In the latter, the 
relative velocity of the satellites increases to nearly  2vo  and varies along with time.

As a consequence of these great differences, the Doppler shift and the contact 
times in the inter- plane ISL – the period where two satellites can communicate – 
also vary widely. Therefore, it is essential to consider the movement of the satellites 
to select the inter- plane ISL that must be established and to point the beams in the 
desired directions [13, 23]. Figure 10.4 shows the cumulative distribution function 
(CDF) of the achievable rate in the inter- plane ISL with a specific link establishment 
mechanism. While the mechanisms for ISL establishment and beam pointing are 
described in section 10.4.2, Figure 10.4 shows that the data rate achieved by inter- 
plane ISL in the Starlink orbital shell is considerably larger than in the OneWeb 
and Kepler constellations. The main reason for this is the higher density of satellites 
caused by the low altitude of deployment, the use of Walker delta geometry and, 
naturally, the large number of satellites.

Finally, inter- orbit ISLs connect satellites between different orbital altitudes 
[22]. For example, they can connect LEO satellites in different orbital shells or LEO 
satellites with MEO or even GEO satellites. A clear example are the FSO links in the 

Figure 10.4     CDF of the achievable data rate per inter- plane ISL with parabolic 
antennas
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European Data Relay System and those envisioned to connect the different orbital 
shells in the Starlink constellation.

10.4  Functionalities and challenges

10.4.1   Physical layer
Pure LoS connections, high velocities and large transmission distances between sat-
ellites and ground terminals introduce some unique characteristics to the physical 
layer design for NGSO constellations, both in the GSL and the ISL.

In the GSL, it is particularly appealing to maintain the waveforms used in terres-
trial systems, e.g., orthogonal frequency division multiplexing (OFDM) in 5G NR 
and NB- IoT [9, 24]. This would allow full compatibility of terrestrial devices and 
direct IoT- to- satellite access which, in turn, grants maximum flexibility of deploy-
ment following the place- and- play vision. However, the subcarrier spacing in terres-
trial OFDM systems is narrow – between  3.75  kHz for NB- IoT and from  15  to  240  
kHz for 5G NR [25]. Such narrow subcarrier spacings make OFDM highly sensitive 
to Doppler shifts, and thus, accurate Doppler compensation is required to achieve 
reliable communication. To overcome these limitations, several alternatives have 
been studied intensively in the literature over the past few years, such as Universal 
Filtered Multi- Carrier, Generalised Frequency Division Multiplexing and Filter 
Bank Multi- Carrier (FBMC) [26]. These waveforms allow for higher robustness 
against Doppler shifts and flexible time- frequency resource allocation in exchange 
for a higher equalisation complexity. However, in case of severe Doppler shifts, 
factor graph- based equalisation for FBMC transmissions outperforms the OFDM 
system in terms of complexity and performance [27].

Another challenge for keeping reliable GSL and also ISL is the implementation 
of adaptive modulation and coding. In 3GPP networks, the users exchange informa-
tion about the channel quality with the BS [9], which adapts the MCS based on the 
error rate. Due to the altitude of deployment, the round trip time (RTT) between the 
ground terminals and a satellite is usually greater than 4  ms. Hence, such a feedback 
link would introduce a significant delay. Instead, the fully predictable movement 
of the satellite along the pass, in combination with free- space propagation and the 
minor impact of atmospheric conditions in RF links, can be exploited to achieve 
efficient adaptive modulation and coding with minimal signalling.

Furthermore, while multiple- input multiple- output (MIMO) techniques have 
experienced a dramatic surge of advancements in terrestrial networks, achieving 
efficient MIMO communication with NGSO satellites is more complicated. In par-
ticular, due to the long distances between transmitter and receiver, exploiting the 
full MIMO gain requires a large array aperture, that is, large distances between 
transmit and/or receive antennas, that are not feasible in individual satellites [28]. 
Nevertheless, this separation can be realised by using a group of satellites flying in 
close formation, usually called a satellite swarm. Specifically, by placing an antenna 
at each of the satellites in the swarm, these can operate as distributed MIMO arrays. 
Doing so allows to form extremely narrow beams for GSL, which leads to better 
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spatial separation via coordinated beamforming and, eventually, to higher spectral 
efficiency when serving different ground terminals located geographically close to 
each other [29]. An example of the achievable gain of distributed MIMO in a satel-
lite swarm, with  NS   satellites, is shown in Figure 10.5 for  Nr = 1  and  Nr = 6  receiv-
ing antennas. The overall transmit power as well as the antenna gains are normalised 
such that they are the same in all scenarios, i.e., the transmit power and antenna gain 
per satellite are  10/NS   W and  32.13 dBi � 10 log10(NS) , respectively, and the receive 
antenna gain is  34.20 dBi � 10 log10(Nr) .Figure 10.5 shows that, despite maintain-
ing the total transmitted power in all cases, the use of distributed MIMO increases 
the data rate by around  33 % with multiple receiving antennas. However, with a sin-
gle receiving antenna, no MIMO gains can be achieved and resulting in even lower 
rates because the transmitted signals superimpose constructively or destructively 
with same probability, reducing the overall received signal energy.

Beam pointing/steering is another essential functionality in NGSO constel-
lations due to the constant and rapid movement of the satellites. The mechanical 
steering of RF antennas becomes problematic as beams become narrower, which is 

Figure 10.5     Data rate for satellite swarms as a function of the inter- satellite 
distance for (a) one and (b) six receiving antennas
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essential to attain a high SNR. In addition, the ultra- narrow beams present in FSO 
require high pointing precision and fast repointing to maintain adequate link quality.

A different approach made possible by recent advances in antenna technology is 
the use of phased antenna arrays, even in small satellites. In these, the antenna ele-
ments are separated by a small distance de, which is proportional to the wavelength 
 � , and can be used to produce highly directed beams. This enables efficient interfer-
ence management due to beamforming, which exploits the spatial domain via Spatial 
Division Multiple Access or Rate- Splitting Multiple Access, and thus, allows for an 
efficient use of the bandwidth. Furthermore, these beams can be steered electroni-
cally by manipulating the input signals to the antenna elements through variable 
phase shifters.

Let us consider a satellite  u  equipped with an K � K   antenna array that attempts 
to steer the beam towards satellite  v  at a given time  t . To do so, it first needs to cal-
culate the K  - dimensional steering vectors for the azimuth angle  �

(u,v)
t   as
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and for the polar angle  ‚
(u,v)
t   as
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Then, it calculates the overall steering vector  a
(u,v)
t = a(u,v)t,pol ˝ a(u,v)t,az .  This approach 

is often called digital beam steering, and it is attractive to combat the fast orbital 
velocities of the NGSO satellites due to its precision and switching velocity [5]. 
Nevertheless, it has the main downside that the implementation of the variable phase 
shifters adds a considerable amount of complexity to the hardware, which might be 
restrictive for nano- satellites and CubeSats.

Butler matrix beamforming networks offer a simpler mechanism to point the 
beams and, hence, have gained relevance in terrestrial communications [30, 31]. 
These are cost- efficient and low- complexity beam switching networks that produce 
a series of beams in pre- defined directions [32, 33]. In contrast to digital beam steer-
ing, the beams in a Butler matrix are switched by simply feeding one or more of 
the fixed phase shifters (input ports), which offer an interesting trade- off between 
performance, cost and complexity of operation and implementation that is especially 
attractive for CubeSats, which oftentimes rely on small and simple dipole antennas 
with low directivity.

In particular, the steering vector in the polar angle of a Butler matrix is fixed to 
a specific direction � 
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whereas the steering vector of the  k  - th beam in the azimuth angle is set to
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The overall steering vector for beam  k   is  bk = bpol ˝ bk,az . Figure 10.6 illustrates the 
gain of K = 4  beams in a Butler matrix with 4 � 4  antenna elements.

Finally, while achieving direct IoT communication with NGSO is feasible with 
LPWAN technologies, the use of gateways is often beneficial. These gateways may 
incorporate traditional dish antennas or phased antenna arrays that gather the trans-
missions from IoT devices with non- directive antennas and then transmit to the sat-
ellites with highly directive antennas. However, another option made possible by 
the predictable movement of the satellites is to deploy intelligent reflecting surfaces. 
These low- complexity elements modify the characteristics of the incident signals 
and, hence, can help direct the signals towards the satellites [34].

10.4.2   Frequent link establishment and adaptation
Due to the movement of the satellites, the physical links must be frequently re- 
established and adapted. This includes selecting the pairs of satellites to establish 
the ISLs, beam pointing/steering or switching for the Butler matrix case, and rate 
adaptation. Since the movement of the constellation is fully predictable, these prob-
lems can be solved in advance with a specific optimisation objective in mind. These 
objectives depend on the target service(s) and can be, as listed in Section 10.1, to 
maximise the transport capacity [35, 36] of the constellation or minimise the E2E 
latency for a set of specific paths.

Some constellations designs are fully symmetric, with each and every one of 
the orbital planes containing the same number of satellites and these being deployed 
at the exact same altitude. In these cases, the orbital period  To  of all the satellites is 
exactly the same, and hence, these will all be periodically at the exact same position. 
In these cases, the optimal configuration of the links can be obtained for several 
instants within the period  To  and applied periodically.

However, asymmetries in the constellation are usually present either 1) to 
enhance the sustainability of the constellation by considering orbital separation as in 

Figure 10.6    Gains for the beams in a 4 × 4 antenna array with a Butler matrix
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OneWeb [18], 2) to fulfill certain coverage and service availability targets by incor-
porating several orbital shells as in Starlink or 3) to provide service during the initial 
phases of deployment of the constellation. In these cases, fixed solutions cannot be 
used, and the links must be established on the fly.

An essential aspect for link establishment and maintenance is to imple-
ment an adequate beam steering technology as discussed in the previous sec-
tion. Furthermore, the MCS and transmit power may be adapted to maximise 
throughput and reliability while minimising potential interference. Naturally, 
the characteristics of the antennas and beams must be considered during link 
establishment [23].

An option to re- establish the links is to treat the link establishment as a one- to- 
one matching problem in a dynamic weighted graph  Gt =

�
V , Et

�
 , where the satel-

lite antennas, transceivers or even beams (for the case of beam selection) form a 
multi- partite vertex set V   and the weighted edge set at time  t , denoted as  Et  are the 
feasible ISLs with non- zero rates. Then, the matching at a time  Mt  is the set of pairs 
of antennas/transceivers/beams and the rates for communication. In this case, the 
matching  Mt  can be calculated periodically, once every  �t  s, in a centralised entity 
with full knowledge of the constellation parameters and dynamics. Then, the solu-
tion for the matching for the satellite positions at time  t  must be propagated through 
the constellation before this time. With the full predictability of the movement of the 
constellation, the solution can be calculated sufficiently in advance, and hence, the 
latency of communicating it to the satellites is irrelevant. Hence, this approach can 
lead to near- optimal or optimal solutions at the expense of injecting periodic traf-
fic into the network to communicate the solution to all the satellites. An important 
aspect of the inter- plane ISL link establishment is that the graph  G  that represents a 
single orbital shell is multi- partite, with each subset representing an orbital plane, 
and hence, traditional algorithms such as the Hungarian algorithm cannot be used, 
and other solutions are needed.

On the other hand, localised decisions may be implemented, e.g., using distrib-
uted algorithms for the matching. An example of these is the deferred acceptance 
algorithm [37], where the individual agents maintain and inform their preferences to 
the neighbourhood, and the matching is solved in parallel, after few iterations. While 
more research is needed to determine the performance of distributed vs. centralised 
matching solutions, distributed algorithms are required 1) to establish the links dur-
ing the deployment phase before the constellation is fully operative and 2) in case 
the connection with the centralised entity is lost.

To solve the inter- plane ISL establishment problem, we have explored the use 
of greedy matching algorithms with 1) ideal beam pointing (i.e., at each time  t ) 
and resource allocation and 2) periodic repointing via digital beamforming and 
beam switching via Butler matrix beamforming networks with period  �t  [13, 23].
Algorithm 1 illustrates the steps of a general greedy matching algorithm for link 
establishment. The latter can be extended to include orthogonal resource allocation 
(e.g., frequency sub- bands) to minimise interference [19].
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Note that Algorithm 1 attempts to maximise the sum of weights in the matching. 
Throughout our previous work, we have defined the weights to be the achievable 
rate for communication at the ISLs in  Et . Following this approach, Figure 10.7a 
illustrates the increase of the rates per ISL as a function of the number of elements 
 K   in a Butler matrix beamforming network for the Kepler constellation. As it can 
be seen in Figure 10.7a, increasing the number of elements K   greatly improves the 
data rates; however, this also increases the number of beams that must be considered 
by the matching algorithm and, hence, increases the running time of the algorithm.

Furthermore, Figure 10.7b shows the effect of the re- establishment period  �t  
on the average data rate per inter- plane ISL with digital beamforming; the data rate 
achieved with ideal pointing (i.e., with  �t = 0 ) and parabolic antennas is included as 
a reference. It can be seen that increasing the frequency of link re- establishment and 
adaptation increases the data rates, and phased antenna arrays of  K = 64  can be used 
to achieve similar rates as with greatly directional parabolic antennas, even with 
ideal pointing. However, the re- establishment period cannot be reduced arbitrarily 
as this can cause problems, e.g., for routing algorithms, due to the frequent changes 
of the network topology.

Throughout our analyses, we have observed that Butler matrix networks with 
relatively low dimensions K   are an attractive option for the inter- plane link estab-
lishment in resource- constrained satellites (i.e., CubeSats and small- sats). However, 
if large antenna arrays and variable phase shifters can be implemented on the sat-
ellites, beamforming offer gains in the data rates that are greater than  200 %, and 
hence, these should be preferred.

It is important to mention that rate maximisation does not directly increases the 
transport capacity of the network, which is a difficult measure to define. Usually, 
specific source- destination pairs are defined, and the transport capacity is the maxi-
mum amount of data (i.e., flow) that can be transmitted between them [38]. In 
these cases, calculating the transport capacity usually involves assigning flow to 
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all possible paths from the source to the destination, as in the Edmons- Karp algo-
rithm, which has been used to calculate the capacity of constellations with multiple 
orbital shells [36]. However, this is complicated in dynamic and large networks, so 
upper bounds based on selecting cuts from the network graph have been used [35]. 
Yet another hindrance of using the Edmonds- Karp algorithm is that it assumes that 
ideal mechanisms to redistribute the traffic flows are in place. Instead, in a network 
with multiple source- destination pairs, the capacity of some links is likely to be 
shared among them, and the number of alternate paths may be limited depending 
due to the implemented routing, load balancing and congestion control mechanisms. 
Furthermore, the distribution of the traffic among the different paths will usually be 
imbalanced. Therefore, defining the transport capacity of a satellite constellation is 
complicated.

A simple scenario where it is possible to calculate the maximum (G2G) traffic 
that can be generated from each GSs is where these have equal traffic characteristics 

Figure 10.7     (a) CDF of the rates per inter- plane ISL with Butler matrix arrays 
and (b) average rates per inter- plane ISL with parabolic antennas 
with ideal pointing and for digital beam forming for different link 
re- establishment periods Δt
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and where unipath source routing is used [39]. In this scenario, we can define  Pt  as 
the set of possible paths at time  t . A path  p 2 Pt  is an ordered set of edges, denoted 
as  E(p) =

�
e1, e2, e3, : : :

�
 . Here, the load �  of each of the  NGS GSs is distributed 

evenly to the rest of the  NGS � 1 GSs, using the paths in  Pt . Hence, the load assigned 
to each path  p 2 Pt  is

 �p = 2�

NGS�1  (10.23)

The max- flow min- cut theorem states that the maximum flow that can be transmit-
ted through a path is determined by the link (i.e., edge) with minimum capacity (i.e., 
throughput) [38]. Hence, at time  t , we have

 

P
p2Pt

P
uv2Et(p)

�p = Np(uv)�p � Rt(u, v), 8u, v 2 V
  (10.24)

where  Np(uv)  is the number of paths in  Pt  that contain the edge  uv . Naturally, 
 Np(uv)  depends on the routing metric. Building on this, it is possible to calculate the 
maximum load per GS at time  t  as

 ��
t = minuv2Et

Rt(u,v)
�
NGS�1

�

Np(uv)   (10.25)

10.4.3   Routing, load balancing and congestion control
A general goal to achieve in the design of higher layer algorithms is to account for 
both the traffic characteristics (load, queues and Quality of Service QoS/Quality 
of Experience QoE requirements) and the instantaneous state of the links/paths. 
However, the time variations of the traffic and the channel are different in terres-
trial and satellite networks, and for example, the conventional Transmission Control 
Protocol TCP/Internet Protocol IP stack is ineffective against the long delays, packet 
losses and intermittent connectivity that characterises NGSO communications. 
Therefore, specific networking solutions are required.

A routing algorithm is a collaborative process for deciding, in every inter-
mediate node, the directions to reach the destination as soon as possible.† 
This routing problem presents the following unique characteristics in NGSO 
constellations:

 • The topology is highly dynamic, with frequent handovers in the links between 
ground and NGSO and between NGSOs in different orbital planes (inter- plane 
ISL).

 • The load from the ground terminals (GSs and users) is imbalanced, with 1) 
some satellites serving, e.g., deserted/ocean areas while other nodes pass above 
densely populated regions and 2) some source- destination pairs experiencing 
more intense data flows than others.

† In an NGSO constellations and other satellite systems, a second option for delay- tolerant applications 
is the store- carry- forward strategy where nodes can temporarily store and carry in- transit data until a 
suitable link becomes available, e.g., until the next pass with a ground stationGS.
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 • The need to have a reliable and resilient routing solution, which implies that 
the satellite segment must possess a sufficient degree of autonomy to cope with, 
e.g., queueing delays or local link or satellite failures and find alternative routes 
at each time instant. However, this must be achieved while exchanging minimal 
feedback and routing information to limit the signalling overhead.

A good overview of routing protocols for satellite can be found in Reference 
40. Most previous works have oversimplified the ground/space segments geometry 
and the ISL connectivity to focus on other challenges like the QoS. One promi-
nent exception is Reference 7; although the study is for a specific commercial con-
stellations [39], it takes a more general approach and focuses on two distinctive 
elements to the routing problem in an NGSO constellation. First, the propagation 
time has a great impact on the overall latency, contrary to the terrestrial mesh net-
works. Second, the location of the GSs greatly impacts the traffic load injected to 
the constellation and the geographic locations where the traffic is injected. As in 
section 10.4.2, the space and ground infrastructure at a given time  t  are modelled 
as a dynamic weighted undirected graph  Gt =

�
V , Et

�
 . However, by adding the GSs, 

the vertex set is now defined as  V = U
S

a2P Va , where U   is the set of GSs and  Va  
is the set of satellites deployed in orbital plane  a , and  P = f1, 2, : : : ,Pg  is the set 
of orbital planes. The edge set  Et  represents the wireless links available for com-
munication. For instance, the satellites might deploy four ISLs at all times: two 
intra- plane ISLs and two inter- plane ISLs. In this case, the intra- plane ISLs within 
an orbital plane  a  constitute the fixed set of edges  E (a) = fuv : u, v 2 Vag � Et . On 
the other hand, the inter- plane ISLs between orbital plane  a  and orbital plane  b  con-
stitute the set of edges  E intert = fuv : u 2 Va, v 2 Vb, a ¤ bg � Et ; as mentioned in 
section 10.4.2, these must be frequently re- established due to the movement of the 
satellites. Furthermore, the GSs maintain one GSL with their closest satellite at all 
times. These GSLs constitute the set of edges

 EG
t = fuv : u 2 U , v 2 Va, a 2 Pg  

Finally, we define the edge set as

 Et = EG
t [ E inter

t

S
a2P E a

t   
The route of a single packet transmitted at time  t  is then a weighted path  p  in 
 Gt = (V , Et)  with edge set  E(p) . The weights  w(e)  for all  e 2 Et  are defined by the 
routing metric to account to, e.g., the path loss and/or the communication latency. 
Specifically, capturing the non- linearity of the path loss in the ISL will favour paths 
with high- data rates and consequently reduce the waiting times in the buffers. Rather 
than complex feedback mechanisms to collect up- to- date network status informa-
tion, this simpler approach has proven to provide a good trade- off between complex-
ity and performance.

The degree of integration of the NGSO constellation with the terrestrial infra-
structure has also an effect on the traffic load. Not in vain, a prominent application 
of 5G satellite communications is to offload the terrestrial networks in congested 
urban areas, either with direct satellite access or through a gateway [10]. In both 
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cases, it will further exacerbate the load imbalance. A subsidiary case is the use of 
the constellation as a backhaul that transparently carries the payload between the 
two communication extremes. This is typically used to connect isolated BSs to the 
core network.

Regarding resilience, the classical approach to space routing is to centrally 
compute all the paths in a location register and then broadcast the information to 
all the satellites. Satellites forward the packets according to the on- board routing 
tables, which are configured based on the central computations. In the case of an 
NGSO, the central location register can be a terrestrial station or a GEO satellite. In 
any case, this approach scales poorly due to the highly dynamic topology, with fre-
quent handover events between nodes and terminals causing significant signalling 
overhead. Moreover, the current status of the satellites (load, buffers and batteries) 
should be included in the decision, but this requires an enormous amount of feed-
back from each node in the graph to the central location register. The alternative is 
to move towards more distributed solutions. From semi- distributed to fully autono-
mous algorithms, the idea is that each satellite decides the next hop for each received 
packet, taking into consideration all the available information, including the prior 
knowledge (past) and the predicted paths (future).

As in terrestrial networks, the space network might be shared by several ser-
vices with heterogeneous requirements. For example, some broadband users require 
high rates, as provided by the GEO segment, whereas IoT devices are sensitive to 
delays or freshness of the information [10], better provided by the NGSO segment, 
or some services demand extra satellite computation. In general, there are multiple 
paths for most source- destination pairs, and this diversity should be exploited to 
meet the heterogeneity of requirements.

The example in Figure 10.8 illustrates the performance of different routing met-
rics, taking the latency as the KPI of interest. Three different configurations are 
considered: (a) the Kepler constellation with the communication parameters listed 
in Table 10.2; (b) the Kepler constellation with transmission power  Pt = 1  W; and 
(c) a Walker- star constellation with  P = 5  orbital planes at height  h = 600  km and 
 Nop = 40  satellites per orbital plane and  Pt = 1  W. The time- varying data rate fol-
lows the channel variations. The ground segment consists of  NGS = 23 GSs placed 
accordingly to the KSAT GS service‡

The compared metrics are: (1) a classical hop- count approach that merely mini-
mises the number of hops to reach the destination; (2) a path loss metric that con-
siders the non- linearity of the ISL; (3) a latency metric that takes into account the 
propagation and transmission times but skips the need for a feedback channel by 
having a statistical model of the queueing times. As expected, the latency metric 
effectively selects the routes with the shortest propagation and transmission times 
in all three cases. However, the waiting times are shorter with the pathloss metric. 
This is because the pathloss metric emphasises the selection of high data rate links 

‡ https://www.ksat.no/services/ground-station-services/. The details of the simulations can be found in 
Reference [39].
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over short routes, which support greatest traffic load. As a consequence, the pathloss 
metric leads to the lowest overall latency with configuration (c) and to a closely 
similar latency to the latency metric in the other two cases. The reason for this is that 
the configuration with  P = 5  and  Nop = 40  has a greater density of satellites along 
the orbital planes, which lead to a much greater data rate at the intra- plane when 
compared to the inter- plane ISLs. These links are prioritised by the pathloss metric. 
Furthermore, it can be observed that, while the propagation delay changes slightly, 
the choice of communication and constellation parameters greatly affects the trans-
mission and waiting times. Finally, Figure 10.8 illustrates the need for an advanced 
routing metric: even when the number of satellites with configuration (c) is greater 
than that with the other two configurations, the latency achieved by the hop- count 
metric is greater for this case.

Figure 10.8   Average routing latency per packet due to propagation, 
transmission and waiting times for three topology- aware metrics 
with: (a) Kepler constellation; (b) Kepler constellation with Pt = 1 
W; and (c) constellation with P = 5, Nop = 40, and Pt = 1 W
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A complementary function to routing is congestion control, which aims at ensur-
ing high bandwidth utilisation while avoiding network congestion. This is done at the 
transport layer by regulating the rate at which traffic sources inject packets into the net-
work. However, the standard TCP assumes that the bottleneck link will stay the same 
over time and that changes in its capacity are erratic. This is not true in the satellite net-
work case, in which the capacity of a link is predictable, and therefore a location- aware 
congestion control mechanism can improve the throughput and latency. In this direc-
tion, several works have proposed variations of TCP for space networks. Although 
the topic is definitely not new [41], the initial works were targeting space networks 
very different from NGSO constellations, where delay- and disruption- tolerant sat-
ellite applications and large distances Earth- GSO were the norms. For example, the 
Space Communications Protocol Specification- Transport Protocol, mainly developed 
by NASA and the US Department of Defence, has a selective negative acknowl-
edgement to accommodate asymmetric channels and explicit congestion notification 
[41]. Another option that does not modify the underlying protocol is the Delay and 
Disruption Tolerant Networking architecture, which provides long- term information 
storage on intermediate nodes to cope with disrupted or intermittent links [42]. A more 
recent alternative is the use of QUIC (Quick User Datagram Protocol UDP Internet 
Connections), the general purpose transport protocol defined by Google [43] to com-
bine the advantages of connected- oriented TCP and low- latency UDP. The NGSO 
networks can benefit from QUIC [44] when there is a high RTT and a poor bandwidth. 
Moreover, QUIC introduces a connection ID instead of IP addresses as identification 
which inherently avoids re- connections with frequently changeable topological space 
networks.

10.5  Conclusions

In this chapter, we described relevant aspects of NGSO constellation design to 
achieve global connectivity. That is, to provide global service availability to ground 
terminals but also to ensure inter- satellite connectivity can be achieved along the 
constellation. We emphasised that the constellation geometry, the altitude of deploy-
ment and the density of satellites have a major impact on these and other relevant 
KPIs and compared the performance of three commercial designs: Kepler, OneWeb 
and the Starlink orbital shell at  550  km. We observed that, while the Starlink 
orbital shell has a greater number of satellites than the other two constellations, 
it still requires an additional orbital shell with nearly- polar orbital planes to pro-
vide connectivity near- polar regions. On the other hand, around  45  satellites from 
the OneWeb constellation are simultaneously within communication range in the 
near- polar regions, which may lead to waste of communication resources. Finally, 
the Kepler constellation may suffer from coverage holes near the Equator where, 
on average, less than one satellite is within communication range from the Earth’s 
surface. To provide ubiquitous global coverage, a constellation similar to Kepler but 
with slightly larger number of orbital planes and satellites would be sufficient. Still, 
the NGSO constellations that aim to provide broadband services would benefit from 
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further increasing the density of deployment, which would lead to greater data rates 
both in the inter- and intra- plane RF ISLs.

Besides the impact of the main parameters for constellation design, we elabo-
rated on the major challenges and technologies to achieve global connectivity at the 
physical layer for link establishment and routing. These arise from the distinctive 
characteristics of NGSO constellations, which are greatly dynamic yet fully predict-
able large- scale infrastructures.
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Chapter 11

Massive MIMO transmission for  
non-geostationary orbit

Ke- Xin Li 1, Li You 1, and Xiqi Gao 1

11.1  Introduction

In recent years, non- geostationary orbit (NGSO) satellites, e.g., low- earth- orbit 
(LEO) and medium- earth- orbit (MEO) satellites, have been an interesting research 
topic due to their superiority in shorter round- trip delay, reduced path loss, and 
lower launch costs [1–3]. Since the LEO satellites are the most representative 
examples of NGSO ones, this chapter mainly focuses on the LEO satellites, 
although the proposed transmission approaches are applicable to other NGSO sat-
ellites as well.

As an indispensable part of satellite communications (SATCOM), multibeam 
satellites can serve a number of user terminals (UTs) within the coverage area by 
using spot beams [4]. For the LEO satellites, phased- array antennas are more often 
used to generate spot beams due to their wide- angle coverage capabilities [5], e.g., 
Globalstar [6] and Starlink [7]. In current satellite systems, the inter- beam interfer-
ence can be suppressed by using a multiple color reuse scheme, in which different 
frequency bands and orthogonal polarizations are assigned to adjacent beams [8]. As 
a result, the frequency bands can be reused among sufficiently isolated beams, and 
the system capacity is improved substantially.

To make full use of the scarce spectrum, full frequency reuse (FFR) scheme 
has been proposed, which allows all the beams to share the frequency band so that 
the spectral efficiency can be further enhanced [9, 10]. In this case, it is impera-
tive to use advanced signal processing techniques to alleviate the serious inter- 
beam interference. Nowadays, the precoding techniques originated from multiuser 
multiple- input multiple- output (MIMO) communications have been adopted in 
multibeam satellite systems to handle the inter- beam and inter- user interferences 
[11–15].

In the previous works, it is usually assumed that the beamforming network 
(BFN) at the satellite side is fixed [11–15]. The conventional BFN can only be modi-
fied at a very slow pace [10], and cannot adapt to the dynamic link conditions of UTs.  
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In the last decade, massive MIMO has been one of the pivotal techniques in terres-
trial 5G communications [16]. With a large number of antennas at the base station, 
massive MIMO can provide high- resolution in the beam domain, and can signifi-
cantly improve the spectrum and energy efficiency [17]. With the rapid development 
of 5G communications, it becomes possible to use a more flexible and versatile fully 
digital BFN at the satellite [18], which can cater to the dynamic link conditions 
of UTs. This chapter considers that the LEO satellite is equipped with a massive 
antenna array, namely a massive MIMO LEO satellite, and the BFN at the LEO 
satellite is assumed to be digitally reconfigurable in real- time, which is expected to 
enhance the throughput in wideband LEO SATCOM systems.

Notice that the performance of multiuser MIMO/massive MIMO precoding 
hinges on the quality of the channel state information (CSI) available at the trans-
mitter. For most previous works on multibeam satellites, it is usually assumed that 
the transmitter can acquire the instantaneous CSI (iCSI) [11–13, 15]. However, in 
practical SATCOM systems, the inherent channel impairments, e.g., large propa-
gation delays and Doppler effects, will make it difficult to acquire the iCSI at the 
transmitter. In particular, for time- division duplexing systems, the estimated uplink 
(UL) iCSI is used for the downlink (DL) transmission, which could be outdated due 
to the long propagation delays. At the same time, for frequency- division duplexing 
systems, each UT first estimates the DL iCSI and then feeds it back to the satellite, 
which could consume a lot of channel estimation and feedback overhead. Moreover, 
the feedback would also be outdated due to the long propagation delays. In com-
parison with the iCSI, statistical CSI (sCSI) is stable for longer time intervals [19] 
and thus can be more easily acquired at the transmitter side. Hence, a more practical 
scenario is considered in this chapter where only sCSI is available at the satellite to 
perform the DL transmit design in massive MIMO SATCOM.

The transmit design using sCSI at the transmitter (sCSIT) has become an attrac-
tive topic in massive MIMO terrestrial wireless communications. Up to now, many 
transmit strategies have been presented, e.g., the two- stage precoder design [20], 
the beam domain transmission [21], and the robust precoder design [22]. However, 
the aforementioned works do not consider the special massive MIMO LEO satel-
lite channel characteristics. Besides, the limited satellite payloads bring consider-
able restrictions on the transmit design. Thus, it is of great importance to seek out 
more efficient DL transmit designs with sCSIT tailored for massive MIMO LEO 
SATCOM.

In this chapter, a massive MIMO LEO SATCOM system is considered where 
the satellite and the UTs are both equipped with uniform planar arrays (UPAs), 
and the primary target is to achieve high data rates of the whole system using only 
the slow- varying sCSIT via the proper design of DL transmit strategies. For this 
purpose, the DL massive MIMO LEO satellite channel model with the UPA con-
figurations at the satellite and each UT is first derived. The adverse Doppler and 
delay effects are compensated by performing frequency and time synchronization 
at each UT to facilitate the DL wideband transmission. Then, based on the massive 
MIMO LEO satellite channel characteristics, the DL transmit design is investigated 
to maximize the ergodic sum rate by exploiting sCSIT.
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It is proved that the single- stream transmit strategy for each UT is optimal for 
the linear transmitters in the sense of maximizing the system’s ergodic sum rate, 
even though each UT has multiple antennas. This result is important and favorable 
because the complicated design of transmit covariance matrices can be simplified 
into that of precoding vectors without any loss of optimality. To reduce the com-
putational complexity, another transmit design is formulated by approximating the 
ergodic sum rate with its upper bound. In this case, it is shown that the optimality 
of the single- stream transmit strategy still holds. More importantly, the design of 
precoding vectors is further simplified to that of scalar variables. Simulation results 
demonstrate the effectiveness of the proposed approaches and show remarkable per-
formance gains over the existing schemes.

The remainder of this chapter is organized as follows. Section 11.2 introduces 
the system model, where the channel model is presented for the satellite and the 
UTs equipped with UPAs. In section 11.3, the DL transmit design and the low- 
complexity implementations are presented. The user grouping strategies are dis-
cussed in section 11.4. Section 11.5 provides the simulation results, and section 11.6 
concludes this chapter.

Notations: Throughout this chapter, lower case letters denote scalars and bold-
face lower (upper) letters denote vectors (matrices). The set of all  n - by- m  complex 
(real) matrices is denoted as C n�m  (Rn�m ).  tr(�) ,  det(�) ,  rank(�) ,  (�)� ,  (�)T  , and  (�)H   
denotes the trace, determinant, rank, conjugate, transpose, and conjugate trans-
pose operations for the matrix argument, respectively. The  ̌.  ̌ denotes the absolute 
value. The Euclidean norm of a vector x  is denoted as  kxk =

p
xHx  ⊗ denotes the 

Kronecker product.  [A]n,m  denotes the  (n,m) th element of matrix A . diag (a) denotes 
the diagonal matrix with a  along its main diagonal.  Ef�g  denotes the expectation 
operator.  C N (0,C)  denotes the circular symmetric complex Gaussian random vec-
tor with zero mean and covariance matrix  C .

11.2  System model

An FFR massive MIMO LEO SATCOM system operating over lower frequency 
bands, e.g., L/S/C bands, is considered. The mobile UTs are served by a single LEO 
satellite at an altitude of H   as shown in Figure 11.1. The satellite and the mobile 
UTs are equipped with the UPAs of digital active antennas [18], which means that 
the amplitude and phase of each antenna element of the UPAs can be digitally con-
trolled. The satellite has a large- scale UPA with  Mx  and  My  elements in the x - axis 
and  y - axis, respectively. The total number of antennas at the satellite is  MxMy , M  .  
We assume that each antenna element of the UPA at the satellite is directional. On 
the other hand, each UT’s UPA consists of  Nx0  and  Ny0  omnidirectional elements in 
the x0 - axis and  y0 - axis, respectively, and the total number of antennas at each UT 
is  Nx0Ny0 , N  . The approach in this chapter can be directly extended to the cases 
where the UTs have different numbers of antenna elements.
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11.2.1  DL signal and channel models in analog baseband
The DL received signal of UT  k   at the time instant  t  can be written as

 yk(t) =
´1

�1
LHk(t, � )x(t � � ) d� + zk(t)   (11.1)

where  LHk(t, � ) 2 CN�M  ,  x(t) 2 CM�1  and  zk(t) 2 CN�1  are the channel impulse 
response, transmit signal, and additive noise signal of UT  k   at time instant  t , respec-
tively. More specifically, the LEO satellite channel impulse response  LHk(t, � )  can be 
expressed as

 LHk(t, � ) =
PLk�1

`=0 ak,`ej2��k,` tı
�
� � �k,`

�
dk,`gH

k,`   (11.2)

where  j ,
p
�1 ,  ı(x)  is the Dirac delta function,  Lk  is the multipath number of UT 

 k  ’s channel,  ak,` ,  �k,` ,  �k,` ,  dk,` 2 CN�1
 , and  gk,` 2 CM�1

  are the DL channel gain, 
Doppler shift, propagation delay, array response vector at the UT side, and array 
response vector at the satellite side, respectively, associated with the ` th path of UT  k
 ’s channel.

For simplicity, it is assumed that the channel matrices are fixed within each 
coherence time interval, and change from block to block according to some ergodic 
process. In the following, the LEO satellite channel characteristics are described 
one by one, which mainly include the Doppler shifts, propagation delays, and array 
response vectors.

11.2.1.1  Doppler shifts
For LEO satellite channels, the Doppler shifts are much larger compared with those 
in terrestrial wireless channels, due to the large relative velocity between the satellite 

Figure 11.1 The FFR massive MIMO LEO SATCOM system
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and the UTs. At the 4  GHz carrier frequency, the Doppler shift can be  80  kHz for an 
LEO satellite at an altitude of  1000  km [23]. The Doppler shift  �k,`  for the ` th path 
of UT  k  ’s channel mainly consists of two parts [24], i.e.,  �k,` = �

sat
k,` + �

ut
k,` , where 

 �
sat
k,`  and  �

ut
k,`  are the Doppler shifts relevant to the movement of the satellite and UT 

 k  , respectively. The first part  �
sat
k,`  is nearly identical for different paths of UT  k  ’s 

channel, because of the high altitude of the satellite [24]. Hence,  �
sat
k,`  can be rewrit-

ten as  �
sat
k,` = �

sat
k   for  0 � ` � Lk � 1 . The variation of  �

sat
k   with time behaves rather 

deterministically, and it can be estimated and compensated at each UT. On the other 
hand,  �

ut
k,` ’s are usually distinct for different paths.

11.2.1.2  Propagation delays
For LEO satellites, the propagation delay is a more serious problem than that in ter-
restrial wireless channels, due to the long distance between the satellite and the UTs. 
For an LEO satellite at an altitude of  1000  km, the round- trip delay can be about  17.7  
ms [25]. Besides, let  �

min
k = min` �k,`  and  �

max
k = max` �k,`  denote the minimal and 

maximal propagation delays of UT  k  ’s channel, respectively.

11.2.1.3  Array response vectors
Define  �k,` = (�xk,`, �

y
k,`)  and  'k,` = ('x

0

k,`,'
y0
k,`)  as the paired angles- of- departure 

(AoDs) and angles- of- arrival (AoAs) for the ` th path of UT  k  ’s channel, respectively. 
The array response vectors  gk,`  and  dk,`  in (11.2) can be written as  gk,` = g(�k,`)  
and  dk,` = d('k,`) , respectively. For arbitrary  � = (�x, �y)  and  ' = ('x0 ,'y0) , 
 g(�)  and  d(')  can be expressed as  g(�) = aMx

�
sin �y cos �x

�
˝ aMy

�
cos �y

�
  and 

 d(') = aNx0
�
sin'y0 cos'x0

�
˝ aNy0

�
cos'y0

�
 . Here,  anv(x) 2 C nv�1  is given by

 anv

�
x
�
= 1

p
nv

�
1, e�j 2�dv

�
x, : : : , e�j 2�dv

�
(nv�1)x

�T

  (11.3)

where  � = c/f   represents the carrier wavelength,  c  is the speed of light,  f   is the carrier 
frequency,  dv  is the antenna spacing along  v - axis with  v 2 fx, y, x0, y0g . In satellite 
channels, the scattering on the ground takes place only within a few kilometers around 
each UT. Thus, the paired AoDs for different paths of UT  k  ’s channel are nearly 
identical due to the long distance between the satellite and UT  k   [26], i.e.,  �k,` = �k , 
 0 � ` � Lk � 1 . Therefore,  gk,` = gk = g(�k) , where  �k = (�xk , �

y
k )  is referred to as the 

physical angle pair of UT  k  . Due to the long distance between the satellite and UT  k  , 
 gk  changes quite slowly, and it is assumed that  gk  can be perfectly known at the satel-
lite. The space angle pair  Q�k = ( Q�xk , Q�

y
k )  of UT  k   is defined as  Q�

x
k = sin �yk cos �

x
k   and 

 Q�
y
k = cos �yk  , which reflects the space domain property of UT  k  ’s channel [26]. The 

physical angle pair  �k  and nadir angle  #k  of UT  k   are related by  cos#k = sin �
y
k sin �

x
k  . 

The space angle pair  Q�k = ( Q�xk , Q�
y
k )  should satisfy  ( Q�

x
k )

2 + ( Q�yk )
2 � sin2 #max  due to the 

relation  cos#k = sin �
y
k sin �

x
k =

q
1 � ( Q�yk )2 � ( Q�

x
k )2 � cos#max , where  #max  is the 

maximum nadir angle of UTs.
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11.2.2  DL signal and channel models for OFDM-based 
transmission

The orthogonal frequency division multiplex (OFDM) is used to facilitate the wide-
band transmission in the LEO SATCOM systems, due to its benefits on robustness to 
frequency selective fading and efficient implementations. The number of subcarriers 
is  Nsc , and the cyclic prefix (CP) length is  Ncp . Let  Ts  be the system sampling period. 
The time duration of CP is  Tcp = NcpTs . The OFDM symbol time duration without 
and with CP is given by  Tsc = NscTs  and  T = Tsc + Tcp , respectively.

Let  fxs,rg
Nsc�1
r=0   be the M � 1  frequency- domain DL transmit signal within the  s

 th OFDM symbol. Then, the time- domain DL transmit signal in OFDM symbol  s  
can be expressed as [27]

 
xs(t) =

Nsc�1P
r=0

xs,rej2�r�ft, � Tcp � t � sT < Tsc
 
 
 

(11.4)

where  �f = 1/Tsc . The time- domain received signal of UT  k   in the OFDM symbol 
 s  can be written as

 yk,s(t) =
´1

�1
LHk(t, � )xs(t � � ) d� + zk,s(t)   (11.5)

where  zk,s(t)  is the additive noise signal of UT  k   at the OFDM symbol  s . Next, 
we perform the Doppler and delay compensation at each UT. Let  �

cps
k = �satk   and 

 �
cps
k = �mink  . Based on the results in Reference 26, the compensated time- domain 

received signal of UT  k   in the OFDM symbol  s  is given by

 ycpsk,s (t) = yk,s(t + � cpsk )e�j2��
cps
k (t+�

cps
k )

  (11.6)

After the Doppler and delay compensation, the well- designed OFDM parameters 
can be chosen to combat the multipath fading effect. Hence, the frequency- domain 
received signal of UT  k   over the subcarrier r  in the OFDM symbol  s  can be written 
as [27]

 yk,s,r = 1
Tsc

´ sT+Tsc
sT ycpsk,s (t)e�j2�r�f�t dt  (11.7)

Let us denote  �
ut
k,` = �k,` � �

min
k  , and define the effective channel frequency response 

of UT  k   after the Doppler and delay compensation as

 Hk(t, f) = dk(t, f)gH
k    (11.8)

where  dk(t, f) =
PLk�1

`=0 ak,`e
j2�

�
�utk,`t�f�

ut
k,`

�

dk,` 2 CN�1
 . Then, the received signal 

 yk,s,r  in (11.7) can be further expressed as

 yk,s,r = Hk,s,rxs,r + zk,s,r,   (11.9)
where  Hk,s,r  and  zk,s,r  are the channel matrix and additive Gaussian noise of UT  k   
over the subcarrier r  in the OFDM symbol  s . Note that  Hk,s,r  in (11.9) can be writ-
ten as

 Hk,s,r = Hk
�
sT, r�f

�
= dk

�
sT, r�f

�
gH
k = dk,s,rgH

k   (11.10)
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Since the Doppler and the delay effects are compensated at each UT, the time and 
frequency at the satellite and the UTs are assumed to be perfectly synchronized in 
the following.

11.2.3  DL satellite channel’s statistical properties
For convenience to describe the statistical properties of the satellite channel, the 
subscripts of the OFDM symbol  s  and subcarrier r  in  Hk,s,r = dk,s,rgHk   are omitted. 
Let  Hk = dkgHk   denote the DL channel matrices of UT  k   over a specific subcarrier. 
The channel matrix  Hk   is supposed to be Rician distributed as follows:

 Hk = dkgHk =
q

�kˇk
�k+1

HLoS
k +

q
ˇk

�k+1
HNLoS

k    (11.11)

where  ̌ k = E
˚
tr(HkHH

k )
�
= E

˚
kdkk2

�
  is the average channel power,  �k   is the Rician 

factor,  H
LoS
k = dk,0gHk   is the deterministic line- of- sight (LoS) part,  H

NLoS
k = QdkgHk   

is the random scattering part. Besides,  Qdk   is distributed as  Qdk � C N (0,†k)  with 
 tr(†k) = 1 . The channel parameters  H , fˇk, �k, gk, dk,0,†kg8k   are related to the 
operating frequency bands, the practical link conditions, and so on [5]. It is assumed 
that the satellite and the UTs move within a certain range, such that the channel 
parameters H  can be considered as nearly unchanged. Whenever the satellite or 
some UT steps out of this range, the channel parameters H  should be updated at the 
satellite accordingly.

The channel correlation matrices of UT  k   at the satellite and the UT sides are 
given by

 Rsat
k = EfHH

kHkg = ˇkgkgHk    (11.12a)

 Rut
k = EfHkHH

k g =
�kˇk
�k+1

dk,0dHk,0 +
ˇk

�k+1
†k   (11.12b)

respectively. The matrix  R
sat
k   is rank- one, which implies that the signals on different 

antennas at the satellite are highly correlated. Meanwhile, the rank of matrix  R
ut
k   

depends on the specific propagation environment around UT  k  .

11.3  DL transmit design

In this section, the DL transmit design is investigated for the examined massive 
MIMO LEO SATCOM system based on the established signal and channel models 
in section 11.2. First, by exploiting the LEO satellite channel characteristics, it is 
proved that the rank of transmit covariance matrix of each UT must be no greater 
than one to maximize the ergodic sum rate. This indicates that the optimal DL trans-
mission strategy is to transmit a single data stream to each UT, even if each UT has 
multiple antennas. This result is particularly important since the original design of 
transmit covariance matrices can be simplified into that of the precoding vectors 
without any loss of optimality. To reduce the computational complexity, the ergodic 
sum rate is approximated with its closed- form upper bound. Interestingly, it is shown 
that the optimality of transmitting single data stream to each UT also holds. In this 
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case, it is manifested that the design of precoding vectors can be further simplified 
into that of scalar variables.

11.3.1  Rank-One property of transmit covariance matrices
By dropping the subscripts of OFDM symbol  s  and subcarrier r  in  xs,r  for simplicity, 
let x 2 CM�1  denote the transmit signal at the satellite over a specific subcarrier. It 
is assumed that K   UTs are simultaneously served in the DL transmission. The set of 
UT indices is denoted as  K = f1, : : : ,Kg . The transmit signal x  can be expressed as

 
x =

KP
k=1

sk
 
 
 

(11.13)

where  sk 2 CM�1  is the transmit signal related to UT  k  . In this chapter, the most 
general design of the transmit signals  fskg

K
k=1  is considered, where  sk   is a Gaussian 

random vector with zero mean and covariance matrix  Qk = EfsksHk g . For simplic-
ity, it is assumed that the DL transmit signal satisfies the total power constraint as 
in Reference 11, i.e.,  

PK
k=1 tr(Qk) � P . The DL received signal at UT  k   is given by

 
yk = Hk

KP
i=1

si + zk
 
 
 

(11.14)

where  zk 2 CN�1  is the additive complex Gaussian noise at UT  k   distributed as 
 zk � C N

�
0, � 2k IN

�
 . The DL ergodic rate of UT  k   is defined as

 

Ik = E

�
log det

�
� 2
k IN +Hk

KP
i=1
QiHH

k

��
�E

(
log det

 
� 2
k IN +Hk

P
i¤k

QiHH
k

!)

(a)
= E

n
log

�
1 + gHk Qkgkdk

2
P
i¤k g

H
k Qigkdk

2+�2
k

�o
,  

 
 

(11.15)

where (a) follows from  Hk = dkgHk   and  det(I + AB) = det(I + BA)  [28]. The DL sum 
rate maximization problem can be formulated as

 
P : max

fQkg
K
k=1

KP
k=1

Ik, s.t.
KP
k=1

tr(Qk) � P, Qk � 0, 8k 2 K
  

(11.16)

Theorem 11.3.1: The optimal  fQkg
K
k=1  to problem P   must satisfy  rank(Qk) � 1 , 

 8k 2 K .
Theorem 11.3.1 shows that owing to the particularities of LEO satellite chan-

nels, the rank of the optimal transmit covariance matrix of each UT should be no 
larger than one. Since  rank(Qk)  represents the number of independent data streams 
transmitted to UT  k  , Theorem 11.3.1 reveals that the single- stream precoding strat-
egy for each UT is optimal for linear transmitters even though each UT has mul-
tiple antennas. From the rank- one property of the transmit covariance matrices,  Qk   
can be written as  Qk = wkwHk  , where  wk 2 CM�1  is the precoding vector of UT  k  . 
Since  fwkg

K
k=1  denote the linear precoding vectors, the transmit signal  sk   in (11.13) 

is expressed as  sk = wksk  , where sk is the desired data symbol for UT  k   with zero 
mean and unit variance. Henceforth, the design of the transmit covariance matrices 
 fQkg

K
k=1  is now simplified into that of the precoding vectors  fwkg

K
k=1 . Substituting 

 Qk = wkwHk   into (11.15) yields:
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Ik = E

�
log

�
1 + wHk gk

2
dk2

P
i¤k w

H
i gk

2
dk2+�2

k

��
, Rk.

  
(11.17)

Here,  Ik  is replaced with  Rk  to represent the DL ergodic rate of UT  k  , since  Rk  
is now a function of the linear precoding vectors  fwkg

K
k=1 . Thus, the complicated 

transmit covariance matrix optimization problem P  in (11.16) can be reformulated 
as follows:

 
S : maxW

KP
k=1

Rk, s.t.
KP
k=1
kwkk

2 � P,
  

(11.18)

where  W = [w1 � � � wK] 2 CM�K   denotes the collection of the precoding vectors. 
The power inequality in (11.19) must be met with equality at the optimum, i.e., 
 
PK

k=1kwkk
2 = P . Otherwise,  fwkg

K
k=1  can be scaled up, which increases the DL sum 

rate and contradicts the optimality.
In the following subsection, the optimal linear receivers that maximize their 

corresponding DL ergodic rates are derived.

11.3.2  Optimal linear receivers
According to Theorem 11.3.1, the satellite can send at most one data stream to each 
UT. Hence, each UT just needs to decode at most one data stream, and only diversity 
gain is obtained with multiple antennas at the UT sides. Let  ck 2 CN�1  be the linear 
receiver of UT  k  . Then, the recovered data symbol at UT  k   can be written as

 Osk = cHk yk = cHk dkgH
k wksk +

PK
i¤k cHk dkgH

k wisi + cHk zk  (11.19)

Thus, the signal- to- interference- plus- noise ratio (SINR) of UT  k   can be expressed as

 
SINRk = jwHk gkj

2
jcHk dkj

2

P
i¤kjw

H
i gkj

2
jcHk dkj

2
+�2

kkckk
2
  

(11.20)

Because  
ax

bx+c  is a monotonically increasing function of  x  for  a, b, c > 0 , it can be 
derived that

 
SINRk

(a)
�

jwHk gkj
2
dk2

P
i¤kjw

H
i gkj

2
dk2+�2

k
, SINRk 

 
 

(11.21)

where (a) follows from the Cauchy- Schwarz inequality  jc
H
k dkj

2 � ck2dk2 , and the 
equality holds if and only if  ck = ˛dk   for any nonzero ˛ 2 C  . The receivers satisfy-
ing  ck = ˛dk   for different ˛  will have the same value of  SINRk  . Thus, the receivers 
with the form  ck = ˛dk   are optimal for UT  k  . Now, let us return to the precoding 
vector design in the following subsection.

11.3.3  Precoding vector design
Considering that the precoding vector optimization problem S   in (11.19) is a non- 
convex program, it is generally intractable to obtain its globally optimal solutions. 
However, the existing optimization techniques allow us to derive the locally opti-
mal precoding vectors for the problem S  , e.g., minorization- maximization (MM) 
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algorithm [29] and successive convex approximation (SCA). For brevity, the 
detailed derivations for solving the problem S   are omitted. The readers interested in 
it can refer to the derivations in Reference 22.

Due to the expectation in the ergodic rate  Rk  , the Monte- Carlo method with 
exhaustive sample average is required to compute the precoding vectors, which is a 
computational demanding task when a large number of samples are considered on 
the averaging procedure. Next, the low- complexity transmit designs that avoid the 
sample average are presented.

11.3.4  Low-complexity implementations
To avoid the exhaustive sample average, the ergodic sum rate is approximated by 
its closed- form upper bound. First, it is proved that in this case, the optimal transmit 
covariance matrices are still rank- one. Therefore, the design of the transmit covari-
ance matrices can also be boiled down to that of the precoding vectors. Then, it is 
shown that the design of the precoding vectors can be further converted into that of 
the scalar variables.

Notice that  f(x) = log
�
1 + ax

bx+c
�
  is a concave function of  x � 0  for  a, b, c � 0  

[30]. By invoking Jensen’s inequality [31], the DL ergodic rate  Ik  of UT  k   can be 
upper bounded by

 

Ik = E
n
log

�
1 + gHk Qkgkdk2P

i¤k g
H
k Qigkdk2+�2

k

�o

� log
�
1 + gHk QkgkˇkP

i¤k g
H
k Qigkˇk+�2

k

�
, I ub

k .
  

(11.22)

The problem of maximizing the upper bound of the DL ergodic sum rate can be 
formulated as

 
Pub : max

fQkg
K
k=1

KP
k=1

Iub
k , s.t.

KP
k=1

tr(Qk) � P, Qk � 0, 8k 2 K
  

(11.23)

Theorem 11.3.2: The optimal  fQkg
K
k=1  to the problem Pub  must satisfy  rank(Qk) � 1 ,  

 8k 2 K  .
According to Theorem 11.3.2, the rank of the optimal transmit covariance 

matrices to the problem Pub  should be no greater than one, which manifests that 
the single- stream precoding strategy for each UT suffices to maximize the upper 
bound on the ergodic sum rate. Thus,  Qk   can be written as  Qk = wkwHk  , and once 
more the design of the transmit covariance matrices  fQkg

K
k=1  can be reduced to that of 

the precoding vectors  fwkg
K
k=1 . Hence, the  I ub

k   expression in (11.23) can be further 
written as

 
I ub

k = log
�
1 + wHk gk

2
ˇk

P
i¤k w

H
i gk

2
ˇk+�2

k

�
, Rub

k .
  

(11.24)

Here,  I ub
k   is replaced with  Rub

k  , because  Rub
k   has become a closed- form expression 

of the precoding vectors  fwkg
K
k=1 . Then, the transmit covariance matrix optimization 

problem Pub  in (11.23) can be reformulated as
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S ub : maxW

KP
k=1

Rub
k , s.t.

KP
k=1
kwkk

2 � P
  

(11.25)

Note that the problem S ub  is in the similar form to the sum rate maximization 
problem in DL multi- user MISO channels [32]. The optimal precoding vectors to 
the problem S ub  must satisfy  

PK
k=1 wk

2 = P , because any precoding vectors with 
 
PK

k=1 wk
2  can be scaled up to increase the objective value.

For the problem S ub , only the channel parameters  fˇk/�
2
k , Q�kg

K
k=1  are required 

at the satellite to compute the precoding vectors, which can be determined by the 
location information and average channel power of UTs. When the UPA placement 
is fixed, the space angle pairs  f Q�kg

K
k=1  can be obtained by exploiting the location 

information of the satellite and UTs, which can be known via the global positioning 
system. The satellite can estimate the average channel power  fˇkg

K
k=1  by exploiting 

the UL sounding signals and the reciprocity of sCSI [30].
Next, it is shown that the design of high- dimensional precoding vectors in the 

problem S ub  can be transformed into that of K   scalar variables. For ease of state-
ment, an optimization problem is formulated as follows:

 
M ub : max�

KP
k=1

rk, s.t.
KP
k=1
�k = P, �k � 0, 8k 2 K

 
 
 

(11.26)

where  � = [�1...�K]T 2 RK�1  and rk is a function of  f�kg
K
k=1  given by

 

rk(�1, ...,�K) = log det

 
KX
i=1

�iˇi

� 2
i

gigH
i + IM

!

� log det

 X
i¤k

�iˇi

� 2
i
gigHi + IM

!

  

(11.27)

The relationship between the problems S ub  and M ub  will be established in the 
following.

Denote  fw
opt
k g

K
k=1  and  f�

opt
k g

K
k=1  as the optimal solutions to problems S ub  and 

 M ub , respectively. As described in the following theorem, as long as the scalar vari-
ables  f�

opt
k g

K
k=1  are known, the precoding vectors  fw

opt
k g

K
k=1  can be derived in the 

closed form immediately.
Theorem 11.3.3: The precoding vectors  fw

opt
k g

K
k=1  can be written as

 
wopt

k =
p
qoptk �

�
Vopt

��1gk
k
�
Vopt

��1gkk
, 8k 2 K

  (11.28)

In (11.28), the matrix  Vopt 2 CM�M   and  q
opt
k   are given by

 
Vopt =

PK
k=1

�
opt
k ˇk
�2
k

gkgHk + IM  
 
 

(11.29a)

 
qoptk =

�
opt
k ˇk(�

opt
k +1)

�opt�2k
k
�
Vopt��1 gkk2,

 
 
 

(11.29b)

where the parameters  �
opt
k   and  �opt  in (11.29b) are also determined by  f�

opt
k g

K
k=1  as 

follows



280 Non- geostationary satellite communications systems

 
�
opt
k =

1
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In massive MIMO LEO SATCOM systems, the dimension of the precoding vectors 
 fwkg

K
k=1  might be extremely large. Theorem 11.3.3 indicates that thanks to the mas-

sive MIMO LEO satellite channel properties, the design of the high- dimensional 
precoding vectors  fwkg

K
k=1  in the problem Sub  can be simplified into that of K   scalar 

variables  f�kg
K
k=1  in the problem Mub , with which the precoding vectors  fwkg

K
k=1  can 

be calculated in closed form.
Even though the non- convexity of the problem M ub  makes it difficult to derive 

its globally optimal solutions, many optimization algorithms can guarantee conver-
gence to a locally optimal solution to M ub , such as MM algorithm, SCA, concave- 
convex procedure, block coordinate descent (BCD) [33], and so on. For brevity, the 
detailed procedures for solving the problem M ub  are omitted.

11.4  User grouping

In SATCOM systems, the number of UTs is usually much larger than the number 
of antennas equipped with the satellite. Therefore, it is of practical importance to 
investigate the user grouping strategy, such that the proposed DL transmit design for 
massive MIMO LEO SATCOM systems can fully realize its potential. In this sec-
tion, a novel user grouping strategy is developed by only exploiting the space angle 
information of UTs.

Notice that  Q�
x
k   and  Q�

y
k   are both located in the range  [� sin#max, sin#max) . Hence, 

it is assumed that the space angle range  [� sin#max, sin#max)  is divided into  MxGx  
and  MyGy  equal parts in the x - axis and  y - axis, respectively. The 2 D space angle 
interval is represented by
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where  �
v
a,b  is defined as

 �va,b = � sin#max +
ıv
2 + (a + bGv)ıv,   (11.32)

with  0 � a � Gv � 1 ,  0 � b � Mv � 1  and  ıv =
2 sin#max
MvGv   with  v 2 fx, yg . Thus, UT 

 k   is scheduled into the  (u, v) th group, if and only if there exists some  0 � m � Mx � 1  
and  0 � n � My � 1  such that

 Q� k = ( Q� xk , Q�
y
k ) 2 A (m,n)

(u,v)   (11.33)
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Let  K
(m,n)
(u,v) = fk : Q� k 2 A (m,n)

(u,v) g  denote the set of UTs whose space angle pair is located 
in  A

(m,n)
(u,v)  . For simplicity, it is assumed that  |K

(m,n)
(u,v) | � 1 . Hence, the set of UTs in the 

 (u, v) th group is given by

 
K(u,v) =

S
0�m�Mx�1
0�n�My�1

K (m,n)
(u,v) .  (11.34)

In addition, the UTs allocated in the same group use the same time- frequency 
resources, while the UTs in different groups are assigned with different time- 
frequency resources.

11.5  Simulation results

In this section, the simulation results are presented to verify the performance 
of the proposed DL transmits designs in a massive MIMO LEO SATCOM sys-
tem. The simulation parameters are summarized in Table 11.1. In the simu-
lations, the space angle pairs of UTs are generated within the circle region 
 f(x, y) : x2 + y2 � sin2 #maxg . The per- antenna gains at the satellite and UTs are 
denoted as  Gsat  and  Gut , respectively. The details of the antenna gain computa-
tion can be found in Reference 4. For simplicity, it is assumed that each antenna 
element at the satellite has the ideal directional power pattern  R(�x, �y) = Gsat , 
if  (sin �y cos �x)

2 + (cos �y)2 � sin2 #max , and otherwise,  R(�x, �y) = 0 , which is in 
accord with the coverage area seen at the satellite. The elevation angle of UT 
 k   can be computed by  ˛k = cos

�1
�
Rs
Re sin#k

�
  [5], where  Re  is the earth radius, 

 Rs = Re + H   is the orbit radius. The distance between the satellite and UT  k   is 

given by  Dk =
q
R2e sin

2 ˛k + H2 + 2HRe � Re sin˛k   [34]. The random vector 

Table 11.1 Simulation parameters

Parameters Values

Earth radius  Re 6378 km
Orbit altitude H  1000 km
Central frequency fc 4 GHz
Bandwidth  B 50 MHz
Noise temperature  Tn 290 K

Number of antennas  Mx,My,Nx0 ,Ny0 
12, 12, 6 and 6

Antenna spacing  dx, dy, dx0 , dy0  �,�,
�

2 and �

2  
Per-antenna gain  Gsat and Gut 6 dBi and 0 dBi
Maximum nadir angle  #max  30° 
Number of UTs K   60 
Transmit power P 10 dBW–30 dBW
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dk =

r
�kˇk
�k+1

dk,0 +
r

ˇk
�k+1
Qdk

 
 in (11.11) is simulated in terms of  dk(t, f)  in (11.8), 

where the first path is used to produce the LoS direction  dk,0 = d('k,0)  and the 
remaining  Lk � 1  paths are used for  Qdk  . For simplicity, each UT’s UPA is assumed 
to be placed horizontally, which implies that  'k,0  satisfies  sin'

y0
k,0 sin'

x0
k,0 = sin˛k   

(e.g.,  '
x0
k,0 = 90°  and  '

y0
k,0 = ˛k  ). To simulate  Qdk  , the path gains  fak,`g

Lk�1
`=1   are 

generated by using the exponential power delay profile, while the paired AoAs 

 f'k,`g
Lk�1
`=1   are produced according to the wrapped Gaussian power angle spectrum, 

as described in the 3rd Generation Partnership Project (3GPP) technical report 
on non- terrestrial networks [34, section 6]. Moreover, the path loss, shadow fad-
ing and Rician factors are computed in accordance with the suburban scenarios, 
and the ionospheric loss is set as 1  dB approximately [34, section 6]. The average 
channel power  ̌ k   is simulated by  

1
NS

PNS
n=1kdk,nk

2
 , where  dk,n  is the  n th sample of 

 dk   and the number of channel samples is set as  NS = 1000 . The noise variance is 
given by  �

2
k = kBTnB  where  kB = 1.38 � 10�23 J � K�1  is the Boltzmann constant, 

 Tn  is the noise temperature and B  is the system bandwidth.
In Figure 11.2, the sum rate performance of proposed DL transmit designs is 

depicted for different numbers of user groups. It is shown that the difference in the 
sum rate performance between the proposed DL precoding and its low- complexity 
implementations is negligible. In addition, both the proposed DL precoding and 
its low- complexity implementations show substantial performance superiority com-
pared with the conventional scheme using fixed beams. Since the proposed precod-
ing vector design strategies only exploit the slow- varying sCSI, which is identical 

Figure 11.2 Sum rate performance of proposed DL transmit designs
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for different subcarriers and OFDM symbols within a stable sCSI period, the imple-
mentation complexity at the satellite could be extremely low. Therefore, the pro-
posed approaches constitute a promising candidate for high- throughput massive 
MIMO LEO SATCOM systems.

11.6  Conclusions

In this chapter, the DL transmit design with sCSIT was investigated for massive 
MIMO LEO SATCOM systems. First, the DL massive MIMO LEO satellite channel 
model was derived, where the satellite and the UTs are both equipped with UPAs. 
Then, it was shown that the single- stream precoding for each UT is able to maxi-
mize the ergodic sum rate for the linear transmitters. To reduce the computational 
complexity, another transmit design was formulated by using an upper bound on the 
ergodic sum rate, for which the optimality of single- stream precoding also holds. 
Moreover, it was revealed that the design of precoding vectors can be simplified 
into that of scalar variables. The effectiveness and the performance gains of the 
proposed DL transmit designs were verified via the simulation results. There are 
still many potential challenges for future high- throughput LEO SATCOM systems, 
which are briefly summarized as follows, e.g., low- complexity hybrid precoding, 
real- time resource management, multiple satellite cooperation, the coexistence of 
NGSO and GSO satellites.
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Chapter 12

Internet of Things over non-geostationary orbit 
system and random access aspects

Riccardo De Gaudenzi 1, Nader Alagha 1, and  
Stefano Cioni 1

This chapter deals with the Internet of things (IoT) over non- geostationary orbit 
(NGSO) system design as depicted in Figure 12.1 and random access (RA) aspects. 
A large number of selected references are provided for the reader interested to have 
a more in- depth understanding of the aspects touched in the text. The chapter is 
organized as follows:

 • Section 12.1 reviews IoT over NGSO system aspects. In particular, it deals 
with IoT frequency bands, satellite orbit effects (Doppler, propagation aspects), 
land mobile satellite (LMS) channel, Doppler, and path loss (PL) compensation 
techniques.

 • Section 12.2 discusses the rationale and the challenges for RA in NGSO net-
works. In particular, it deals with IoT traffic models, RA versus demand assign-
ment multiple access (DAMA), slotted versus unslotted RA solutions, RA 
schemes trade- off, and signal processing aspects.

 • Section 12.3 deals with NGSO RA schemes design aspects. In particular, it cov-
ers the design of the forward and return link, the RA key performance indica-
tors, and how to perform detailed and simplified RA analysis.

 • Section 12.4 is covering NGSO RA standard and proprietary solutions and pro-
vides examples of system implementations. It covers RA solutions like S- band 
mobile interactive multimedia (S- MIM), very high frequency (VHF) data 
exchange (VDE), narrowband IoT (NB- IoT), and universal network for IoT 
(UNIT). This section also highlights in- orbit demonstrations of emerging satel-
lite IoT systems and associated opportunities and challenges ahead.
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12.1  IoT over NGSO system aspects

IoT services are becoming an essential part of digital transformation that modern-
ize many aspects of industry allowing to track, monitor, and manage assets while 
improving their remote operations. The socioeconomic prospects of such transfor-
mation have rightfully created an expectation that the IoT wireless networks would 
readily surpass billions of connections in 2020s. Today’s terrestrial communication 
infrastructure can only provide coverage to less than 20% of the planet surface. 
Hence, it is inevitable to consider nonterrestrial access solutions to maintain the ser-
vice coverage continuity. The IoT service offering via satellite is a natural solution 
to extend the terrestrial service coverage.

Traditionally, satellite communication systems have been supporting supervi-
sory control and data acquisition (SCADA) services. However, there are several 

Figure 12.1  NGSO systems (Source: https://www.esa.int)
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other emerging system scenarios for satellite access to and from the IoT end nodes 
(IoT devices). Figure 12.2 illustrates three network scenarios for the satellite IoT 
connectivity. An IoT service can be provided directly between a satellite and end 
devices as a stand- alone service. One can envisage another category of IoT services 
where IoT devices communicate via terrestrial links to a common satellite termi-
nal that collects information and provides access to multiple IoT devices via satel-
lite. There are also emerging scenarios, particularly for mobile services, for which 
the use of hybrid terrestrial- satellite IoT terminals is envisaged. In the latter case, 
depending on the availability and required quality of service, the end user terminal 
may use terrestrial access wherever such service is available and seamless roaming 
to satellite access in remote areas lacking terrestrial infrastructure.

The largest growth in the satellite IoT is related to mobile services to devices 
with relatively low throughput and low power and relaxed latency requirements. 
Solutions based on NGSO satellite constellation with low or moderately low number 
of satellites are naturally suitable for such services due to the potential link budget 
advantage* and a possible reduction in the total cost of ownership due to a lower cost 
of the space segment, the launch segment, and more frequent launch opportunities.

* This is assuming similar satellite antenna aperture size for the NGSO and GSO satellites. Otherwise, 
a GSO satellite can compensate for the extra path losses adopting larger antenna reflectors. This is 
the case for the L/S- band GSO fleet of mobile satellite operators such as Inmarsat, Thuraya and Dish 
Network.

Figure 12.2   Satellite IoT network connectivity scenarios: (a) direct satellite 
access by user equipments, (b) indirect access via a satellite access 
node, and (c) hybrid satellite- terrestrial access
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12.1.1  Operating frequency bands
Despite a large number of technologies reported by various industry players who 
plan to provide IoT services via NGSO satellites, there is a critical barrier to get 
access to spectrum to run such services.

There are various factors that contribute to selecting the frequency bands for the 
IoT access via NGSO satellites. While, as mentioned in section 12.1, there are many 
different IoT applications, two major categories of services can be envisaged. In the 
first category, a large number of devices for fixed or mobile services are typically 
deployed to collect intermittent and small data volume in an extended geographi-
cal area. The total cost of the service is sensitive to the cost of the IoT devices. For 
this category of IoT applications, low- cost and low- complexity technologies, par-
ticularly radio frequency (RF) front- end and antenna subsystems, are key elements 
in the overall system design trade- offs. Hence, the use of lower frequency bands 
(below 6 GHz) with omnidirectional antenna is considered the most suitable solu-
tion for satellite IoT devices. The popularity of frequency bands below 6 GHz for 
mass- market applications facilitates the adoption of affordable commercial- off- the- 
shelf (COTS) components with potential dual use for both terrestrial and satellite 
IoT access.

For the second category of IoT applications, the high reliability and availability 
of services are essential features. For such systems, providing an uninterrupted service 
with a high probability of timely data delivery could be the key performance factor. 
For example, monitoring and supervisory systems for critical infrastructure belong 
to this category. Compared with the first category, the number of end devices are 
lower, and the total cost of service is less sensitive to the complexity and associated 
cost of the end devices; hence, more sophisticated antenna and RF subsystems may 
be deployed. This could include the use of higher frequency bands (above 6 GHz) 
with a higher user equipment (UE) antenna directivity and gain. Such device may be 
equipped with active antenna at the end node able to track the NGSO satellites and 
ensure continuity of service during the satellite handover. Under the second category 
of IoT services, one may also include IoT traffic backhauling, where the satellite node 
at the user segment aggregates traffic collected from terrestrial IoT networks and con-
nects them to the core network via a satellite link. Under this category, the satellite link 
may be established on a permanent basis and according to a dedicated access protocol. 
This category of service is already well- established exploiting conventional satellite 
exclusive bands (e.g., C, Ku, and Ka bands). However, for this kind of applications, 
particularly with fixed user terminals, geosatellite orbit (GSO) satellites represent a 
serious competitor to NGSO constellations due to the user terminals’ reduced antenna 
and RF front- end complexity and cost. For this reason in the following, we will focus 
on the NGSO satellite systems that operate at frequencies below 6 GHz.

The International Telecommunication Union (ITU) radio regulations (RR) [1] 
specify spectrum allocations to the mobile satellite services (MSSs) in three ITU 
regions. Some spectrum allocations for MSSs are applicable either as primary or 
secondary allocations in all regions. Table 12.1 provides examples of frequency 
band allocations to MSSs.
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In Europe, the Electronic Communication Committee has recently reported on 
the IoT operation via satellite [2] and the lack of suitable frequency bands below 5 
GHz for emerging satellite IoT systems. In [2], the use of overlapping frequency 
bands below 3 GHz for terrestrial mobile and satellite mobile services is recognized. 
However, frequency sharing, not only between terrestrial and satellite services 
but also among satellite networks, is considered as a challenging task. This would 
require cooperation among existing operators, taking into account the exploitation 
of frequency bands for existing systems featuring global or regional coverage.

Due to the scarcity of frequency allocations to the MSS and ever increasing 
deployment of IoT devices in so- called “unlicensed bands,” an approach pursued by 
some commercial entities is to reuse frequency allocations of short- range devices. 
This approach is successfully adopted for low- power wide area networks (LPWAN) 
that are under a general authorization or exempt from individual authorization 
for providing NGSO satellite IoT services. Examples of these frequency bands 
in Europe are 433.05–434.79 MHz, 862–870 MHz as well as 2.4 GHz ([2] Table 
12.5). It should, however, be noted that the use of such frequencies for satellite IoT 
could potentially introduce a business risk since there are no specific provisions 

Table 12.1  Examples of regulated frequency spectrum that could potentially be 
used for NGSO satellite IoT

Frequency (MHz) Service allocation Description

137–137.025 Space- to- Earth Global primary MSS 
allocation

137.025–137.175 Space- to- Earth Global secondary MSS 
allocation

137.175–137.825 Space- to- Earth Global primary MSS 
allocation

149.9–150.05 Earth- to- space Global primary MSS 
allocation

157.1875–157.3375 Bidirectional Maritime terrestrial and 
satellite VDES

161.7875–161.9375 Bidirectional Maritime terrestrial and 
satellite VDES

399.9–400.05 Earth- to- space Global primary MSS 
allocation

400.15–401 Space- to- Earth Global primary MSS 
allocation

1 518–1 525 Space- to- Earth Global primary MSS 
allocation

1 670–1 675 Earth- to- space Global primary MSS 
allocation

1 980–2 010 Earth- to- space Global primary MSS 
allocation

2 170–2 200 Space- to- Earth Global primary MSS 
allocation
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or recognition under the international RR that could prevent excessive interference 
caused by existing or new terrestrial services.

Concerning the frequency sharing among different NGSO systems for the satel-
lite uplink access, there are two different strategies. A conventional approach is to 
impose a transmit radiated power limit for each device and allow for coexistence 
of multiple systems without the need for further coordination. As stated above, this 
approach could lead to a risk on service availability and the quality of service since 
the level of interference may not be known in advance. The second approach is 
based on a more proactive collaboration among different NSGO satellite systems. 
This approach is more challenging to implement. However, given the scarcity of the 
spectrum, particularly in the frequency bands of interest, it would be in- line with the 
common interest of growing number of NGSO satellite service providers to deliver 
a higher quality of service that would be worth the challenge.

The need for a harmonized usage of frequency for the emerging satellite IoT 
services was recognized by several administrations and their interested industry in 
preparation and during the World Radio Communication Conference (WRC) held 
in 2019. Resolution 811 of the WRC 2019 approved a new Agenda Item 1.18 [3] to 
consider studies to assess new spectrum allocations to the MSS for future develop-
ment of narrowband mobile satellite systems. This agenda item considers the band 
(2 010–2 025 MHz) in ITU Region 1 and frequency bands (1 690–1 710 MHz, 3 
300–3 315 MHz, and 3 385–3 400 MHz) in Region 2. The agenda item is mainly 
intended for NGSO satellite systems and particularly for providing low- data rate 
services via satellite. There are, however, existing terrestrial, and in some regions 
also satellite, services already assigned to these frequency bands. The use of these 
bands requires sharing studies with the existing primary services in the considered 
bands. Resolution 248 invites administrations to participate in studies concerning 
the spectrum needs and potential new allocations. Furthermore, linked to the out-
comes of WRC in 2023, there is already provision for a follow- up agenda item for 
the WRC in 2027 for a possible global frequency allocation for low- data rate ser-
vices in frequency band 1.5–5 GHz (see Resolution 812, Item 2.3 in [3]).

In the remaining chapter, the reference satellite spectrum allocation for IoT ser-
vices is S- band (i.e., 2 GHz), unless specifically mentioned otherwise.

12.1.2   NGSO orbit mechanics effects
12.1.2.1  Doppler shift and Doppler rate
The Doppler shift and the Doppler rate in an NGSO system depend on the relative 
speed between the satellite and the mobile terminal on- ground, and the transmission 
carrier frequency, fc. In particular, the Doppler shift refers to the change of received 
carrier frequency with respect to the transmitted carrier frequency due to the rela-
tive motion between the source and the destination. The Doppler rate is the Doppler 
shift variations over time, i.e., its first derivative. Figure 12.3 recalls some basic 
geometry of a generic NGSO orbit with respect to a mobile terminal on- ground, in 
order to derive the analytical formulas derived in [4]. Specifically, three angles are 
relevant for the following analytical derivation: �  is the elevation angle measured 
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at the mobile terminal on- ground between the local horizon and the satellite;  �  is 
the Earth central angle measured at the center of the Earth between the subsatellite 
point (i.e., nadir point on- ground) and the mobile terminal; and finally ˛  is the rela-
tive motion angle measured between the mobile satellite direction and the tangential 
satellite direction. It is remarked that the angle  � = 90ı � ˛  is generally identified 
as the scanning angle, measured at the satellite between the subsatellite point and 
the mobile terminal. Finally, it is important to recall the following time- dependent 
relationship among these angles during the satellite pass [4].

 �(t) + � (t) = ˛(t).  (12.1)

The satellite linear speed, vsat, is constant over time, and it is solely a function of the 
orbital height. It can be expressed as a function of the satellite angular speed,  !sat , as 
follows

 
vsat = (Re + h)!sat, !sat =

s
G �Me

(Re + h)3
,
  

(12.2)

Figure 12.3  Example for the Doppler geometry computation
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where  Re  is the Earth’s radius (i.e., Re = 6 371 km),  h  is the satellite altitude,  G  is the 
gravitational constant (i.e.,  G = 6.671 � 10�11  m3/kg/s2), and finally  Me  represents 
the Earth’s mass (i.e.,  Me = 5.98 � 1024  kg). As long as the mobile terminal is qua-
sistatic or assuming a speed negligible with respect to the Satellite 1, the generated 
Doppler shift frequency  fd(t)  can be computed by the classical equation

 
fd(t) =

fc
c
� vsat � cos˛(t),  

(12.3)

where  c  denotes the speed of light. In- line with the notation adopted in Figure 12.3, 
the Doppler shift is positive when the satellite is approaching the mobile user from the 
right side (i.e.,  0ı � � � 90ı ), and it becomes negative in the left- side direction (i.e., 
 90ı � � � 180ı ). From the system geometry and the sine/cosine theorems [4, 5], we 
can deduce the following formula

 
cos˛(t) =

Re � sin�(t)p
R2

e + R2
s � 2ReRs cos�(t)

,
  

(12.4)

where  Rs = (Re + h)  is introduced to simplify the notation. Recalling equations 
(12.3) and (12.4), the Doppler frequency shift generated by the solely NGSO satel-
lite can be computed as follows

 
fd(t) =

fc
c
�

vsatRe sin�(t)p
R2

e + R2
s � 2ReRs cos�(t)

.
  

(12.5)

while the Doppler rate, namely the derivative of fd with respect to time  t , can be 
computed as

 

dfd
dt
(t) = �

fc
c
�
vsatRe(ReRs cos2 �(t) � (R2

e + R2
s ) cos�(t) + ReRs)

(R2
e + R2

s � 2ReRs cos�(t))3/2
� !sat,

  
(12.6)

where  !sat  has been introduced in (12.2).
Figure 12.4 shows the Doppler shift as a function of the elevation angle for 

two different satellite altitudes and  fc = 2  GHz assuming that the UE is located on 
the  satellite orbit trajectory projection. Similarly, the Doppler rate as a function of 
the  elevation for the same three cases has been shown in Figure 12.5. As expected, the 
lower the  elevation angle the higher the Doppler shift, while the Doppler rate has the 
opposite trend. Moreover, the Doppler shift and Doppler rate decrease as a function of 
the  satellite altitude.

Unlike the carrier frequency shift introduced by up/down conversions in the 
transmitter and receiver chain, the impact of the Doppler shift is not only affecting 
the center frequency but also the signal bandwidth and symbol rate. As illustrated in 
Figure 12.6, the received signal bandwidth is proportionally expanded or contracted. 
The impact of symbol rate is particularly important for the symbol timing estima-
tion of rather long- duration bursts where the accumulation of symbol timing offset 
between the transmitter and the receiver could cause significant performance deg-
radation. As a countermeasure, the demodulator often requires not only to recover 
the initial timing offset estimate but also to track the Doppler induced symbol clock 
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drift, across the incoming burst. This is to ensure the accumulation of the timing 
error does not significantly impact the demodulator performance.

12.1.2.2  Satellite distance and beam size
The distance between the terminal on- ground and the satellite (also known as slant 
range) is a function of the altitude and of the elevation angle. Again, referring to 
Figure 12.3, the slant range is indicated with  d(t)  and it can be computed as

 d(t) =
q

R2
e sin

2
� (t) + h2 + 2Reh � Re sin � (t).  (12.7)

Given this distance, it is then straightforward to computate the propagation delay 
between the satellite and the user by dividing with the speed of light. The other 
additive component of the delay is the distance between the satellite and the serving 
gateway on- ground, and the computation follows the same equations.

Another useful parameter is the distance of the mobile terminal from the subsat-
ellite point and it can be derived from

 �SSP(t) = Re sin[�(t)].  (12.8)

Figure 12.4   Example for the Doppler shift values as a function of the elevation 
angle for  fc = 2  GHz and two different orbital heights
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Interestingly, from the previous equation it is also possible to compute the radius of 
the entire field of view from a given satellite altitude by recalling that the maximum 
value of  �(t)  is  �0 = cos

�1 ( Re
Re+h )  (i.e., elevation angle �  equal to  0ı  or  180ı ), there-

fore, it results in  �FoV = Re sin�0 . In addition, recalling that the satellite angular 

Figure 12.5   Example for the Doppler rate values as a function of the elevation 
angle for  fc = 2  GHz and two different orbital heights

Figure 12.6   Signal bandwidth and symbol rate expansion/contraction due to the 
Doppler
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speed is constant and given this maximum angle of the field of view, it is easy to 
derive the maximum visibility time of the satellite as a function of the altitude:

 
Tmax�vis =

2�0
!sat

.
  

(12.9)

where adopting the values  h = 500  km and h = 1 500 km, it yields to  Tmax�vis � 692  
seconds and Tmax−vis ≈ 1 338 seconds, respectively.

In a multibeam satellite system, rather than deriving the distance from the 
subsatellite point in (12.8), it is more relevant to compute the distance from the 
beam center (i.e., the beam radius) at a given elevation of the terminal on- ground. 
Figure 12.7 shows the information required for the computation of the beam radius 
under the simplified assumption of a flat Earth. The same angle notation introduced 
in section 12.1.2.1 is used, and the subscripts c and e refer to the beam center and the 

Figure 12.7     Simplified geometry for deriving the satellite beam radius 
on- ground
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beam edge, respectively. Given the elevation angle at the beam center,  �c , the other 
two angles associated to the beam center can be computed as follows

 
�c = sin�1

��
Re

Re+h

�
� cos �c

�
,�c =

�

2
� �c � �c.

  
(12.10)

Typically, the beams on- ground are associated to the half power beamwidth (HPBW) 
of the satellite antenna; therefore, the difference between  �e  and  �c  equals the half 
value of that. Consequently, by knowing  �e , the other two angles associated to the 
beam edge location can be derived by applying the previous formulas. Finally, the 
beam radius can be approximated by  Re(sin�e � sin�c) . For example, Figure 12.8 
shows the satellite beam diameter size, expressed in kilometer, depending on the sat-
ellite elevation angle seen at the center of the beam,  �c , and assuming  HPBW = 5ı ,  
 fc = 2  GHz, and two altitude values. As expected, the minimum diameter value is 
obtained at  �c = 90ı  with approximately 45 km and 130 km for the two distinct satel-
lite altitudes, while it increases up to 1 000 km rather rapidly for very low elevation 
angles.

Figure 12.8   Example for the satellite beam diameter on- ground as a function of 
the elevation angle,  �c , assuming HPBW of  5ı , fc = 2 GHz, and two 
different satellite altitudes
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12.1.2.3  Line-of-sight signal attenuation aspects
The signal path between the satellite and an on- ground terminal undergoes several 
stages of attenuation due to link geometry and propagation effects [6]. Commonly, 
the total PL in decibel can be computed as follows

 PL(dB) = FSPL(dB) + PLg(dB) + PLr(dB) + PLs(dB) + PLe(dB).  (12.11)

where  FSPL  denotes the free space path loss,  PLg  is the attenuation due to atmo-
spheric gasses,  PLr  is the attenuation due to rain and clouds,  PLs  is the attenuation 
due to either ionospheric or tropospheric scintillation, and finally the building entry 
loss is accounted in  PLe . The FSPL value in dB is given in

 FSPL(dB) = 32.45 + 20 log10 (fc) + 20 log10 (d).  (12.12)

and it is a function of the carrier frequency (in Hertz) and the slant range (in meter), 
as shown in (12.7). The attenuation by atmospheric gases depends mainly on the 
frequency, elevation angle, altitude above sea level, and water vapor density (abso-
lute humidity). However, at frequencies below 10 GHz, it is normally neglected. Its 
relevance increases at frequency above 10 GHz, especially for low elevation angles. 
Annex 1 of Recommendation ITU- R P.676 gives a complete method for calculating 
gaseous attenuation.

Rain and cloud attenuation is considered negligible for frequencies below 6 GHz. 
The general method to predict attenuation due to precipitation and clouds along a slant 
propagation path is presented in section 2.2 of [6]. The interested reader can find a com-
prehensive review of rain fade models for Earth–space telecommunication links in [7].

Scintillation corresponds to rapid fluctuations of the received signal amplitude and 
phase. Ionosphere propagation shall only be considered for frequencies below 6 GHz, 
while tropospheric propagation shall only be considered for frequencies above 6 GHz. 
The ionospheric scintillation effects differ at low and high latitudes, and they are not 
observed at midlatitudes except during strong geomagnetic storms. Reference [8] intro-
duces a full characterization of ionospheric scintillation, and the model introduced in 
section 4.8 of [8] is valid for the regions located approximately 20° North and South of 
the magnetic equator. At high latitudes (e.g., above 60°), this model is not applicable, 
whereas for other latitude locations the ionospheric scintillation can be neglected. The 
amplitude of tropospheric scintillation depends on the magnitude and structure of the 
refractive index variations along the propagation path. Amplitude scintillation increases 
with frequency and path length and decreases as the antenna beamwidth decreases due 
to aperture averaging. The reader can find a prediction model in section 2.4 of [6].

Finally, if the terminal on- ground is indoor, the additional loss varies greatly 
with the location and construction details of buildings, and a statistical evaluation 
is required. Reference [9] gives a suitable building entry–exit loss model for this 
purpose, while experimental results are collected in [10].

12.1.3  Mobile channel aspects
The design of a satellite communication system is highly dependent on the fre-
quency band used, the UE type, and of course on the environment in which the UE 
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is going to be used. In the following, we focus on the mobile channel aspects related 
to the terrestrial environment [11].

12.1.3.1  NGSO LMS channel
The modeling of the LMS channel has been extensively covered in the last decades 
due to the interest for satellite digital broadcasting, personal communications, and 
navigation applications. Most of the focus has been for the L and S band, although 
some results are also available for the higher frequency bands. It is important to 
appreciate the importance of stochastic models, which allows to model and simu-
late the signal amplitude and phase evolution in the time domain. This modeling 
allows an accurate characterization of the physical layer performance under fading/
shadowing conditions, thus supporting the system design optimization and a proper 
sizing of the required link margins.

Concerning the LMS channel models, an overview of the ones proposed up to 
1999 can be found in [12]. One of the first widely adopted stochastic models was 
proposed by Loo in [13] covering the rural environment. The model assumes that 
the line- of- sight (LOS) component under foliage attenuation (shadowing) is log-
normally distributed, and that the multipath effect is Rayleigh distributed resulting 
in an overall Rice/lognormal distribution. Typically, shadowing is a slower process 
compared with the fading due to the above- mentioned two different phenomena 
originating them. The two processes are correlated, and the Loo’s model was shown 
to match fairly well with field measurements. Despite this good match with experi-
mental data, the Loo’s model applicability is limited to the rural (tree shadowed) 
environment.

A more complete LMS model covering different environments, different satellite 
elevations, both narrowband and wideband signals, and different frequency bands 
(L, S, and Ka bands) was proposed by Perez- Fontan in [14]. The key innovation was 
the introduction of a three- state Markov chain to model LOS conditions (State 1), 
moderate shadowing conditions (State 2), and deep shadowing conditions (State 3). 
For narrowband signals, in each state, a Loo’s distribution was assumed with state- 
dependent parameters. For wideband model, less relevant to our IoT application, a 
large number of rays with exponential multipath power profile were assumed. Based 
on very extensive satellite measurement campaigns, the Loo’s channel parameters, 
the Markov process transition matrix probabilities, and the minimum state length 
were provided in tabular form for a large number of cases.

An evolution of the three- state LMS channel model described above is repre-
sented by the two- state one (good/bad) proposed in [15]. The new model proposes 
a more versatile selection of Loo’s distribution parameters within a given state. 
Both states are allowed to take up a wide range of possible values for the different 
parameters. Instead, the three- state model assumed a unique Loo’s distribution with 
fixed parameters for a given state and environment, and elevation angle of interest. 
This model is improving the non- LOS modeling, which may be important when 
diversity can be exploited or link margins may be large like in the forward link of 
a broadcasting system. The channel model parameters provided are based on a set 
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of experimental campaigns covering different mobile environments but limited to L 
and S bands.

These two models represent the most complete and generic models available 
and recommended for analyzing the mobile IoT performance. It is remarked that 
the more recently derived third- generation partnership project (3GPP) nonterrestrial 
network channel model [16] for flat fading is also reusing the two- state channel 
model [15] mentioned before.

12.1.3.2  Diversity aspects
One of the key advantages of NGSO for IoT is not only related to the PL reduction 
but also to the possible exploitation of the time variant link geometry (elevation and 
azimuth angle) for a single satellite in view or the time diversity† or spatial diversity 
in case of a constellation providing multiple satellites in a simultaneous view.

Reference [17] is one of the few references available on LMS channel modeling 
for multisatellite reception. This goal is achieved by introducing correlation between 
channel states and statistical parameters for fast and slow variations. In line with 15, 
two states per satellite are assumed. A new master–slave method for state sequence 
generation is described. In practice, it is assumed that each slave satellite parameters 
depend only on a master satellite.

The LMS channel model and parameters dependency on the satellite geometry 
versus UE movement direction have been studied in [18]. In this chapter, it is found 
that the satellite azimuth position with respect to the mobile trajectory needs to be 
modeled explicitly. A statistical LMS channel model whose parameters are obtained 
via an image- based state estimation method is proposed, and its validity is verified 
by a comparison with measured S- band satellite measurement campaign. The pro-
posed method allows obtaining a complete statistical description of the channel for 
arbitrary satellite elevation and azimuth angles, thus extending the previous versatile 
two- state model to the multisatellite case.

12.1.3.3  Doppler and Doppler rate precompensation
The techniques presented in this section are applicable to both moving beams and 
Earth- fixed beams NGSO systems.

12.1.3.3.1 GNSS-based solution
A first solution to precompensate the NGSO satellite orbit Doppler effects is based 
on the knowledge of the satellites’ ephemeris and the UE location. One or multi-
ple satellites may broadcast the ephemeris of the constellation periodically, while 
the current UE location can be accurately derived using a global navigation satel-
lite service (GNSS) receiver integrated in the UE. By doing so, the UE can predict 

† In this case, for non delay sensitive services like is typically the case for IoT, possible link obstructions 
have a temporary impact as the satellite to UE geometry will evolve during the pass thus hopefully 
overcoming the shadowing/blockage condition.
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the downlink carrier frequency Doppler and Doppler rate and precorrect the uplink 
carrier frequency to eliminate the Doppler effects seen by the satellite when trans-
mitting. The main drawback of this solution is related to the need to have a GNSS 
receiver on- board the UE, which drains a non- negligible amount of power for 
an IoT mobile device‡ on top of increasing the bill of materials. Furthermore, to 
achieve a position fix, the GNSS receiver needs a good angle of view to receive 
the satellites (ideally a hemispherical coverage or at least a good portion of it 
unobstructed).

Another implementation challenge in adopting this solution is the downlink car-
rier synchronization in the presence of the unknown carrier frequency offset. The 
main sources of carrier frequency uncertainty are the local oscillator drifts at the IoT 
device and the downlink Doppler shift. To cope with a large carrier frequency offset, 
relative to the downlink symbol rate, more complex techniques such as multiple 
hypothesis testing or frequency sweeping techniques may be required. The com-
plexity of such techniques will be even higher at a low operating signal- to- noise plus 
interference ratio (SNIR) due to a low- gain antenna gain of IoT devices and power 
constraints of the satellite transmitter.

12.1.3.3.2 GNSS-independent solutions
To limit the above- mentioned GNSS- based precompensation drawbacks, an alterna-
tive solution is the one adopted by existing mobile satellite constellations, based 
on center of beam Doppler precompensation. This precompensation can be imple-
mented on- board of the satellite as in the case of Iridium [19] or at the ground gate-
way as it is the case for Globalstar. The main drawback of this solution is related to 
the fact that the Doppler compensation is valid at the center of beam; hence, some 
residual Doppler remains when the UE is located at different locations.

The precompensation worst- case error clearly occurs when the terminal is at 
the beam edge, which corresponds to the maximum distance from the beam center. 
Denoting with  ̨ c  and  ̨ e  the motion angle at the beam center and the beam edge, 
respectively, it is easy to compute the residual Doppler shift as follows:

 
�fd(t) =

fc
c
� vsat � [cos˛c(t) � cos˛e(t)].  

(12.13)

Typically, the difference between these two angles is also known, and it equals 
the half value of the HPBW. For example, assuming the HPBW of  5ı , fc = 2 GHz, 
and two distinct satellite altitudes, Figure 12.9 shows the absolute value of the 
residual Doppler shift as a function of the elevation angle at the center of the beam, 
 �c.  The residual Doppler shift not only introduces a carrier frequency offset at the 
UE receiver, it also has an indirect impact on the carrier frequency alignment of 
the UE uplink transmission. For the GNSS- independent solution, the UE receiver 
must rely on the downlink signal from the satellite to extract a clock reference in 

‡ For a fixed UE it can only be activated at installation time.
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order to adjust the timing and carrier frequency of the uplink transmission. The 
residual Doppler shift of the received signal can introduce an error in the IoT 
device reference timing extraction. This is particularly important for the orthogonal 
multiple access (MA) schemes such as single- carrier frequency- division multiple 
access (SC- FDMA) where the frequency misalignment of signals from different 
users at the receiver (on- board satellite or on- ground gateway station) can degrade 
the performance. This may lead to a system trade- off in terms of the beam size 
and the maximum frequency misalignment that can be tolerated at the gateway 
demodulator.

12.1.3.4   Path and link losses variability compensation (isoflux 
antenna design, power control)

Because of the spherical Earth surface shape, the NGSO orbit generates a sizea-
ble beam shape distortion when projecting on the Earth surface a regular satellite 
antenna beams grid. For this reason, the design of multibeam layouts for lowe earth 
orbiting (LEO) orbits is much more difficult due to a considerable slant range varia-
tion from the nadir to the edge of the coverage. The slant range  d   can be computed 
using (12.7). For example, at an altitude 1 200 km, the slant range varies by 7.2 dB 

Figure 12.9   Example for the residual Doppler shift values as a function of the 
elevation angle assuming a beam with HPBW of  5ı , fc = 2 GHz, 
and two different satellite altitudes
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from the nadir to 15° elevation (i.e., 75° nadir angle). This extra PL increases to 8.7 
dB for a LEO at 600 km.

Using active antennas on- board with proper beam- forming design, it is possible 
to compensate this elevation angle PL dependency by means of the so- called isoflux 
design. An example of multibeam LEO isoflux antenna design can be found in [20]. 
In addition to antenna isoflux- type compensation, other countermeasures are possible. 
For IoT systems having a downlink carrier present, as it is normally the case, the open 
loop transmission and power control described in [21, 22], represent an interesting 
solution. A pilot- aided downlink SNIR estimation based on the signal- to- noise ratio 
estimation algorithm [23] is performed first. By storing the maximum medium- term 
estimated SNIR the demodulator computes the LOS SNIR reference. In this way, the 
UE may estimate in real time the current link margin by simply subtracting the current 
SNIR from the minimum system operating SNIR (both expressed in decibel). When 
a packet has to be transmitted, the UE can then determine if there is sufficient margin 
to allow successful packet reception and which range of maximum power randomiza-
tion can be used to further boost the system throughput. Simulation results reported in 
[21] demonstrate the good performance of the proposed packet transmission control 
algorithm in the three states of the LMS channel model and for speeds up to 170 km/h. 
This open loop transmission power control has been experimentally validated during 
field trials campaign reported in [24].

12.1.4  Frequency reference determination for the UE and satellite
In this section, we review the needs and the solutions for network synchronization 
and the impact of clock stability on- board for the satellite as well as the UE.

Clock errors on- board of the satellites and the UEs have direct impact on the 
long- and short- term stability of carrier frequency, symbol clock timing as well as 
the frame transmission, and reception timing. The uncertainty of the clock at the 
transmitters and receivers contributes to the access network performance. More 
importantly, some network access protocols demand tight timing and frequency 
synchronization of incoming signals from multiple sources to maintain their orthog-
onality (such as time- division multiple access (TDMA), multifrequency TDMA 
(MF- TDMA), or orthogonal FDMA (OFDMA)). The stability and synchronicity of 
the clock at the receiver and transmitters will play a key role in the overall system 
performance. In fact, the sensitivity of the MA protocol to clock timing and fre-
quency uncertainty and jitters could be a contribution factor in selecting an access 
scheme.

12.1.4.1  GNSS-based solution
The use of GNSS receivers has been a game changer in providing a stable timing 
reference both for the satellites and the UEs. A stable reference, such as a pulse per 
second (PPS) signal from a GNSS receiver, is often used to discipline the local oscil-
lator and correct the clock drifts.

There are already GNSS receivers with flight heritage for NGSO satellites 
that can provide reference clock to on- board computers as well as communication 
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payloads. While GNSS clock reference is highly effective in removing long- term 
clock errors, the short- term stability of the local oscillators is not affected by the 
GNSS reference. Such short- term variation could manifest itself as phase noise that 
could hamper the performance of phase coherent detection. This is particularly rel-
evant for the IoT uplink low bit rate. A careful selection of key components such 
as oscillators and design of the timing feedback loops are important to control the 
phase noise characteristics.

As discussed in section 12.1.3.3, a GNSS- equipped UE could extract its loca-
tion and a stable time reference (PPS). This would reduce the uncertainty in the 
carrier frequency of the transmitter and the symbol timing. However, as noted in 
section 12.1.3.3, for certain class of IoT devices, the power consumption of the 
GNSS receiver could be exceeding the available power and/or energy budgets.

12.1.4.2  GNSS-independent solutions
For certain IoT service applications, the utilization of GNSS receiver on- board of 
the satellite may not be desired due to the nature of the service and a requirement to 
avoid dependency on external systems. While the duplication of full- fledged atomic 
clocks (similar to GNSS) for NGSO IoT satellites is an expensive proposition, alter-
native solutions based on newly developed chip scale atomic clock (CSAC) could 
be an option. This may lead to a lower accuracy in clock stability, which could still 
be acceptable for the IoT network synchronization. Although the use of CSAC does 
not completely rectify the need to correct the on- board clock, the correction may be 
applied once per orbit or even less frequent, depending on the required accuracy.

Assuming that the NGSO satellite has access to a stable timing reference, the 
satellite may distribute the clock reference to UEs via a beacon signal. Alternatively, 
the downlink in- band signal from the satellite to UEs may contain a network clock 
reference encapsulated in a downlink frame format. This is similar to the network 
synchronization approach adopted in digital video broadcasting (DVB) standard for 
interactive services (i.e., digital video broadcasting second generation return chan-
nel via satellite (DVB- RCS2)). However, this solution has the drawback of requiring 
a wideband downlink signal, thus representing a power hungry solution for the UE.

For this reason, unslotted (asynchronous) RA solutions not requiring precise 
frequency and time reference at the UE are preferred for satellite IoT applications.

12.2  Rationale and challenges for RA in NGSO networks

12.2.1  Why and when to use RA in satellite networks?
12.2.1.1   IoT traffic features
Without any doubt, the characterization of IoT traffic profiles along with the amount 
of data generated in IoT or machine- type communications (MTC) networks is influ-
enced by several factors, which makes difficult to define a universal model. Surely, 
it is possible to identify the peculiar characteristics of the IoT data pattern in order to 
design protocols with properties to efficiently support IoT services.
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More specifically, the traffic generated by IoT nodes is influenced by

 • The density of the nodes usually quantified in terms of number of nodes per 
unit area. This factor mainly influences the total amount of traffic exchanged 
via satellite while connecting the sensors and the network center. Typically, the 
expected number of sensors per unit area might vary from few hundreds to hun-
dreds of thousands per square kilometer, and it depends on the environments 
(e.g., dense urban, rural areas, or even oceans).

 • The frequency of generated packets, usually measured in terms of number 
of packets generated per time unit, or alternatively as the time interval between 
the generation of two consecutive packets. Again, the expected frequency of 
traffic generated by the single node can vary from one packet per day to several 
packets per hour.

 • The size of generated packets, expressed in bits or bytes, is the third factor 
that influences the generated traffic. This quantity influences mainly the time 
needed for the transmission of a single packet. Typically, the expected size of 
traffic generated by the single node varies from tens to thousands of bytes per 
packet. For example, low packet sizes range from 50 to 100 bytes, as happens 
in applications of tracking coordinates, or metering data; on the other hand, high 
packet sizes are in the range of 1–2 kB in applications like management and 
control data, alarms, or electronic transaction data.

 • The periodicity of generated packets identifies the variability of the traffic 
generation. More specifically, if the traffic generated by the node is not periodic 
(as happens, e.g., in the case of critical events or alarms triggering the genera-
tion and transmission of messages), the frequency of packet generation for each 
node is variable in time, and therefore also the global amount of traffic can also 
be highly variable in time.

Already today, billions of IoT devices are connected, and this number will 
increment rapidly in the near future. This massive amount of data appears in the net-
work periodically or irregularly, and the transmission rate is also variable. A model 
capable to characterize this vast heterogeneous traffic would be important for man-
aging, optimizing, and regulating IoT networks. Nevertheless, in the literature, there 
is a unique model that can effectively define all these features of MTC networks. For 
instance, traffic generation based on the Poisson process is suited to a very large set 
of data sources that may input packets randomly to the network. However, this solu-
tion always inaccurately estimates heavy- tailed data traffic and changes in long- term 
correlation of packet arrival time.

To address these issues and other related aspects, the reader can find interesting 
classifications and traffic characterization in [25, 26], and [27]. For instance, [25] has 
identified some parameters based on a classification of the type of IoT device (e.g., 
telemetry and tracking, or alarm device, or traffic aggregators). In [26], the traffic 
characteristics have been collected and summarized on the basis of IoT applications 
(e.g., smart grid, intelligent living and buildings, smart environment). Finally [27], 
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deals with analytical models to quantify the error introduced by the assumption of a 
Poisson process in case of aggregated period traffic.

12.2.1.2  Satellite versus terrestrial network peculiarities
The bursty and low duty cycle IoT traffic nature previously outlined has pushed 
terrestrial networks to opt for shared type of channel access solution. This type of 
approach faces the challenge to control the access to the common channel resource 
while providing a good level of performance combined with affordable implementa-
tion complexity. As reported in [28], to cope with this issue, many of terrestrial RA 
techniques have been devised exploiting channel sensing and distributed reservation 
solutions. Unfortunately, these techniques are not suitable for satellite networks. 
This is because the propagation delay is much larger than the time taken to transmit a 
packet, and a sender may have sent several packets before the receiver starts receiv-
ing (or not in case of collisions) the first packet. This intrinsic, yet unavoidable, sys-
tem latency, makes less efficient the adoption of possible retransmission techniques 
as the latency and the channel load may be further increased. Furthermore, the size 
of satellite cell (beam) is typically much larger than the terrestrial one. This may lead 
to a larger number of potential UEs to be served by a satellite beam. This effect is 
typically compensated by the lower density of traffic typically targeted by satellite 
networks.

12.2.1.3  Random access versus demand assignment multiple access
To cope with the above satellite specific issues, a number of MA solutions have been 
developed in support of satellite very small aperture terminals (VSATs) support-
ing retail point- of- sale transactions and SCADA. Special protocols based on fast 
reservation were developed on top of conventional DAMA (see [28]). However, 
these solutions were shown to be inefficient in the presence of bursty type of traffic 
typical of IoT [29]. Furthermore, the overhead generated by the forward signaling, 
makes the solution based on DAMA less attractive when a massive number of UEs 
are deployed in the network.

12.2.1.4  Synchronous versus asynchronous access
The other aspect of enhanced DAMA solutions is that they require a slotted MA typ-
ical of MF- TDMA commonly used in the return link of VSAT networks. All DAMA 
schemes introduce control subframes that are needed by UEs to make capacity 
requests and to remain tightly time synchronized with the satellite network reference 
(e.g., for MF- TDMA). The corresponding signaling represents a sizeable overhead 
in the inbound channel of large size networks composed of low- duty traffic UEs. In 
summary, the combination of a DAMA protocol requiring some resource allocation 
upon UE request and the need for UEs to remain synchronized with the network to 
allow exploitation of MF- TDMA were the key drivers for looking at more efficiency 
MA techniques for IoT type of traffic.
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12.2.2  From ALOHA to modern non orthogonal multiple access 
schemes

12.2.2.1  IoT RA solutions
From previous discussion, it is apparent that an efficient satellite IoT solution can-
not be based on the conventional MA techniques. Before describing more in detail 
recently developed high performance and scalable RA solutions for satellite IoT, 
we shortly review the most common resource sharing techniques to highlight their 
advantages and drawbacks. Basically, we focus our discussion on the three classical 
MA techniques namely:

 • FDMA;
 • TDMA;
 • Code- division multiple access (CDMA).

Clearly, combination of these access techniques is possible and often adopted 
in practical systems. In FDMA, the available system resources are shared in the fre-
quency domain subdividing the uplink spectrum in sub- bands. For the IoT applica-
tions, frequency sub- bands are sized taking into account the UE’s baud rate, which 
is normally modest, although typically increased by the presence of a forward error 
correcting (FEC) scheme. Clearly, for a fixed information bit rate, using a lower 
coding rate FEC increases the occupied signal transmission bandwidth, hence, 
reducing the overall MA spectral efficiency. In this case, the MA is obtained assign-
ing (or selecting) one of the FDMA sub- bands to transmit the wanted information. 
Clearly, if multiple UEs are accessing the same sub- band at the same time, this 
approach would lead to packet’s collisions. In order to maintain a constant power 
flux density at the satellite receiver for the different data rates supported, the UE 
transmitted power needs to be proportional to the transmitted bandwidth. This may 
lead to oversizing of the UE power amplifier or inefficient use of the power amplifier 
(i.e., large output back- off) that may not be suitable for IoT applications. In terms 
of UE’s synchronization it is required only for the carrier frequency (not the timing 
synchronization since there is no time slot assignment). Techniques to extract the 
frequency reference at the UE are discussed in section 12.1.4.

As mentioned before, TDMA typically combined with FDMA, is often adopted 
for VSAT networks. Each carrier is divided into frames and subsequently each frame 
is subdivided into time slots. The slots can be allocated for some time to a specific 
UE in a DAMA fashion or alternatively used in an uncoordinated RA fashion by the 
UEs. An important aspect is that the UE has a slot, i.e., a fraction of the frame dura-
tion, to transmit the required data. Hence, although the average UE data rate over 
the frame may be modest, its slot data rate is artificially increased by its limited time 
duration. This means that in TDMA, the UE’s transmission power has to be sized 
to the aggregate TDMA bit rate rather than the individual UE one. For this reason, 
satellite VSAT networks have adopted MF- TDMA, which allows to split the uplink 
spectrum into  NF   frequency sub- bands. Each FDMA sub- band is then organized in 
TDMA fashion thus reducing the UE peak bit rate required by a factor  NF   compared 
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with pure TDMA. Another negative feature of (MF- )TDMA is the previously men-
tioned need to keep UE synchronized both in time and frequency even if the network 
access is not frequent§. This has negative impact in terms of signaling overhead and 
UE’s power consumption, particularly for an NGSO- based system where the delay 
is highly time variant.

The last MA technique considered is CDMA. In CDMA, typically the available 
frequency spectrum is shared among all UEs, which are asynchronously accessing 
to it by DAMA or RA. The UEs are typically using a different spreading sequence 
belonging to a family of spreading codes, which provide good cross- correlation and 
autocorrelation properties. Low- rate FEC, in this case, has a positive impact on the 
spectral efficiency as it allows to better cope with thermal noise and cochannel inter-
ference [29]. The only drawback is the reduction of the spreading factor (number 
of chips/symbol) given a constant occupied bandwidth. As for FDMA, the transmit 
power is in line with the single UE bit rate requirement. No time and frequency syn-
chronization is required as the access is asynchronous and some carrier frequency 
error has no appreciable impact except for the extension of the demodulator acquisi-
tion range.

12.2.2.2   Overall trade-off
As we have seen, each access technique has peculiarities which may be best match-
ing different use cases. In the following, we summarize the key MA characteristics 
that are relevant to IoT applications. For comparing the MA techniques we made the 
following assumptions:

 • The total bandwidth,  Bw , and the resource allocation window,  Tframe , are fixed.
 • The same quantity of single active UE information  Nb = Rb � Tframe  (bits) is 

assumed to be transferred over the frame duration  Tframe .
 • The same physical layer FEC is adopted (in general, this may not be the 

case).
 • The available overall number of multidimensional resources  NR  (number of 

TDMA slots  NT  , FDMA carriers  NT  , CDMA spreading sequences  NC ) are kept 
constant, i.e.,  NT � NF � NC = NR .

 • For TDMA,  NF = NC = 1  thus  NR = NT  , for MF- TDMA  NC = 1  thus 
 NR = NT � NF   (with FDMA as special case when  NT = 1 ) and for CDMA 
 NT = NF = 1  thus  NR = NC .

§ A possible alternative consists of repeating the network synchronization process each time some data 
has to be transmitted. However, this approach is creating a large overhead and increase the UE power 
consumption.
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Figure 12.10 provides a graphical representation of the above assumptions. It is 
easy to see that the following relations hold
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Thus comparing the peak power required to transmit the  Nb  bits in the frame, we get
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It is clear that if we want to save UE transmit peak power, we should prefer CDMA 
or FDMA solutions. An additional advantage of CDMA is the lack of time/fre-
quency synchronization needs, which is a key feature for IoT. Instead, MF- TDMA 
represents an intermediate case between TDMA and CDMA in terms of peak power 
requested by the terminal to send the  Nb  bits. Finally, FDMA requires the same 
transmit power than CDMA.

12.2.2.3  The beauty and limits of ALOHA and SS-ALOHA
The well- known ALOHA RA scheme proposed by Abramsom [30], initially devised 
to link the computers belonging to the sparse Hawaiian’s university sites, has the 
nice advantage to do not require network synchronization. The main drawback being 
its limited throughput at acceptable packet loss rate (PLR). Despite the often cited 
peak throughput of 0.368, at a more practical PLR¶ of  10�3  the normalized through-
put amounts to just  10�3  bits/symbol. This represents a very low efficiency consid-
ering the target to economically serve a large number of UEs exploiting the scarce 
available bandwidth.

¶ This value of PLR is typically required in satellite networks to avoid too frequent packet 
 re- transmissions.

Figure 12.10  FDMA, MF- TDMA, and CDMA MA comparison
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An exception may be represented by terrestrial systems, which may increase the 
frequency reuse increasing the base stations density according to the traffic needs as 
it is the case for LoRa and SigFox.

The LoRa is based on a proprietary M- ary chirp spread- spectrum (CSS) ALOHA 
type of RA described in [31]. The CSS modulation allows to multiplex different 
users on the same bandwidth with different data rates exploiting different values of 
the so- called spreading factor parameter  SF  . According to [32], colliding packets 
having different  SF   are seen as additive noise. Instead collisions among packets 
with same  SF   may lead to packet loss unless power unbalance is larger than 6 dB. 
In terrestrial networks, the link losses are heavily dependent on the distance from 
the base station; hence, different  SF  s are required to close the link for different cell 
locations. This is typically not the case for satellite networks. LoRa CSS ALOHA 
RA scheme has interesting features, however, seems to have limited physical layer 
code protection and not supporting collision effect mitigation based on interference 
cancellation. Some LoRa low- power wide area terrestrial network capacity analy-
sis is reported in [33]. No similar analysis for satellite networks is available to the 
authors’ knowledge; however, it is expected that the performance will be similar to 
spread- spectrum ALOHA (SSA) discussed in the following.

Another interesting option may be represented by SSA [34] which when com-
bined with a powerful low- rate FEC achieves a throughput of 0.5 bits/chip PLR = 
 10�3  [29]. This result is valid when received packets’ power is perfectly balanced. 
The SSA Achilles’ heel resides in its high sensitivity to packets’ power imbalance 
because of the well- known CDMA near- far problem. As shown in [28], the SSA 
throughput is diminished by several orders of magnitude when the received pack-
ets power is lognormally distributed with standard deviation of 2–3 dB. This SSA 
behavior is opposed to ALOHA (or slotted ALOHA (S- ALOHA) [35]) where power 
imbalance results in improved performance because of the packets’ capture effect.

We can conclude that spread- spectrum ALOHA (SS- ALOHA) represents 
an interesting RA scheme for uncoordinated satellite IoT. However, its fragility 
to power unbalance needs to be overcome to make it a truly appealing solution. 
ALOHA is instead very poor in terms of throughput for relatively low PLR target 
applications such as satellite IoT. Compared with ALOHA, S- ALOHA provided 
some very modest throughput improvement at practical PLR values but requires 
UEs time synchronization.

12.2.3  RA signal processing aspects
12.2.3.1  Pragmatic solutions to approaching the MAC capacity
The previous discussion showed that none of the ALOHA solutions is fully satis-
factory for our application. One major recent years’ innovation has been to devise 
relative simple solutions to mitigate the packet collision in ALOHA type of RA. 
Chronologically, the first solution was found for S- ALOHA and more specifically 
for its diversity S- ALOHA (DSA) variant repeating twice the transmission of the 
same packet in two randomly selected slots to increase the probability of having 
one replica received [36]. The contention resolution diversity S- ALOHA (CRDSA) 
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[37] idea has been to exploit the correctly decoded DSA’s packet replica to cancel 
its “twin”. The twin packet location in the frame is contained in a signaling field 
embedded with the packet payload. Another novelty is that the frame received sig-
nal samples are kept in the packet demodulator memory to allow repeating the slot 
detection process more times to maximize the packet collision resolution process. 
This simple add- on to DSA allows to boost the S- ALOHA performance by 450 
times, thus achieving 0.45 bits/symbol throughput at PLR =  10�3  (see Figure 12.8 in 
[28]). An asynchronous version of CRDSA- dubbed asynchronous contention reso-
lution diversity ALOHA (ACRDA) was also devised in [38] achieving the remark-
able throughput of 1 bit/symbol for equipowered packets. Other schemes have been 
proposed along the same line and summarized in [28]. However, several of these 
schemes are increasing the demodulator complexity without a real performance 
improvement when adopting a realistic system model [39]. The demodulator com-
plexity is another important element to consider, in particular when, as it is often the 
case in NGSO system, it has to be implemented on- board the satellite.

The next line of improvement is related to SSA. With the enhanced SSA  
(E- SSA) [40], the main weakness of SSA has been overcome by adopting ideas bor-
rowed from CRDSA/ACRDA, customized to the SSA case which is not featuring 
the use of packet replicas. The adoption on a three packets window- based iterative 
successive interference cancellation (iSIC) in E- SSA allows to achieve a through-
put of 1.2 bits/chip at PLR = 10-3 and even larger with unbalanced packets’ power. 
This corresponds to three orders of magnitude improvement compared with classi-
cal ALOHA. In fact, thanks to the iSIC processing, E- SSA is taking advantage of 
power unbalance, as this condition is easing the packet cancellation once decoded. 
In this case, the E- SSA demodulator is starting to decode the packets with highest 
SNIR to take advantage of the higher- quality channel decoding prior cancellation. 
An approximate, yet accurate analysis of the E- SSA iSIC performance in the pres-
ence of imperfect cancellation has been provided in [41].

The E- SSA scheme is particularly attractive since it requires minimal changes 
in processing the UE, and the iSIC processing is carried out at the central (on- board 
or on- ground) demodulator side. In other words, from the waveform design, there is 
iSIC, which can be applied to SSA transmitted waveform to improve the aggregate 
throughput. It is also inherent in the design that the transmitters do not need to use 
a network synchronization. Another powerful feature of the E- SSA is that all users 
can share the same spreading sequence. Hence, no user identification is required 
prior to user packet detection and decoding. In fact, a true asynchronous nature of 
transmission along with the use of a long spreading code (not repeating within the 
packet) allows for individual packet detection despite the fact that all users may 
share the same preamble known symbols and the same spreading sequence. A single 
spreading code for all users is typically used in E- SSA systems in order to reduce 
the receiver complexity. In this case, a single preamble search is performed to detect 
the presence of packets on air. It should be noted that the packet acquisition is the 
most computationally intensive part of the receiver implementation. Hence, the use 
of a single signature would allow to maintain the complexity of the receiver within 
an acceptable level.
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12.2.3.2  Is MMSE on top of SIC worthwhile?
Despite a significant performance improvement of iSIC scheme for SSA- type ran-
dom packet transmission, theoretically there is a residual gap between the MA chan-
nel capacity and the performance reached by the iSIC scheme. The E- SSA scheme 
uses a conventional single- user matched filter (SUMF) receiver for despreading the 
received packet. A linear minimum mean square error (MMSE) detector is known to 
enhance the achievable performances of spread- spectrum schemes. Furthermore, the 
combination of MMSE and iSIC processing could reach the MA channel capacity 
[42]. However, the implementation of an MMSE detector would require the inver-
sion of a covariance matrix that is computationally heavy hardware implementation. 
An alternative approach based on multistage detector design that approximates the 
MMSE is definitely more suitable for hardware implementation. As shown in [43], the 
complexity of multistage detector is marginally higher than that of an SUMF detector. 
However, there are other aspects such as dynamic update of the weighting coefficients 
that could increase the complexity of MMSE- iSIC implementation. Considering the 
overall complexity of the receiver, the packet acquisition (i.e., preamble search and 
detection) typically represents the largest contributor to the demodulator complexity. 
Hence, the overall contribution of MMSE- iSIC implementation at the receiver can be 
considered acceptable compared with that of the SUMF- based iSIC. In terms of the 
number of iterations, the required number of iterations for iSIC algorithms are often 
larger than what is needed for MMSE- SIC detector and decoder.

In recent work on implementation of MMSE- iSIC algorithms [44], improve-
ment in the achievable aggregate throughput has been reported. However, the accu-
racy and performance of the packet acquisition and identification of existing packets 
within a processed window could impact the resulting performance of the MMSE- 
iSIC demodulator. For this reason, the use of MMSE on top of iSIC is generally not 
recommended when the demodulation takes place on- board the satellite.

12.2.3.3  FEC for RA channel and SIC at the receiver
For RA schemes that exploit iSIC at the receiver, the FEC code optimization is more 
involved than in conventional communication systems with additive white Gaussian 
noise (AWGN) channel. This is because, as observed in [45], the SIC mechanism 
can already be triggered by operating even at high values of the packet error rate 
(PER) (e.g., > 0.5). Unlike AWGN channels for which more powerful FEC having 
steeper PER curve characteristics, for interference- limited channel with iSIC opera-
tion at the receiver, the performance of the FEC at high PER regions can impact 
the overall throughput. In fact, it was found that the smooth PER curve of 3GPP 
wideband CDMA (W- CDMA) turbo codes with relatively small packet size was giv-
ing superior or equal RA performance than more powerful FEC (e.g., bigger block 
size or low- density parity check codes (LDPC)). In [42], the possible advantage of 
using convolutional codes instead of turbo or LDPC codes for small packet in RA 
schemes with SIC was investigated. The investigations have shown that for RA with 
iSIC (based on hard decisions) the turbo code is outperforming convolutional codes 
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for short packets (few hundred bits). The convolutional codes showed some slight 
advantage over turbo codes only when using soft- IC schemes.

12.2.3.4  When not to iSIC?
The use of iSIC process relies on buffering the incoming samples at the receiver, car-
rying out packet detection, decoding, reconstruction and removal from the memory 
window samples, and reiterating further the process to detect and decode further 
packets after each round of packet removal. The iterative nature of this process 
allows to detect the strongest packets, i.e., highest SNIR ones, first. Once those 
packets are removed from the memory, other packets will become detectable. If the 
arriving packet experiences power unbalance, iSIC maximum throughput perfor-
mance is further boosted even performing less iterations. In fact as shown in [41], 
the iSIC performance improves considerably if the arriving packet power has inher-
ently a uniform distribution in logarithmic scale.

If the total spectral efficiency is not a system design driver, and for incom-
ing packets the power balance is modest and/or the complexity of the (on- board) 
demodulator has to be minimized, one can progressively reduce the iSIC number of 
iterations down to zero.

Another aspect to be considered is the demodulation latency, as the iSIC scheme 
increases the processing delay in the packet detection since the process is carried out 
sequentially. For certain application, such delay may not be acceptable. However, for 
most IoT applications, the trade- off between the performance enhancement and pro-
cessing delay may lead toward sum rate performance enhancement, which may indi-
rectly reduce the delay in receiving packets by avoiding retransmission of the packets.

12.2.4  Congestion control aspects
As mentioned in section 12.2.1.1, the burst nature of IoT traffic requires attention to 
avoid short- term overload situation which can lead to unstable RA operations. As 
mentioned in [28], the congestion control algorithm should ensure that the short- 
term average traffic load allows to keep the RA PER below a target value (typi-
cally <10−2 to avoid an excessive number of retransmissions). Typical techniques 
employed for congestion control are based on a  p - persistent algorithm, exponential 
back- off, or a combination of the two. These techniques are widely used in Ethernet 
networks. In satellite IoT networks, the congestion control algorithm parameters 
are typically broadcasted on the forward channel and are adapted dynamically as 
a function of the average channel load. RA schemes, such as SSA and E- SSA, are 
aggregating more users on the same band, enhancing the load averaging effect, thus 
easing the congestion control algorithm operations [46].
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12.3  NGSO RA scheme design

12.3.1  Forward link design for IoT
12.3.1.1  Key requirements
Before starting the search for an existing forward link solution or the design of a new 
one, it is extremely important to have clear requirements to be fulfilled. Based on the 
specific characteristics of IoT services and recalling that we are interested in NGSO 
systems below 6 GHz, the following general requirements are presented:

 • Support of NGSO operations (e.g., to cope with high Doppler shift values);
 • Support of limited channelization bandwidth (e.g., few hundred of kiloHertz);
 • Enable operations with inexpensive and simple terminals;
 • Support both fixed and mobile sensors;
 • Support different types of messaging (e.g., unicast, broadcast, or multicast);
 • Implement different activity modes to minimize the UE power consumption;
 • Implement loops and procedures (e.g., power control, and automatic repeat 

request, congestion control) to increase the system capacity.

12.3.1.2  Possible solutions
Several satellite communication standards are available and commercially widely 
adopted. However, none of them has been specifically designed for narrowband IoT 
applications in NGSO constellations.

The DVB- S2 waveform [47], although frequency band agnostic, is focused on 
satellite broadcast/broadband systems on GSO satellites typically operating above 
6 GHz bands. Some of the DVB- S2 strong aspects are the provision of a very pow-
erful FEC schemes, adaptive coding, and modulation combined with a large set of 
digital modulation formats. However, being narrowband mobile services not the 
primary target scenario, some weak points can be easily highlighted such as: no 
countermeasures for the LMS channel (e.g., absence of medium/long time inter-
leavers), variable frame duration (i.e., making difficult the initial synchronization in 
case of sporadic access to the network), and large spacing among pilot symbols (not 
suitable for low symbol rates in the presence of mobile channel fast carrier phase 
variations and phase noise).

The DVB- SH standard [48] has tackled a number of these issues by introduc-
ing a programmable convolutional interleaver in the time domain and a regular frame 
structure and a pilot structure suitable to mobile channels. Nevertheless, the long data 
packet format (i.e., 12 282 bits) and the large channelization bandwidth (e.g., 5 MHz) 
still remain incompatible with the IoT narrowband requirements.

Finally, for the sake of completeness, the GEO- mobile radio-1 [49] and broad-
band global area network [50] are designed for supporting voice calls and medium/
high terminal data rates over GSO satellites operating in L- band frequencies.
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12.3.1.3  A possible robust design solution
Since a unique standard solution fulfilling the narrowband IoT requirements was 
not present, a project was initiated by European Space Agency in 2017 to design 
a suitable forward link waveform to be paired with RA schemes like E- SSA in the 
return link [51]. The new air interface has been designed capitalizing on the most 
suitable technology solutions adopted in satellite standards, as discussed in the sec-
tion 12.3.1.2. In particular, the relevant key design aspects are as follows:

 • Channel coding based on the 3GPP long term evolution (LTE) turbo codes [52], 
since they provide a good trade- off between performance and complexity for 
short packet transmissions (e.g., up to few thousands of bits).

 • Channel programmable length time interleaver employed to counteract outages 
due to shadowing or short blockages in mobile scenarios. It is based on con-
volutional interleaving (like in DVB- SH), since it provides a reduction in the 
memory occupation by a factor 2 compared with block interleavers.

 • Data and control information organized in equal length frames with a constant 
pilot symbol spacing to ease the acquisition process at the terminal.

 • The concept of physical layer pipes (PLP) [53] introduced for supporting dif-
ferent quality of services. Each of them can be programmable and identified by 
a combination of physical layer parameters (modulation order, coding rate, and 
convolutional interleaver parameters) and mapped into the transmitted frame.

 • A programmable spreading up to factor 4, common for all PLPs in the frames, 
applied in order to improve the minimum signal- to- noise ratio (SNR) demodu-
lation threshold, when necessary.

 • Minimal link layer functions introduced to transport traffic of different types 
(e.g., unicast or broadcast). The essential layer- 2 protocol loops implemented 
are: congestion control, packet acknowledgment, and power control.

 • The generic stream encapsulation protocol [54] adopted.

Figure 12.11 shows a pictorial view of the forward link functionalities proposed 
in [51].

12.3.2  Return link design for IoT
12.3.2.1  Key requirements
As mentioned in section 12.2.1.1, IoT traffic has peculiarities that imply a profound 
impact on the RA design for return link communications. In particular, typical satel-
lite IoT requirements can be summarized as follows:

1. Efficiently and reliably support a very large number of users, sporadically 
transmitting small- to medium- sized packets, typical of satellite- based IoT 
applications.

2. Capable of operating in systems with a limited channelization bandwidth per 
service area (e.g., from few tens of kilohertz to a few megahertz);
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3. Optimized for small transactions, typical of objects communication, minimiz-
ing overheads such as IP headers, bandwidth assignment demands, and/or syn-
chronization signaling.

4. Energy- efficient solution allowing unattended terminal operation for long time.
5. High spectral efficiency, as the available spectrum is limited.
6. Massive scalability, i.e., capability to handle a very large number of UEs.
7. Reliable performance when operating in typical LMS channels.
8. Low- cost easy- to- install technology for the UEs.
9. Low- cost service.

12.3.2.2  Possible solutions
As mentioned before, different RA solutions suitable for IoT over NGSO have been 
proposed in the recent years. In the following, we dwell on our preferred option 
based on E- SSA RA in the return link and on a time- division multiplex downlink. 
The E- SSA choice is based on its best match to the requirements expressed in  section 
12.3.2.1. Other solutions (being) implemented will be briefly illustrated in section 
12.4. More specifically, referring to the requirements listed in section 12.3.2.1, the 
E- SSA solution:

 • allows asynchronous uncoordinated RA very well matched to IoT traffic nature;
 • allows to easily adapt the available service bandwidth choosing the best suitable 

spreading factor;
 • provides an energy- efficient solution, thanks to the very high packet correct 

reception probability with minimum signaling and transmission time;
 • achieves unprecedented spectral efficiency up to 2 bps/chip in pure uncoordi-

nated RA mode;
 • simple congestion control ensuring stable network operations with overhead 

minimization;

Figure 12.11  Functional block diagram of the forward link transmitter
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 • supports easy network scalability by simply adding extra FDMA channels when 
the current channel reaches saturation.

 • provides quasi error- free RA solution that combined with simple uplink trans-
mission control, such as the one described in section 12.1.3.4, to guarantee reli-
able performance when operating in typical LMS channels;

 • reuses a physical layer closely derived from the terrestrial widely adopted 3GPP 
W- CDMA and allows to reuse COTS components for both RF and digital UE 
elements. Furthermore, the E- SSA is limiting the UE RF power requirements 
and does not require tight UE synchronization (see section 12.2.2.2);

 • provides a low- cost service being high spectral and power efficient while mini-
mizing signaling overhead.

 • is combined with IP protocols optimized for IoT small transactions.

12.3.3  Critical demodulation aspects
12.3.3.1  Waveform attributes
Considering the NGSO satellite channel, the attributes of the waveform used in the 
RA channel should be carefully selected to facilitate the signal detection, demodula-
tion, and decoding at the receiver while maintaining the constraints related to the 
transmitted power, equivalent, isotropically radiated power, and spectral masks at 
the transmitter station. Similar to any communication transmission, the transmitted 
packet is structured in a way to assist the packet detection, carrier synchronization, 
and coherent demodulation of the receiver packet.

Each packet is composed of a preamble with a carefully selected sequence of 
symbols. The length of the known symbols and the actual sequence is selected such 
that in the presence of carrier frequency uncertainty, the preamble selection can 
result in a reliable detection of packets present. A trade- off between the probability 
of false detection and probability of miss detection and the actual operating point 
would determine the required preamble length and the detection strategy.

There are two distinct approaches to combine information part of the message 
(data channel) and the signaling (control channel). Section 12.4.1 introduces an 
open standard known as S- MIM in which the data channel and control channel are 
combined as in- phase and quadrature components of a composite signal prior to 
long spreading. In this approach, the assigned power to data and control channels 
is adjusted according to the severity of the channel impairments and the need to 
strengthen the known segments in each symbol. The resulting constellation corre-
sponds to an asymmetric eight phase shift keying constellation.

Alternatively, in a recent implementation of E- SSA like scheme, the use of 
quadrature phase shift keying (QPSK) modulation for data symbols with inserted 
time multiplexed pilot symbols has been investigated for better supporting the adop-
tion of MMSE in front of the iSIC [44]. Similar approach was also utilized in the 
VDE RA channel as described in section 12.4.2.

The selection of the FEC encoding for the transmitted waveform could also 
impact the performance of the iSIC scheme as discussed in section 12.2.3.3.
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Another important attribute of the transmit waveform is the reduction of the sig-
nal envelope peak- to- average ratio and creation of the quasi- constant envelope. This 
is an important feature to improve the power amplifier efficiency at the UE while 
maintaining the spectral mask and out- of- band emission at the transmitter under 
control. As described in [55], a combination or QPSK/binary phase shift keying 
modulation with a careful selection of spreading sequence phases at the edge of each 
symbol would allow to minimize the phase jumps at the symbol edge transitions.

As reported in [44], additional degrees of flexibility for the transmit waveform 
include the support of multiple spreading factors, packet size, FEC coding rate, and 
the chip rates. Such flexibility would allow to adapt the transmission to channel 
interference and noise conditions as well as reduce the overhead in case is sporadic 
traffic volume at the UE by adjusting the information packet size.

12.3.3.2  Demodulation aspects
The packet demodulator in an NGSO system can be implemented on- board or on- 
ground. Considering that often the LEO constellations do not have a continuous 
connection to terrestrial hub stations for cost and suitable site availability (e.g., over 
the oceans), on- board demodulation is a kind of must unless an on- board store and 
forward approach are followed. Instead, for MEO constellations, it may be possible 
to use a bent- pipe transponder as the terrestrial gateway coverage may be sufficient 
to support the service. Clearly, in terms of processing power, the on- board imple-
mentation represents the most challenging option.

The demodulator should be able to reliably detect and demodulate the incom-
ing time asynchronous packets in the presence of carrier frequency offset (residual 
Doppler and Doppler rate, see section 12.1.2.1), random arrival time, and large 
amount of cochannel MAI. The key burst demodulator main challenges are:

 • Packet preamble detection;
 • Channel estimation for packet demodulation;
 • Channel refined estimation for decoded packet cancellation.

As we discussed in section 12.3.2.1, for satellite IoT, it is pivotal to achieve high 
packet detection probability with minimum miss- detection events. Therefore, the 
packet preamble design and its detector represents a key driver in the system perfor-
mance. A good discussion about preamble design for E- SSA can be found in section 
4.1 of [22]. A robust noncoherent nondecision- directed maximum likelihood preamble 
detector for CDMA has been described in [56]. This scheme provides constant false 
alarm rate detection property and can be implemented with single- bit quantization with 
a 2 dB implementation loss. A computationally efficient technique to cope with the 
carrier frequency error has been described in [57] and section 4.5.1 of [22]. The dif-
ferent frequency hypotheses on which the incoming signal is tested are implemented 
by means of a fast Fourier transform, which can be applied to the preamble detection 
scheme proposed in [56]. It should be remarked that the E- SSA iSIC process works 
on a sliding window memory, thus in the first pass it is important to be able to detect a 
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subset of the packets present in the digital memory. As soon as one packet is detected 
it will be removed from memory, thus easing successive preamble detection steps.

The channel estimation for detection is based on the preamble and the pilot chan-
nel in S- MIM (see section 4.2 of [22]). As mentioned before, the pilot, similarly to 
3GPP W- CDMA standard, is multiplexed in quadrature to the packet payload. The 
payload and pilot components are kept orthogonal through the use of Walsh Hadamard 
channelization sequences. The continuous in- quadrature pilot component provides a 
packet long reference for data- aided channel estimation (carrier amplitude and phase). 
However, to limit the overhead, typically, the pilot channel power is set at a reasonably 
lower level compared with the payload component; hence, the estimates are noisy in 
particular when the averaging time has to be limited due to the time variant nature of 
the channel. As explained in section 4.5.2 of [22], the pilot power setting represents a 
system trade- off heavily dependent on the channel assumptions.

In case of very fast time variant channel due to fading or UE phase noise, one 
may consider to adopt a noncoherent detection scheme. However, the demodulation 
loss (typically of about 2 dB) may heavily impact the RA scheme performance, 
hence, shall be avoided as much as possible.

As mentioned before, once the packet has been detected, it has to be locally 
reconstructed for successively being removed out of the digital memory. For this 
purpose, the preamble and pilot channel estimation exploited for the packet detec-
tion is typically not good enough. Once the packet has been decoded and success-
fully verified through the cyclic redundancy check (CRC), the data modulation 
affecting the payload signal samples can be wiped out using the locally re- encoded 
and remodulated packet bits. In this way, a more accurate packet amplitude, carrier 
frequency, and phase can be reconstructed for canceling the packet from memory. 
More analytical details about the refined channel estimation process for packet can-
cellation can be found in [58, 59]. The impact of imperfect packet cancellation has 
been investigated for the E- SSA demodulator [41]. In this chapter, a semianalyti-
cal model is developed allowing to estimate the impact of inaccurate interference 
cancellation on the iSIC process. It is evident that the refined channel estimation 
described above is key to achieve good performance. The impact of channel estima-
tion errors is growing with the average packets SNR.

12.3.3.3   Example of an E-SSA practical design
In addition to the demodulator algorithmic aspects discussed in the previous section, 
in the following, we provide some information about E- SSA demodulator imple-
mentation for both on- ground and in- space case. In particular, section 4.3 of [60] 
provides an overview of a terrestrial gateway implementation. Section 5.4.1 of the 
same reference is presenting an on- board E- SSA demodulator implementation spe-
cifically conceived for LEO small (cubesat) satellites using COTS- based solutions. 
As previously mentioned, to limit the on- board demodulator complexity, it may be 
wise to reduce the number of iSIC iterations. This is a system- specific complex-
ity performance trade- off that should take into account the specific satellite imple-
mentation constraints. The implementation of E- SSA and E- SSA- like algorithms is 
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also reported in [44] and deployed also for VDE signal detection and decoding as 
reported in [61] and also discussed in section 12.4.2.

12.3.4  Performance assessment
A fair and meaningful performance assessment of the RA schemes is pivotal to 
achieve a proper optimization and system performance analysis. In the following, 
we will give some short suggestions on how to accomplish this challenging and 
important task.

12.3.4.1  Key Performance indicators
There are a number of key performance indicators for assessing RA schemes perfor-
mance [39]. Often in literature, the emphasis is given to the throughput versus the 
(average) MAC load and in particular about its peak value. Although very relevant, 
this information is incomplete as it does not provide immediate evidence about the 
amount of packets lost. For this purpose, it is preferable to also provide the PER or 
PLR results as a function of the (average) MAC load. In any system, and in particu-
lar in a satellite system, it is important to keep the PLR low (e.g., <10−2) to limit the 
amount of re- transmissions which may cause unwanted congestion situations and 
unacceptable latency. Packet delivery latency and energy efficiency also represent 
key performance indicator for certain applications. The average MAC load is often 
used because, being the traffic bursty, its aggregation, in particular for Internet type 
of traffic, shows non negligible amount of randomness. For this reason, the MAC 
aggregate load is time variant and its average value is typically used. It may also be 
handy to normalize the MAC load and the RA throughput to ease the comparison of 
different system configurations (e.g., different bandwidth allocated or bit rate trans-
mitted). For this reason, it is suggested to use bits/symbol or bits/chip for both the 
MAC load and the RA throughput. The reader is referred to [39] for detailed defini-
tion of the suggested key performance indicators.

12.3.4.2  Detailed MAC layer analysis
To get reliable and accurate RA performance results, the preferred approach is to 
develop a RA simulator able to properly model the following aspects:

 • The users’ traffic;
 • The physical layer including the selected RA scheme;
 • The channel model (in particular in case of mobile systems);
 • The demodulator key functions (e.g., possible preamble detection, demodula-

tion errors, FEC scheme, possible signal processing functions to reduce the 
impact of packet collisions).

The last point is of particular relevance as an oversimplified model may lead 
to erroneous results and wrong trade- off conclusions. As an example [39], provides 
evidence that a simplified physical layer modeling the effects of packet collisions 
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detection failure based on collision event or SNIR threshold may lead to incorrect 
numerical findings and design decision. The importance of a faithful physical layer 
model can be explained by the fact that under loaded conditions there will be a large 
number of packets colliding causing a relative low SNIR. However, even operating at 
a SNIR corresponding to a PLR = 0.8 means that 20% of the packets can be correctly 
decoded. This is sufficient to ignite the iSIC process resulting in a potential successful 
detection** for all the other packets contained in the demodulator sliding window at 
the end of the process. This SNIR threshold is physical layer configuration dependent 
(e.g. FEC, modulation, spreading factor) and can be derived by simulation. To this 
SNIR threshold experimentally derived (see [41]), corresponds a PER typically much 
higher than the final target PER after iSIC for the reasons explained above. Therefore, 
an oversimplified physical layer model based on SNIR threshold or even worst on a 
collision based packet detection failure will not be able to properly model the iSIC 
operation. This accurate physical layer modeling is also necessary for semi- analytical 
RA models such as the one applicable to E- SSA described in [41] or the CRDSA one 
reported in [62].

12.3.4.3   Simplified system performance analysis
RA systems are by nature affected by co- channel interference due to the randomness 
of the time UEs are accessing to the shared channel resource to transmit a packet. 
In particular, channel sensing techniques often used in terrestrial networks, are of 
no use in satellite due to the inherent system latency. Busy tone congestion control 
techniques [63], which avoids MAC overload conditions monitoring the aggregated 
traffic interference, are also suitable for satellite IoT networks. However, the sys-
tem sizing shall account for co- channel interference on the MAC. The presence of 
packet collision mitigation techniques (e.g., iSIC) requires some adaptation of the 
standard link budget calculation by proper high- level modeling of the RA demodu-
lator behaviour. As we will see in the link budget example described in the section 
12.3.4.4, in practice based on the detailed simulation findings, one can derive the 
minimum SNIR at which a packets can be detected. In case of RA schemes adopting 
iSIC, this detection condition corresponds to the [SNIR] 

boot
min   threshold at which the 

iSIC process boots (see previous discussion in section 12.3.4.2). Naming r the FEC 
coding rate, M the modulation order and SF the spreading factor, the corresponding 
 [Eb/(N0 + I0)]bootmin   value is derived from [SNIR] bootmin   as

 

h
Eb

(N0+I0)

iboot
min

= SF
r log2 M

[SNIR]bootmin .  (12.18)

We note that because of the different PLR target value,  [Eb/(N0 + I0)]bootmin   is lower than 
the  [Eb/N0]phymin  at which packets can be detected satisfying the required PLR, when 
assuming the co- channel interference has been removed by the iSIC. Therefore, two 
link budgets should be computed in two distinct conditions:

** Corresponding to achieving the target PER typically of 10−2 or lower.
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 • A co- channel free condition to check the resulting packet  Eb/N0  received at the 
gateway station assuming the iSIC has been completely†† removing the cochan-
nel multiple access interference (MAI). The computed  Eb/N0  in the absence of 
MAI shall be greater than  [Eb/N0]phymin  required to achieve the target PER. If this 
is not the case some system parameter like UE RF power, UE bit rate, satellite 
antenna gain over noise temperature shall be modified to satisfy this link closure 
condition. A sizeable link margin in the absence of MAI will allow to accom-
modate UEs link budget differences and create a spread in the received packets 
Eb/N0, which is beneficial for increasing the achievable MAC throughput [41].

 • A distinct link budget computing the SNIR before despreading at the gateway 
demodulator in the presence of the selected MAC average load (proportional to 
the number of UEs). The MAC load shall be tuned to ensure that the resulting 
SNIR is greater than [SNIR] 

boot
min   for all UEs to be served. Then, for estimat-

ing the maximum system load allowed, or equivalently the maximum num-
ber of active UEs,  N

max
UE  , one can modify the number of active UEs in order 

to satisfy this SNIR link margin condition. The latter can also be performed 
in terms of  Eb/(N0 + I0)  using (12.18). In the case of a multi- beam system a 
multi- dimensional link budget accounting for antenna beam pattern will allow 
to compute the maximum number of active UEs/beam  N

max
UE (b) . For simplicity, 

we can assume that the UE received power at the satellite antenna beam port 
is the same for all UEs. The impact of possible power randomization on the 
throughput performance will be approximated in a following step through a 
corrective coefficient derived by simulation (see [41] for details).

The above link budgets are computed for the bandwidth occupied by a single 
UE and for all satellite beams, if applicable. The overall amount of UEs which can 
be supported by the network can then be estimated extending the formula provided 
in [25]

 

�
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UE

�
tot =

NFDM ps

�a

NbX
b=1

Nmax
UE (b),

  
(12.19)

where  NFDM  represents the number of FDMs available in the beam,  Nb  represents 
the number of beams,   ps  is the estimated throughput increase factor due to the 
power spreading [41], and  0 < �a < 1  is the IoT traffic activity factor.

†† In practice, one can more realistically assume that a certain percentage of the MAI remains due the 
iSIC demodulator imperfect channel estimation.
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12.3.4.4   Link budget assumptions and examples
Hereafter, we present a link budget evaluation in L- band with state of the art NGSO 
satellite payload assumptions and considering the E- SSA waveform implemented 
in the mobile IoT terminal. As far as the satellite payload is concerned, the rel-
evant parameters are in line with the current Globalstar constellation at 1500 km 
altitude. Each Globalstar satellite uses 16.5 MHz in S- band for downlink transmis-
sions and in L- Band for uplink communications. This entire bandwidth is divided 
into 13 channels of 1.23 MHz, and Figure 12.12 shows the channel allocation in 
the uplink direction. The link budget impact of the feeder downlink (satellite to the 
gateway) is considered negligible as it is typically the case. Assuming the following 
IoT terminal requirements, such as a peak data rate of 5 kbps and maximum trans-
mission power of 200 mW along with omni- directional antenna, the link budget 
analysis has been summarized in Figure 12.13 with the relevant computations. In 
order to fit the available channel bandwidth, the optimal E- SSA spreading factor 

Figure 12.12  Globalstar L- band frequency plan

Figure 12.13     Example of Globalstar uplink budget and simplified system 
performance with E- SSA waveform
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is equal to 64. Firstly, focusing on the single user transmission (i.e., no MAI), it 
can be observed that the received  Eb/N0  is 6.8 dB, and it is confirmed that it is 
well above the detection threshold for PER=10−3 corresponding to  [Eb/N0]phymin � 0.5  
dB. Secondly, recalling the methodology described in section 12.3.4.3 in case of 
MAI, the required [SNIR] 

boot
min   with the chosen spreading factor is approximately 

 �23.8  dB and that allows about 8 dB margin with respect to the case of a single 
terminal transmission (i.e.,  C/N = �15.6  dB). Aiming at reducing to zero this MAI 
margin by increasing the number of active IoT terminals, it has been reported that 
up  N

max
UE = 78  simultaneous users can transmit with equal power distribution and 

still keeping the received  Eb/(N0 + I0)  slightly greater than  [Eb/(N0 + I0)]bootmin  . Further, 
approximately   ps � N

max
UE = 182  users might be successfully decoded in case of 

optimal power distribution [41]. Assuming now  �a = 2.7 � 10�4  (i.e., one transmis-
sion every hour),  Nb = 16 ,  N

max
UE (b) = N

max
UE  , and optimal power distribution, we get 

 
�
NmaxUE

�
tot = 1.362 � 10

8
  users supported by a single satellite and exploiting all avail-

able channels (i.e., for  NFDM = 13 ).

12.4  NGSO RA (standard and proprietary) solutions and 
system implementation examples

12.4.1  S-band mobile interactive multimedia
The S- MIM is an European Telecommunication Standard Institute (ETSI) standard 
published in 2004 [64–69]. The S- MIM aims to two main services: a robust down-
link for broadcasting audio/video information and signaling information based on 
the ETSI Satellite- to- Handheld (DVB- SH) [48] standard and an uplink to provide 
ubiquitous messaging services over GSO or NGSO satellites using low- power ter-
minals operating in S- band. The return link is largely based on the 3GPP Wideband 
CDMA physical layer with some specific adaptations to support packet mode trans-
mission for IoT applications. The return link exploits the E- SSA RA with open loop 
uplink power/transmit control described in previous sections. A good overview of 
the S- MIM standard is provided in [70]. The S- MIM offers a low- cost bandwidth 
and power efficient solution for short messages with modest power requirements on 
the terminal side. S- MIM standard prototype UEs and gateways were implemented 
by Eutelsat and went through field trials in the frame of the S- band Solaris initiative 
[24]. The experimental campaign was using the S- band payload on- board the Eutelsat 
10A GSO satellite, was located at 10° East. The field trials carried out during this 
campaign were performed under real mobile channel environments (highway, tree 
shadowing, suburban, etc.). The return link performances were assessed with and 
without background traffic in such a way that the comparison of the two considered 
scenarios could be as fair as possible. The test campaign confirmed the effective-
ness of the S- MIM messaging protocol and more particularly, of the transmit power 
control algorithm. The latter permits a smart use of the satellite bandwidth, allowing 
the simultaneous transmission of thousands of packets by low- power mobile UEs, 
hence, demonstrating the S- MIM suitability for low- cost consumer IoT products. 
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Unfortunately, the incomplete Eutelsat 10A S- band antenna deployment did not 
allow for a commercial S- MIM service roll- out. However, the S- MIM technology 
has been evolved by Eutelsat as a proprietary standard dubbed F- SIM for Ku/Ka- 
band applications and commercially deployed in several areas of the world [71].

12.4.2  VHF data exchange
The WRC in 2019 modified Appendix 18 of the RR [1], allocated maritime VHF fre-
quencies for two- way VDE via satellite, making space communication an integrated 
component of the VDE system (VDES) [72]. Figures 12.14 and 12.15 illustrate the 
frequency usage for terrestrial and satellite components of VDE. According to the 
ITU Recommendation [74], the VDE signal transmission occupies one or multiple 
VHF channels, carrying a waveform with a bandwidth of 25, 50, 100, or 150 kHz. 
In time domain, each transmission follows a frame structure that is synchronized 

Figure 12.15  VDES frequency plan

Figure 12.14  VDES Scenario. Source: [73]
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to the coordinated universal time with a time duration of one or multiple slots of 
26.667 ms.

Among several modes of operation, the ITU Recommendation [74] defines an 
RA channel for the VDE satellite uplink, known as link ID 20. The actual allocation 
of RA channels with the VDE frame structure follows specific patterns. As default 
setting of slots mapped in [74], within each frame of 2250 slots (60 seconds), three 
sets of RA channels, each with a duration of 179 slots are allocated. The physical 
layer for the RA channel was carefully designed to support resolving overlapping 
reception of multiple packets. Some initial consideration for the RA physical layer 
design was reported reported in [55]. The final specification of the link ID 20 was 
further evolved to include the following main attributes:

 • Information block contains 80 bits, followed by 16 bits of CRC, forming 96 bits 
payload at the input of a turbo encoder.

 • A turbo FEC encoder (similar to that of LTE and DVB- SH Standard) is applied 
with an effective coding rate 1/4 (after puncturing) and 18 FEC tail bits.

 • Bit- wise scrambling of resulting 402 codewords for energy dispersal followed 
by bit to QPSK symbol mapping.

 • Preamble and pilot insertion. A pilot symbol is inserted every 16 data symbols, 
for a total of 12 pilot symbols. Preamble length contains 48 known symbols. A 
burst contains a total of 261 symbols.

Figure 12.16  VDE- SAT uplink ID 20 – frame structure
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 • A spreading procedure, corresponding to a spreading factor 16 is applied in 
such a way to create a minimum phase transition at the edge of each QPSK 
symbol‡‡.

 • The corresponding signal is transmitted at a chip rate of 33.6 kchips/s, occupy-
ing two VDE channels with a total bandwidth of 50 kHz (including the guard 
band).

Figure 12.16 illustrates the link ID 20 frame structure and the slot constituents. 
The results of over- the- air campaign of RA channel in VDE channels according the 
link ID 20 captured by the NorSat- 2 LEO satellite have been reported in [61]. The 
test trial was set up based on a single uplink station that emulates a population of 
mobile stations (multiple vessels) occupying simultaneously the RA channel, taking 
into account arrival time delay as well as Doppler frequency shift due to geometrical 
distributions of the real scenario. Receiver performance of receiver with iSIC is ana-
lyzed and compared with conventional SSA. Also the impact of external sources of 
interference in VDE satellite uplink channel is reported and discussed.

12.4.3  Narrowband-IoT
The 3GPP has standardized in the last 20 years the terrestrial mobile broadband 
technologies for 3G, 4G, and now 5G cellular systems. As far as MTC services 
are concerned, the latest 3GPP solutions are called NB- IoT, and it has been made 
available around mid- 2016 [75]. NB- IoT uses SC- FDMA in uplink and OFDMA in 
downlink.

The RA procedure is based on the exchange of four messages between the 
terminal and the base station, as shown in Figure 12.17, and it is necessary for 
the logon procedure (i.e., from idle to connected mode). Of course, the most criti-
cal step is the transmission/reception of the first message, where time and fre-
quency resources are shared among all terminals attempting the connection to 
the network. The first message is simply an RA preamble composed of four sym-
bol groups, and each symbol group has a cyclic prefix followed by five symbols 
[76]. Frequency hopping is applied on symbol group granularity, i.e., each symbol 
group is transmitted on a different subcarrier. The first subcarrier of the first sym-
bol group is chosen randomly, while the following ones are determined according 
to a deterministic sequence that depends on the initial subcarrier. Since the nar-
rowband physical RA channel is composed by a maximum of 48 subcarriers, only 
48 orthogonal preambles can be uniquely identified. In other words, two terminals 
selecting the same initial subcarrier will consequently collide for the entire pre-
amble sequence.

The analysis about adapting the terrestrial NB- IoT technologies to NGSO sys-
tems has been reported in [77]. Some modifications are inevitably necessary (e.g., 
timing relationships during the RA procedure), nevertheless the physical layer 
aspects associated with the preamble generation remain unchanged in Release 17. 

‡‡ Further detail regarding the quasi constant envelope spreading can be found in [55].
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Some NB- IoT protocol performance assessments and parameter optimization for 
NGSO constellations can be found in [78]. In this reference it is shown that even 
after NB- IoT optimization for the NGSO case the number of supported users is 
rather limited mainly because of the ALOHA RA procedure adopted. This should 
stimulate the development of more suitable RA solutions for 5G IoT applications.

12.4.4  Universal network for IoT
A proprietary solution addressing the MTC services in terrestrial LPWAN is owned 
by SigFox [79], and it is based on an ultra narrowband (UNB) signal transmis-
sion. Anteur et al. 80] have investigated the performance of this UNB technology in 
NGSO systems, and lately a proprietary adaptation has been announced by Airbus in 
[81] with the name universal network for IoT (UNIT). This air interface is adopted 
in the AstroCast system, but unfortunately there is no public information available 
on its waveform characteristics.

12.4.5  In-orbit demonstrations and beyond
While the idea of NGSO satellite constellations became a reality more than 20 years 
ago with pioneering examples such as Globalstar and Iridium, a new wave of in- 
orbit IoT technology demonstration gained popularity in the recent years.

Since 2018, there have been several demonstration missions planned and exe-
cuted worldwide to provide the satellite IoT concept. In most cases, the demon-
stration started with single LEO satellite, performing store and forward of short 
messages. In a recently published survey ([82], section V), authors have provided 
examples of publicly known companies who are actively pursuing IoT solutions 

Figure 12.17   Example of message exchange in NB- IoT between the user 
terminal (UE) and the base station
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via LEO small satellites. Their target IoT technologies range from proprietary solu-
tions, industry standards such as Lora as well as open NB- IoT standards, adapted 
to satellite.

As of the first quarter of 2021, several satellite IoT LEO constellations (such 
as Kepler§§, Swarm¶¶ and AstroCast***) have already reached multiple satellites in 
orbit, going beyond the research phase and entering into (pre)operational phase for 
providing IoT services.

Compared with conventional GSO satellites, the NGSO satellite IoT solutions 
aim to provide global services for massive number of devices in an affordable price. 
The “new space” paradigm in flight segment design, qualification, and lifetime 
settings has created new momentum and expectations for agility and flexibility in 
establishing global and cost- effective IoT services. Despite recent advancements 
and exciting opportunities, there are challenges ahead that require further technol-
ogy development, coordination, and planning.

 • Scarce spectrum and regulatory aspects: Access to the spectrum is a severe 
barrier for many new players. As discussed in section 12.1.1, the current spec-
trum allocations and service line- ups in different regions make it extremely 
competitive for new players to establish satellite IoT services. Some initiatives 
for allocation of new spectrum and possible sharing the spectrum among mul-
tiple players have already envisaged as new agenda items for the upcoming 
WRCs to address this issue.

 • Intersystem interference: As the number of satellite communications grow, 
the likelihood of intentional or unintentional RF interference among such sys-
tem also increases significantly. The traditional approach to split the frequency 
resources among different players would restrict the deployment of the indi-
vidual service and prevent the service growth in a global scale. A new paradigm 
for resource sharing among different satellite systems as well as satellite and 
terrestrial systems is essential for sustainability of services in a global scale.

 • Scalability: The technology demonstration phase starts typically with a very 
limited number of UEs deployed in the network. This arrangement may fail 
to reveal hidden overhead in system resource consumption when the number 
of end users grows significantly. For example, signaling overhead for network 
synchronization or limited aggregate throughput as well as constraints on the 
traffic load could prevent the system scalability and commercial viability of the 
offered service. This is an important aspect that requires careful attention at the 
design phase. It is also important to establish a clear bridging between the in- 
orbit demonstration phase, that is typically based on a limited number of space 
assets, and the operational phase to avoid oversimplifying the design approach.

 • UE size, weight, and power (and) cost and service continuity: For many 
IoT service applications, the size, weight, and power and cost of the UEs are 

§§ http://kepler.space
¶¶ http://swarm.space
*** http://astrocast.com
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extremely critical for sustainability of the service offering. It is often critical to 
see a seamless integration of the satellite and terrestrial service to maintain con-
tinuity of service in a large geographical scale. Although, this does not neces-
sarily mean identical terrestrial and satellite access solutions, from the end- user 
perspective, the same piece of equipment should be able to maintain service 
continuity and service quality.
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Beyond 5G and 6G networks are expected to meet ambitious performance param-
eters of coverage, data rates, latency, etc., with the objective of exploiting as many as 
possible physical network resources, such as capacity, to get the maximum achiev-
able performance out of them. In this context, the smart and efficient use of avail-
able resources, as well as ubiquitous and continuous coverage provided by satellite 
networks, have become a must. Network virtualization (NV) has been proved to be 
a key enabling technology to fulfill the challenging requirements of the upcoming 
telecommunication networks. NV is based on algorithms that can instantiate virtual-
ized services on the substrate infrastructure, optimizing the embedding, according to 
a specific objective. This kind of algorithms is known as virtual network embedding 
(VNE). The aim of this chapter is to focus on two main aspects of the VNE. First, 
an efficient parallel approach for the VNE problem is considered. More precisely, 
the aim is to show how a parallel computation for the resource mapping allows to 
further improve the performance of the algorithm. Second, the chapter introduces 
a practical implementation of the VNE algorithm in a software defined networking 
(SDN)- based testbed. An experimental testbed to support the VNE algorithm for 
non- geostationary orbit (NGSO) constellations is presented. The laboratory testbed 
has been developed and validated, consisting of a Mininet- based simulator, a Ryu 
SDN controller with an end- to- end (E2E) traffic engineering (TE) application for 
the virtual networks (VNs) establishment, and the VNE algorithm implemented in 
MATLAB®.
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13.1  Introduction

Nowadays, the complex and heterogeneous upcoming telecommunication networks, 
together with the challenging network performance requirements (e.g., data rates 
in the order of Tbps, latency lower than 1 ms, very high reliability  � 99.9999 %, 
etc.), have brought the need for new optimization techniques/strategies to effectively 
maximize the utilization of the physical network, also defined as substrate network. 
5G and the upcoming 6G networks are expected to support the scenarios with a large 
variety of applications and services in terms of quality of service (QoS), by adopting 
the technology of “network slicing” [1, 2].

Network slicing has become very attractive due to an ever- increasing demand 
for very differentiated services. The main aim of network slicing is to allocate these 
demanded services (slices) onto the same substrate network. Each service has its 
own pool of resources to be allocated, and accordingly, a given QoS has to be satis-
fied during the embedding. Therefore, the role of network providers has become to 
investigate the new virtualization techniques and find the one which offers the best 
performance. The ambitious requirements from the scenario described above have 
made the presence of satellite networks always more and more crucial for fulfilling 
the demanded QoS. Satellites have always proved to offer an ubiquitous and anytime 
coverage, with the minimization of terrestrial infrastructures’ usage. Furthermore, 
nowadays, NGSO communication systems have attracted network providers for 
being one of the key enabling technologies to support an increasing service requests, 
offering reduced latency and link loss [3, 4]. Given these premises, the main objec-
tive of this chapter is to provide some implementation details of network slicing, 
pointing out the challenges and advantages of each considered scenario. In particu-
lar, two main aspects of network slicing are considered.

On one side, network slicing is based on optimization algorithms with the aim 
of fulfilling the challenging allocation of the demanded resources by each service 
onto the physical network, known as the VNE problem. Each service is typically 
seen as a VN request (VNR), composed by nodes, links, and nodes/links require-
ments (e.g., computational node capacity, link bandwidth, maximum latency, etc.). 
VNE is the resource allocation process, node and link mapping, of an incoming 
VNR, or a multitude of them, in the physical network.

On the other side, the efficiency of network slicing optimization algorithms for 
NGSO satellite mega constellations rely on the support of novel technologies, such 
as SDN, to facilitate the management and routing of an always higher amount of 
traffic, thanks to its network awareness capabilities and well- investigated level of 
programmability. Furthermore, the SDN concept has been proved to be an efficient 
technology to cope with a highly dynamic environment, such as the NGSO satellite 
networks. These two different but related aspects of network slicing constitute the 
main motivations of this chapter. In the following, a more detailed introduction to 
the two topics is presented.

In this chapter, section 13.2 gives an insight to the VNE problem and introduces 
a parallel formulation for the link mapping, one of the two subprocesses the VNE 
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is subdivided into. The parallel computation over a set of demanded services is 
considered in order to prove the increase in performance. Afterwards, section 13.3 
introduces the NV aspect for dynamic environment such as the integrated satellite/
terrestrial networks. In this section, the enabling technologies are also presented. 
Section 13.4 discusses the VNE implementation in the built- in SDN testbed. More 
specifically, the testbed is emulating a simplified NGSO satellite network integrated 
with a terrestrial network. The VNE algorithm computes the real- time embedding 
for the dynamic physical network over the time. Those services which have been 
embedded over satellites are expected to undergo some recomputations due to the 
time- limited visibility between the ground station and NGSO satellites. An SDN 
controller has been implemented to support the interaction between the algorithm 
and the substrate network. Finally, section 13.5 concludes this chapter with an anal-
ysis of the performance for both the theoretical simulations and the practical results 
from the integration between the algorithm and the testbed.

13.2  Virtual network embedding

VNE is proved to be an NP- hard (Non- deterministic Polynomial- time Hard) prob-
lem [5]; hence, this brings to an unavoidable trade- off in the solution between com-
plexity/computing time and optimality. As previously mentioned, given that sub-
strate network and VNRs are generally described by a graph composed of nodes and 
links, VNE problem is the composition of the two following resource mappings. The 
mapping of virtual nodes onto the substrate ones is defined as node mapping, and 
the embedding of virtual links onto the physical ones is called link mapping. From 
a mathematical point of view, these mappings correspond to functions. Therefore, 
we can describe them in the following way. Given  NS   the set of substrate nodes,  NV   
the set of virtual nodes,  ES   the set of substrate links, and  EV   the set of virtual links, 
the node and link mapping functions,  MN   and  ML , respectively, are described as

 •  MN : NV �! NS  
 •  ML : EV �! ES  

Figure 13.1  Illustration of VNE
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Figure 13.1 shows a simplified example of VNE where two VNRs, with their 
respective resource requirements, are mapped to the same substrate network.

Due to the limited physical resources, the mapping problem is a challenging 
field in the telecom sector, and with the increase in network services’ demand, it 
became more and more complex and attractive. This is the reason why, in the lit-
erature, many related works can be found, surveys such as Reference 6 and several 
proposed and different solutions, which will be taken into consideration later on in 
this section. The complexity of the problem has inspired different perspectives and 
solving methods. Indeed, depending on the importance given to time and quality of 
the solution, a different approach can be proposed. Before describing in more details 
the state- of- the- art for VNE, it is important to underline some main features of this 
problem [6]. A VNE algorithm is usually defined as:

 • Static if the mapping is fixed and does not accept any modification or dynamic 
when variations of previously computed mappings (process of resources’ real-
location) are considered, for example, to improve the average network load and 
physical resources exploitation.

 • Centralized or distributed depending on whether the decisions are taken from a 
centralized entity or in a more distributed way.

 • Concise or redundant whether the algorithm assigns the resources in a strict 
or a more failure tolerant way, respectively. A redundant VNE assigns some 
additional resources to each service in order to have some back- ups in case of 
real- time failures.

Since these features are considered independent, every mapping algorithm can 
be developed following any combination of them.

As previously mentioned, VNE involves the assignment of several node- and 
link- related resources. It is worth underlining that the physical characteristics of each 
of the substrate and virtual resources should be considered. For instance, algorithms 
have to tackle with consumable and static resources. Central Processing Unit (CPU), 
bandwidth, and delay are some of the main mapped consumable resources, i.e., 
they decrease with the increasing number of mappings. Consumable resources are 
released when the service is not available anymore. On the opposite, there are also 
static resources such as the link delay and the link loss probability, which are inde-
pendent of the number of mappings. The efficiency of VNE solutions has become 
more and more important due to the scarcity of the available physical resources; 
the evaluation of the algorithm’s performance, the satisfaction of the demanded 
requests, and the maximization of their QoS have become crucial. Consequently, in 
the following, some common objective functions/metrics are presented:

 • The acceptance ratio which is the ratio between the amount of accepted and 
embedded VNRs over the total amount of received VNRs.

 • The revenue/cost ratio computed as the ratio between the allocated requests 
over the substrate resources spent from the infrastructure provider (InP). It is 
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clear that the aim of the InP is to exploit its physical resources in the best pos-
sible way.

 • Load- balancing which evaluates how much the traffic is spread over the sub-
strate network. In some scenarios, this metric is very important because the 
more the traffic is spread, the less the physical links are overloaded, and the 
higher the probability of successfully coping with unexpected peaks of traffic.

 • Energy saving which evaluates the ratio between the active substrate nodes 
(effectively involved in any mapping) over the total amount of the substrate 
nodes. This metric is the opposite of load- balancing.

 • The computing time which plays a relevant role because it determines the inter-
val of time between the arrival of a VNR and the instant at which it is served. 
This amount of time is very much dependent on the formulation of the problem, 
and the trade- off with the quality of the solution will be analyzed in this chapter.

 • QoS metrics, such as delay, jitter, throughput, and network element (NE) uti-
lization, should respect the required QoS of the VNR after the embedding is 
completed and over the entire duration of the service.

 • Metrics to describe how reliable the VNE is, such as the presence of back- up 
resources, path redundancy and traffic migrations due to links’ instability.

In general, VNE solutions present a subset of the above mentioned features. In 
the following subsections, an example of a proposed static, concise, and centralized 
solution for the VNE problem is presented, together with the state- of- the- art, moti-
vations, and results. In the second part of the chapter, instead, a dynamic, concise, 
and centralized embedding algorithm is shown, where the time and substrate net-
work variations come into play.

13.2.1  Related works on VNE
Many trends can be highlighted in the literature for VNE, and in the following, those 
that have motivated this work are presented. As previously mentioned, the VNE 
takes in consideration both node and link mapping. However, it is very common in 
the literature to find the optimization of the node mapping rather than link mapping 
[7–9]. After the computation of the node mapping, the link mapping is commonly 
computed with k- shortest paths or multicommodity flow algorithm. These men-
tioned algorithms are preferred due to their low- computing time, but they reduce 
the quality of the link mapping solution since they do not always provide an optimal 
solution in terms of metrics different from the path length. This chapter focuses to 
the link mapping computation, while the node mapping is already assigned (source 
and destination of the VNR).

In addition, a service mapping problem is by nature a sequential computation 
over time. In fact, as soon as a service provider is demanding for new substrate 
resources, the InP is asked to find available resources satisfying the QoS require-
ments. Therefore, VNRs usually enter and leave the network at different instants 
of time. Given these premises, this work intents to show that a sequential approach 
affects the performance of the mapping due to the fact that the solution, in a sequential 
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case, is strongly dependent on the order in which the VNRs are elaborated with. In 
the network slicing era, the heterogeneity of services’ requirements has brought the 
need to look for parallel solutions. Despite the increase in complexity, the parallel 
VNE problem formulation has become extremely relevant for the development of an 
efficient services mapping. It is widely known [10–12] that the sequential approach 
can achieve only a local near- optimal solution since the optimization is applied inde-
pendently for each VNR. On the contrary, considering the simultaneous embedding 
of a set of VNRs would bring to a global near- optimal solution. A heterogeneous 
scenario, in terms of demanded resources, is considered to further demonstrate the 
efficiency of a parallel embedding.

Parallel computations have already been used in many different fields. Even 
for the VNE problem, some parallel implementations have been developed. In 
References 10, 11, authors focus on the relevance of the link mapping optimization 
rather than the node mapping and propose a parallel approach based on the genetic 
algorithm (GA). The use of GA seems to be the most common approach to solve a 
parallel VNE formulation. The parallel method proposed in References 10, 11, how-
ever, only considers the link mapping parallel computation (supposing of course that 
a VNR is composed by several links) and embeds one VNR at a time. The proposal 
presented in Reference 12 goes one step further, where authors proposed the use of 
GA for a parallel link mapping applied to a set of VNRs instead of just one. The 
idea is that the parallel computation can increase the coordination among all VNRs’ 
embeddings and, consequently, achieve better performance. In the literature, among 
the proposed parallel approaches, GA seems to be the most promising one because 
it reduces the computing time, thanks to parallel computation, and, at the same time, 
improves the quality. The computing time is reduced due to the fact that parallel 
machines, exploiting a priori knowledge, are initially fed with a set of link map-
pings (typically k- shortest paths) from which they produce new feasible solutions. 
This approach is very efficient when the network is either static or dynamic with a 
priori known changes over time. However, this might not always be the case. For 
example, for very dynamic networks (e.g., low- earth orbit satellite networks), online 
embedding algorithms might be required in real time, especially if the connectivity 
variations are not predictable due to the unavailability of some embeddings.

Dynamic satellite networks constitute the second main part of this chapter. 
Indeed, while at the beginning the focus is on the resource mapping efficiency, con-
sidering a static scenario (stable physical connections without variations over time); 
sections 13.3 and 13.4 consider a satellite networks oriented scenario where the 
physical network varies over time, following a defined time development scheme, 
and we show how the VNE is interfaced with the physical network’s variation.

13.2.2  Proposed VNE solution
The proposed solution is an integer linear programming (ILP) formulation for the 
link mapping, while considering the well- known load- balancing and energy- saving 
objective functions [13]. This scenario will be proved through some software simu-
lations without involving the SDN- based testbed. In order to avoid any confusion 
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in the terminology, it is worth underlining that, in this chapter, the terms sequential 
and parallel refer to how a set of VNRs is embedded, rather than the order of node 
and link mapping computation, as it is usually presented in the literature. Therefore, 
sequential approach, here, means that one VNR is embedded per time. On the con-
trary, in parallel approach, a set of VNRs is embedded per each iteration. This solu-
tion aims to illustrate that:

 • The increase in the level of parallelism for the VNE computation corresponds 
to a higher quality embedding. In this case, the average substrate link utilization 
is the metric to evaluate the efficiency of the algorithm with load- balancing as 
the objective function;

 • The impact of parallelism level and network size on the algorithm’s computing 
time;

 • The more the heterogeneity among the demanded services the more benefits the 
parallel approach will bring with respect to the sequential case.

 • It might be worth to consider intermediate solutions for parallel computations 
because very good results can be provided without increasing too much com-
plexity of the problem and, consequently, the computing time.

13.2.3  Problem initialization and formulation
The substrate network is modeled as a directed weighted graph:  Gs = (Ns,Es) , with 
 Ns  the set of substrate nodes and  Es  the set of substrate edges. Every substrate 
node ns is assigned with the power consumption  p(ns) , and every substrate link 
 (u, v)  is assigned with the capacity  c(u, v)  representing the sum of all the substrate 
nodes’ power consumption. The general n- th VNR is modeled as a directed graph: 
 Gn
v = (Nnv ,Env) , with  Nn

v  the set of virtual nodes and  Env  the set of virtual edges. In 
addition,  bw(n)  is the demanded bandwidth from the n- th VNR. For the n- th VNR, 
the node mapping is considered known a priori; hence,  sn  and  dn  are the source and 
destination substrate nodes, respectively. The node mapping is initially computed 
via the D- ViNE approach proposed in Reference 7. Finally, the set VN represents all 
the VNRs to be embedded. It is important underlining that an initial set of VNR(s) 
is supposed to be known. This is not necessarily always true, but some scenarios 
can be very realistic, for example, when some services have been embedded over 
an NGSO satellite link and suddenly that link is not available anymore. In this case, 
a set of already embedded services, which means their details are known, has to be 
embedded again.

In the following, the objective and constraints of the problem are presented. The 
objective function (13.1) represents the combination of load- balancing and energy- 
saving objectives. The load- balancing objective aims to spread the traffic in the sub-
strate network as more efficiently as possible. To do so, it needs to minimize the overall 
load in each substrate link. On the contrary, energy saving minimizes the amount of 
power consumed in the network by all the active substrate nodes. The combined objec-
tive can be written as:
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where the first term represents the load- balancing objective, and the second term 
defines the energy- saving objective. The parameter ˛  and its complementary version 
are the weights for the load- balancing and energy- saving functions, respectively. A 
substrate node, hosting one or multiple virtual nodes, is considered active when traf-
fic is passing through it. Therefore, with the energy- saving objective, more priority 
is given to the less power- consuming nodes in order to reduce the sum of the total 
consumption.

While load- balancing objective spreads the traffic, energy saving tends to con-
centrate it in order to reduce the amount of active nodes. Table 13.1 and Table 13.2 
present the problem variables and parameters, respectively. In the following, the 
constraints of the problem are formulated and explained.
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Table 13.1  Variables in (13.1)–(13.7)

Variable Description

 znuv Binary flow variable to indicate if the n-th VNR is 
embedded in uv 

 yns Binary variable to indicate an active node

Table 13.2  Parameters in (13.1)–(13.7)

Parameter Description

 sn Source node for the n -th VNR
 dn Destination node for the n -th VNR

 bw(n) Demanded bandwidth by the n -th VNR

 c(u, v) Residual capacity of the substrate link uv 

 p(ns) Power consumption of the substrate node ns

 psum Total power consumption when all substrate nodes are active



Virtual network embedding 347

 
yns =

8<
:
1, if

P
n znuns > 0 or

P
n znnsu > 0

0, otherwise   
(13.7)

In (13.2), for each substrate link (u,v), the sum of the bandwidth occupied by all 
virtual links mapped in (u,v) is upper- bounded by the residual capacity of the sub-
strate link. Constraints (13.3), (13.4), and (13.5) ensure the flow’s conservation law, 
which means that for each VNR, the overall flow is zero for all substrate intermedi-
ate nodes except for its source and destination nodes. Equations (13.6) and (13.7) 
define the binary constraints for the two variables of the problem. The algorithm is 
initiated with the actual status of the substrate network and the VNR(s) definition 
(graph description and demanded resources). If a feasible solution exists, the map-
ping is computed. Then, the current substrate network is updated, and the algorithm 
will run again for the following VNR.

13.2.4  Simulation setup
The objective of the simulation is to embed a predefined set, defined as VN, of gen-
erated VNRs. The set contains  N   VNRs to be embedded. Since this proposed work 
wants to show the advantage of parallel computations with respect to the sequential 
ones, from the main set VN, smaller subsets of cardinality K   VNRs are created and 
given as input to the algorithm (K   represents the parallelism level). This means that 
the algorithm embeds K   VNRs at the same time. The problem is formulated and 
compiled using GNU Linear Programming Kit (GLPK) solver.

The value K   is an integer parameter between 1 and  N  . When K = 1 , the algo-
rithm is sequential because it embeds one VNR per time. On the opposite, when 
 K = 30 , the algorithm is fully parallel. Intermediate values are also considered.

MATLAB is the main tool where all processes are managed, including the 
creation of substrate graph, the random generation of VNRs and their demanded 
resources, the report of the current status of the network over time, and the computa-
tion and update of the embedding results, coming from GLPK.

In the solver, the problem is formulated following the objective and constraints 
(13.1)–(13.7). If there is a solution, GLPK will return the results back to MATLAB 
to update the substrate network resources and compute the performance required. In 
total, the algorithm runs for  N/K   times. The pseudocode is presented in Table 13.3. 
The nodes of the substrate network are randomly distributed in a 100 × 100 grid.

Given  u  and  v  pair of substrate nodes, the probability to be connected is given 
by

 
P(u, v) = � � exp

�
�

d
ı � dmax

�

  
(13.8)

where  d   is the geometric distance in the grid between the two nodes, and  dmax  is the 
maximum distance between any pair of substrate nodes. In addition,  �  and ı  are two 
design parameters which allow to control the complexity of the network. We use 
 � = ı = 0.5  as the “simple case” considered in Reference 8. The capacity of each 
substrate link is randomly generated in the interval [60, 80]. The virtual bandwidth 
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required from the n- th VNR is a random number in a defined interval. Different 
cases of this interval are considered (Table 13.4). Finally, a total amount of  N = 30  
(cardinality of the set VN) VNRs are considered for the embedding.

13.2.5  Performance evaluation
MATLAB with GLPK is used for the simulations. The substrate network for 
the results in Figure 13.2 and Figure 13.3 (a) is composed by 30 nodes while in 
Figure 13.3 (b) the amount of substrate nodes varies to demonstrate the scalability 
of the algorithm. In the first two case studies, we analyze the performance of the 
algorithm with the variation of the parallelism level K  . The two extremes are the 
sequential case, with K   = 1, and the fully parallel one with K   = 30.

Figure 13.2 shows the advantage of the parallel computations over the sequen-
tial ones. In particular, Figure 13.2 (a) studies the efficiency of the parallel approach 
with different levels of heterogeneity among the demanded services. In this case, 
the heterogeneity is given by the demanded bandwidth. Three different scenar-
ios are considered (Table 13.4), where the range for the generation of demanded 
bandwidth changes. The aim is to compare the performance in less heterogeneous 

Table 13.4  VNR demanded bandwidth

Scenarios (min, max)

Use case 1 (5, 20)
Use case 2 (5, 30)
Use case 3 (5, 40)

Table 13.3  Parallel link mapping algorithm

1: Begin
2: Generation of substrate graph according to (13.8)
3: Generation of the set of VNRs randomly (Table 13.4)
4: Precomputed node mapping with D- ViNE algorithm
5: Subdivision in subsets with K VNRs
6: Input
7: Objective function
8: Substrate link capacity  c(u, v),8(u, v) 2 Es 
9: Power consumption  p(ns),8ns 2 Ns 
10:  sn, dn, bw(n),8n 2 VN  
11: Output
12: Link mapping for each VNR
13: If branch- and- cut method finds a solution
14: MATLAB updates the substrate resources
15: Else link mapping failed
16: End if
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scenarios (use case 1) to more heterogeneous scenarios (use case 3). The scenarios 
differ on each other in the random generation interval. In fact, the range of random 
demanded bandwidth changes for the different scenarios. It is proved that the effi-
ciency of parallel embeddings improves with the increase in the range of virtual 
demanded bandwidth. This is due to the fact that if there is more heterogeneity in 
the demanded bandwidth, the algorithm is able to better manage the link mapping 
in order to achieve the objective with respect to the sequential approach. Therefore, 
the VNR which demands for more bandwidth will be embedded in the path with 
more available bandwidth. For example, for use case 1, since there is almost no dif-
ference among all VNRs, the efficiency of fully parallel approach compared to the 
sequential case is almost none. While in use case 3, the fully parallel case performs 
much better. The load- balancing objective is considered for this scenario, with aver-
age substrate link utilization as the metric. The efficiency of the parallel approach 
can also be seen in Figure 13.2 (b). In this case, different values of  ̨ 2 [0, 1]  are 
considered, with intervals of 0.25. With reference to the objective function (13.1), 

Figure 13.2  Simulation results for average substrate link utilization

Figure 13.3  Simulation results for computing time
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when ˛  = 1, the objective is load balancing. On the other hand, ˛  = 0 depicts the 
energy- saving objective. Intermediate values represent a weighted combination of 
those two objectives. For the purpose of the comparison, a level of parallelism is 
fixed to 15 and compared to the sequential case.

For all values of ˛ , the parallel approach (solid lines) always performs better 
(lower values) than the sequential case (dashed lines). In general, we can also appre-
ciate that, for lower values of ˛ , the average link utilization is higher because the 
energy- saving objective drives the performance. This means that more priority is 
given to the minimization of the number of active nodes, and the more the traffic is 
concentrated. This brings to higher average substrate link utilization.

Figure 13.3, instead, shows an analysis of the computing time. Given the NP- 
hardness of the VNE problem, its computing time is expected to grow exponentially 
with the increasing size of the problem. In this solution, the size of the problem is 
increased by three different factors.

 • The demanded load in the network;
 • The increasing level of parallelism (more VNRs embedded per time);
 • Higher number of substrate nodes and links in the network.

Figure 13.3(a) shows the exponential relation between the computing time 
(y- axis) and the parallelism level (x- axis). For all presented cases, a main trend 
can be highlighted. The computing time and, consequently, the complexity increase 
exponentially with the increase of the level of the parallelism. Figure 13.3(a) shows 
also that, given a certain level of parallelism (e.g., 15), the higher is the load (i.e. use 
case 3), the more computing time will be needed. It can also be noticed that when 
the parallelism level is high, the complexity of the problem is very sensitive to the 
load of the network. Indeed, the gain from the higher level of parallelism in use case 
3 (highest load), with respect to use case 1 and use case 2, is quite significant when 
the parallelism level is the maximum, i.e., 30 with respect to lower values such as 15 
or 10. The third factor which increases the complexity of the problem, as depicted 
in Figure 13.3(b), is the scale of the substrate network. Indeed, the algorithm is 
tested with a higher number of substrate nodes, and as expected, the computing 
time (right y- axis) increases due to the increased size of the network, which raises 
the complexity of the problem. For these results, the level of parallelism has been 
set to 15, and load balancing has been considered. The average link utilization (left 
y- axis) decreases with the increase in the number of nodes because the traffic to be 
embedded is still the same, but there are more available substrate resources due to 
the larger size of the physical network.

13.3   NV approach for dynamic SDN-based satellite-terrestrial 
networks

As the integration of satellite- terrestrial networks is becoming more and more attrac-
tive, the introduction of new technological enablers to facilitate the process has 
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become unavoidable. Satellite and terrestrial networks traditionally have been con-
sidered independent systems, hampering their interoperability, scalability, and pro-
grammability, making it impossible to dynamically execute virtualization schemes. 
To solve this, in recent years, SDN has been employed as part of seamless terrestrial- 
satellite integration for the applicability of virtualization schemes, considering a fed-
erated control for managing heterogeneous network segments for multiple network 
infrastructures (e.g., 5G and next generations) [14–16]. Compared to the traditional 
multiprotocol label switching/Traffic Engineering (MPLS/TE) mechanisms used in 
today’s transport networks, the centralized SDN framework for the realization of 
TE solutions allows a holistic view of the network, accompanied by mechanisms to 
enforce network policies in a centralized way. In this line, relevant advances have 
been carried out for the analysis of the potential use cases, requirements, and defini-
tions of functional frameworks for the exploitation of SDN/network function vir-
tualization (NFV) technologies in satellite networks [17–19]. Some developments 
include network architecture designs for the exploitation of SDN/NFV technologies 
for the seamless integration of satellite- terrestrial 5G networks [19, 20]. Some works 
have developed SDN/NFV practical applications like testbeds/proof- of- concepts 
[21–24]. As we show later in section 13.4, the SDN programmability also facilitates 
the automated execution of virtualization schemes for this type of networks, even 
under highly dynamic scenarios. As this chapter discusses the implementation of the 
SDN for E2E network slicing, we leave to further implement the introduction of the 
implemented concepts into the NFV management and orchestration architecture [25].

13.3.1  SDN: a network slicing enabler
Traditionally, virtualization in legacy networks consisted of establishing overlay 
networks, where a small set of nodes uses tunnels to form their own topology on 
top of the network. The overlay networks were made through labeling packets when 
entering the network, encapsulating and sending them through the network and 
decapsulating them when leaving the network (e.g., MPLS networks). This pro-
cess involves several disadvantages, such as the addition of headers to packets, the 
manual configurations by administrators, and the need for additional network equip-
ment, running specific routing protocols, which reduce the efficiency and increase 
the overall costs for the integration of new technologies. On the opposite, SDN 
allows to add, update, and delete flow entries in flow tables (routing tables), through 
the OpenFlow (OF) protocol, with a faster and more scalable process; for each net-
work node (OF- enabled switch), the SDN controller is connected. Each flow entry 
consists of matching fields, counters, and a set of instructions and actions (e.g., 
packet forwarding action) to apply to matching packets. In this regard, the matching 
rules can be configured based on multiple packet header fields such as ingress port, 
source/destination medium access control- Internet protocol (IP) addresses, etc. This 
information allows to identify each packet in the network (eventually which VNR 
belongs to), differentiating the routing schemes, according to the VNR’s Service 
Level Agreement. To ease the notations, in this section, the VNR is simply denoted 
by VN.
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13.3.2  SDN-based TE application approach for VNs
An illustration of an SDN- based TE application is shown in Figure 13.4. The flows 
are configured by the SDN controller. The controller exposes application program-
ming interfaces (APIs) to deploy network management and control applications. 
APIs are a collection of programming libraries that give access to the previously 
mentioned mechanisms supported by OF protocol. The OF switches information 
such as network topology, network state (e.g., switch status, port status, traffic load 
per port/flow, etc.), and flow table information (e.g., flows information) are visible 
at the application level. The exposed API capabilities allow to program and demon-
strate the operation of an SDN- based TE application, which is able to set dynami-
cally the embedded VNs in the substrate network and deliver the input information 
to the VNE algorithm module. More specifically, the implemented SDN- based TE 
application is able to: (1) learn the network topology, (2) real- time monitor the net-
work/port status, (3) create monitoring network statistics, (4) identify the VN’s new 
traffic based on a set of user information (e.g., origin IP address) at input/output 
ports, (5) set the forwarding path based on a VN embedding information by populat-
ing the flow tables of the OF switches, and (6) enforce the maximum rate per VN 
with rate limiters.

13.4   Implementation of an SDN-based testbed for dynamic 
VNE

In this section, an illustrative example of practical implementation for a VNE algo-
rithm is presented to validate the feasibility of an SDN- based implementation in real 
networks for hybrid satellite- terrestrial networks under highly dynamic scenarios. 

Figure 13.4  Illustration of an SDN- based TE application for virtualization
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The goal of this section is to show preliminary results for this kind of dynamic 
networks, with the focus on the SDN support to manage real- time network slicing 
allocation. Consequently, the considered use case is a simplified version of a real 
satellite constellation. The proposed SDN- based testbed executes a dynamic instal-
lation of VNs. To achieve this, some essential capabilities have been added to the 
system such as maximum rate limiters per VN, dynamic network topology learning, 
and network status changes reports.

13.4.1  Experimental testbed
A high- level view of the experimental testbed is depicted in Figure 13.5. The testbed 
comprises a Personal Computer (PC) that hosts the network emulator for the SDN- 
enabled hybrid satellite- terrestrial network, composed of OF switches. Satellite and 
terrestrial links are differentiated by the emulated latency. Any link in the substrate 
network can be programmed to be periodically modified in order to simulate the 
typical non- GEO satellites orbital movements. A second PC hosts both the exter-
nal Ryu SDN controller and the VNE algorithm script, which runs in MATLAB. 
During the emulation, the VNE algorithm simulates the random arrival of VNRs 
(Poisson distribution). Each arrival triggers the computation of the VNE algorithm. 
The embedding information for each VN consists of two end nodes (with host con-
nection capability), the lifetime defined as the time that the VN will be active, the 
maximum rate per VN, and the list of hops of the computed path between source and 
destination. Based on the embedding information, the TE application, programmed 
in the SDN controller, creates the path for each VN, sets the rate limiters, obtains the 
network information statistics, reads the topology, and monitors any network topol-
ogy variation in real time. Each VN is considered as a simple E2E service, composed 
of two nodes and only one path. The node mapping of the two endpoints is defined a 
priori, thus, only the link mapping has to be computed. The ILP formulation for the 
link mapping, presented in section 13.2, with the load- balancing objective function, 

Figure 13.5  High- level view of the SDN- based testbed components
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is used. As mentioned earlier, load- balancing function aims at reducing, as much as 
possible, the average bandwidth utilization in the substrate network.

13.4.2  Operational validation
The testbed operation is validated through the execution of three illustrative exam-
ples. The first one, for the VNs installation, validates the implemented SDN- based 
TE application to enforce a desired routing scheme, over the satellite- terrestrial 
network, according to the VNE algorithm’s output. The second one presents the 
dynamic VN reconfiguration given to the NGSO network’s variation over time. In 
this scenario, when the topology changes, the VNE is recomputed for the VN(s) 
affected by the variation. Finally, the third example presents the dynamic configu-
ration when several established VNs experience a link failure. For demonstration 
purposes, we consider the substrate network illustrated in Figure 13.5, emulated on 
Mininet. The switches S13–S16 represent Medium Earth Orbit (MEO) satellites, 
while the switches S4, S5, and S9 are the backhaul NEs with satellite link availabil-
ity. The remaining nodes simulate the access NEs with terrestrial hosts connectivity. 
The available capacity on terrestrial and satellite links is set to 800 and 400 kbps, 
respectively. For each satellite link, a latency of 27 ms is also introduced to simulate 
MEO links.

13.4.2.1  VNs implementation
The first example considers the embedded VNs depicted in Figure 13.6 (a). It can 
be observed that in node S13, four forwarding rules are created for VN1 and VN2, 
to properly forward their traffic over the assigned paths. For each VN, one flow rule 
is needed to forward the traffic from source to destination and the second one from 
destination back to source. The same process is repeated for the second VN with dif-
ferent output ports since the traffic of VN2 is forwarded to switch S5, instead of S9. 
The TE application manages the installation of the right forwarding rules by recog-
nizing the incoming traffic and assigning it to the VN it belongs to. Once the packet 
is assigned to the VN, the correspondent forwarding rules (output port) are installed.

Figure 13.6  Dynamic emulation scenario
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13.4.2.2  Dynamic VNE
a) Dynamic non- GEO satellite- terrestrial topology: For the dynamic VN computa-
tion/establishment procedure, the testbed is started with the configuration depicted 
in Figure 13.6 (a), at time T1, where only satellite S13, among the NGSO nodes, 
is available. Consequently, the two VNs are embedded through the satellite link 
(S13). Every 30 s, the current satellite connection is deactivated, and the follow-
ing satellite link is activated in order to emulate a MEO satellite constellation. This 
process is repeated among nodes S13–S16 consecutively. It is worth clarifying that 
the selected interval of time does not represent a real line of sight (LoS) duration 
between a MEO satellite and a ground station, but a reasonable low value is selected 
for demonstration purposes. To validate the dynamic configurations, a video stream-
ing is started, and User Datagram Protocol traffic begins to flow between source 
and destination hosts. Every time a satellite link status changes, the two involved 
OF switches (the one not visible anymore and the new one) send a notification to 
the controller (“OFPT_PORT_STATUS” message) with the “port down” flag, trig-
gering the process for the VNE recalculation. Figure 13.6 (b) presents the generated 
traffic by VN1. Every 30 s, the throughput goes down to 0 kbps or similar values, but 
after a small interval of time, it is restored to initial values. For this scenario, despite 
the link drops are predictable and the traffic drops can be avoided, for demonstra-
tion purposes, the testbed recalculates the VNE after a topology change notification.

b) Dynamic VNE recomputations: The scenario consists of six VNs, with a 
required rate of 200 kbps each. Three of them are depicted in Figure 13.7(a). Under 
this configuration, we simulate a terrestrial backhaul link failure between the nodes 
S4 and S9. Then, we observe the system’s reaction in order to reconfigure the VNs. 
After the terrestrial link fails, we observe, as illustrated in Figure 13.7(b), three dif-
ferent embedding reconfigurations. The VN1 (S1- S10) changes from the failed ter-
restrial path to a different terrestrial one, the VN4 (S3- S6) keeps the same terrestrial 
path since it is not affected by the failed link, and the VN5 (S3- S10) is migrated from 
the failed path to a satellite backhaul path. This configuration can also be validated 
by the measured latency presented in Figure 13.8. The figure illustrates the round 
trip time (RTT) for each VN before and after the terrestrial link failure (after 70 s). It 
is worth underlining that each time there is a change in the topology, the flows in the 
network are deleted to establish the new VN paths. This has an unavoidable impact 

Figure 13.7  VNE configuration
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on the RTT, as Figure 13.8 shows. In fact, the peaks of RTT, visible each time a 
satellite link changes or a terrestrial link failure occurs, represent the time taken by 
the system to create the flows in all switches for the new VN’s path.

13.5  Conclusions

This chapter has considered a well- known NP- hard problem, known under the name 
of VNE. Two different but related aspects of VNE have been analyzed. We first pro-
posed and described a theoretical formulation of the link mapping for VNE, high-
lighting the advantages of using a parallel computation rather than a sequential one. 
The theoretical results have shown that, for a static scenario, the parallel computa-
tions are more efficient than the sequential ones. Furthermore, the gain obtained from 
parallel computations is directly proportional to the heterogeneity level within the 
demanded resources. This means that the more heterogeneity within the demanded 
requests, the more the final performance will benefit from parallel computations. 
In addition, we have validated the VNE algorithm over a real testbed. The main 
objective is to show the real- time interaction between a VNE algorithm and a time- 
varying physical network. For this purpose, a dynamic physical network has been 
emulated over the testbed using Mininet. Thanks to the SDN controller, the testbed 
has proved to correctly cope with the dynamic scenario of the NGSO network where 
connectivity’s variations may happen due to either their nature of temporal LoS 
visibility between terrestrial segment and satellites or for link degradation/failure. 
Indeed, during the simulation, the combined work of the VNE algorithm together 
with the SDN controller has allowed the connection between the endpoints of the 
service, almost without interruptions. It is worth underlining that there are not many 
theoretical works on VNE which provide also a practical implementation of the pro-
posed algorithm. These experimentation results demonstrated the efficiency of the 
SDN implementation for this kind of algorithms, especially when many recomputa-
tions are expected to happen, such as for very dynamic networks.

Figure 13.8  Latency by VNs
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Chapter 14

3rd Generation Partnership Project integration 
of non-geostationary orbit satellites
Thomas Heyn 1, Arman Ahmadzadeh 1, and  

Alexander Hofmann 1

In recent years, an ever- growing connectivity demand is experienced in wireless 
communications. Practically, everyone and everything need to be connected. This 
trend is supported by the rich variety of applications available on the market. This is 
a challenging situation for the terrestrial telecommunications infrastructure requir-
ing extensions in the system architecture. Therefore, the 3rd Generation Partnership 
Project (3GPP) started in 2017 to study the integration of satellites as a part of 
the 5G ecosystem involving both cellular and satellite stakeholders. The substantial 
value added by the satellite segment as part of the access technologies mix for 5G 
is now becoming clear, especially for mission critical and other applications where 
ubiquitous coverage is crucial [1]. For example, 5G nonterrestrial networks (NTNs) 
can broaden service delivery to unserved or underserved areas by complementing 
and extending terrestrial networks.

Satellite integration has been accepted as part of the 5G New Radio (NR) road-
map in the cellular standardization organization 3GPP, and for the first time since 
its establishment, 3GPP supports satellites. After two study items (SIs), specifica-
tion work in Release 17 is now ongoing to define the necessary adaptations of the 
5G NR Standard to support satellite use cases. The use of satellite- based networks 
to provide connections to different user equipment (UE) is referred to in the 3GPP 
community as 5G NTN. In such a network, the satellite employs either a transpar-
ent (bent pipe) payload or a regenerative payload and can be placed into geosta-
tionary Earth orbit (GEO), medium Earth orbit (MEO), or low Earth orbit (LEO). 
Transparent satellite works as a relay between the UEs and the base station, also 
known as next- generation NodeB (gNB), implemented on the gateway (GW) side. 
In contrast, the regenerative satellite acts as either an entire flying gNBs or a gNB-
 DU (distributed unit). In case of a gNB- DU, many different options are available 
to split the functionality of an entire gNB into a gNB- CU on ground and gNB- DU 
inside the satellite depending on the layer to be split.
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3GPP Release 17 is a crucial working point in the 5G standardization groups 
in order to develop and to approve the technical specifications (TS) to enable direct 
access technologies via satellite links. The vision is to deploy NTN as part of 5G by 
2025 in order to meet the challenges of mobile network operators in terms of ability 
to reach, availability, and resilience. The satellite communication industry is gaining 
increasing interest in 5G NTN, and several companies contribute to the 3GPP stan-
dardization process. In this chapter, we will elaborate on the current standardization 
of NTN in 5G especially for non- geostationary orbit (NGSO) satellites.

14.1  5G system and 3GPP procedures

In order to understand the satellite integration into 5G systems, an overview of the 
5G system architecture is given. A 5G system is consisting in general of two differ-
ent parts (Figure 14.1): core network (CN) and radio access network (RAN). The 
CN in 5G is a cloud- oriented and service- based architecture that handles network- 
related functions of the system, e.g., authentication, subscriber management, secu-
rity. The CN also interfaces to the data network, e.g., Internet, the operator network, 
and the RAN. The RAN is responsible for the radio access of the UE using radio 
frequencies via a base station, which in the context of 5G is called gNB.

In the 3GPP organization, the standardization process is split into three different 
working groups, so- called technical specification groups, which handle and stan-
dardize the different parts of the 5G system:

 • Service and system aspects (SA)
 • CN and terminals (CT)
 • RAN

Figure 14.1 5G architecture
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Overall 5G system- related aspects are handled in the “SA” group, CN- related 
aspects are handled in the “CT” group, and the radio access- related aspects are han-
dled in the “RAN” group.

In general, within the 3GPP new topics will be studied first during a so- called 
SI phase with a technical report capturing the outcome of the SI. Within the SI, all 
expected challenges will be identified as well as possible technical solutions, which 
might overcome the identified issues. After an SI has successfully finished, a work 
item (WI) phase will be started to work on the identified solutions and assess the 
necessary changes to the standard. As a result of that, the outcome of the WI will be 
incorporated into the final specifications of 5G called TS.

14.2  Architecture options for 5G NTN

In 5G, generally three different architecture options are possible: backhauling, indi-
rect access, and direct access to include satellites, which are described in the follow-
ing sections.

14.2.1  Backhauling
The more classical approach, which could be also realized in 4G networks, is the 
satellite backhauling. Here, the satellite connects a terrestrial RAN (gNB) with the 
5G CN via a satellite GW station as seen in Figure 14.2.

14.2.2  Indirect access
A second architecture option is the connection of a so- called “relay” on ground via 
a 5G satellite RAN, which then connects classical UEs (cf. Figure 14.3). A relay is a 
special type of terminal in 5G, which was not yet completely specified as the NTN 

Figure 14.2 Backhauling architecture in 3GPP
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SI in the RAN groups, has been started. This is why in the current Release 17, this 
type of architecture could not yet been taken into account. There is a possibility 
that we will see this type of architecture to be included in future releases, e.g., in  
Release 18.

14.2.3  Direct access
The direct access, as the name is pointing out, connects UEs directly via 5G satellite 
RAN (cf. Figure 14.4). Within the RAN group this architecture option is the focus, 
as here the most technical challenges are arising, which are currently being solved in 
Release 17. As this architecture was followed with the highest priority in the RAN 
working groups, we will focus on the direct access architecture in the next sections.

Figure 14.3 Indirect access architecture in 3GPP

Figure 14.4 Direct access architecture in 3GPP
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14.3  Standardization of NTNs in 5G

The use of satellite- based networks to provide connections to different UE is also 
referred to as 5G NTN in the 3GPP community. These so- called NTNs cover satel-
lites including high- altitude platform stations (HAPS) like balloons or unmanned 
aerial vehicles. The satellite employs either a transparent (bent pipe) payload or, in 
future, 3GPP releases a regenerative payload and can be placed into GEO, MEO, or 
LEO. The HAPS operate at a height between 8 and 50 km. A transparent satellite 
works as a relay between the UEs and the base station, also known as gNB, imple-
mented on the GW side on ground. In contrast, a regenerative satellite with onboard 
processor acts as a flying gNB, with a backhaul link to the 5G CN on ground.

Figure 14.5 gives an overview of the SIs and WIs within the 3GPP in the SA 
and RAN working groups over the different releases. Start of the first SIs in SA and 
RAN has been in Release 15.

In the 3GPP SA working group, a study on using satellite access in 5G sum-
marizes the use cases including satellite in Reference 1. Another study report [2] 
“Study on architecture aspects for using satellite access in 5G” details the role of 
satellite links in 5G networks. From an architectural point of view, satellites either 
act as backhaul for gNBs on ground or provide direct access with 5G NR to UEs. 
The Release 17 WI in working group SA2 [3] specifies the integration of satellites 
in 5G both for backhaul and for direct access.

The satellite direct access with 5G NR has been accepted to the roadmap in the 
cellular standardization organization 3GPP in the RAN working groups. After final-
izing two SIs in Release 15 [4] and Release 16 [5], the 3GPP RAN working group 
currently specifies the extension of 5G NR to support NTNs as part of the Release 
17. For the first time, satellite communication with direct access will be supported 
by the 3GPP standards, which were formerly limited to terrestrial cellular networks. 
The RAN WI [6] covers a frequency range from 2 to 30 GHz and GEO, MEO, and 
LEO satellite constellations and states that these extensions are implicitly compati-
ble with HAPS. Different terminal types are considered, either smartphone type with 

Figure 14.5 3GPP roadmap for 5G NTN
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the regular transmit power of 200 mW (UE Power Class 3) and omni- directional 
antennas or very- small- aperture terminals (VSAT) with directional antennas as seen 
in Figure 14.6.

3GPP has identified in Reference 5 four NTN reference scenarios, which are 
depicted in Table 14.1.

In Release 17, the focus of the standardization works has been on transpar-
ent (nonregenerative) payload satellite systems for both LEO and GEO scenarios. 
For LEO, satellite fixed (C2, D2) or steerable (C1, D1) beams result, respectively, 
in Earth moving or Earth fixed beam footprint (and thus NR cells) on the ground. 
Scenarios, where a LEO constellation generates Earth moving beams (C2, D2), are 
challenging to deploy due to frequently required satellite handovers due to the fast 
speed of the satellites at approximately 7.5 km/s. However, Earth fixed beam sce-
narios are especially suited for narrow beams and broadband handheld applications, 
thanks to well- proven phased array technology on board satellites.

A detailed link budget analysis for various system constellations as a combi-
nation of GEO and LEO satellites, VSAT and handheld terminals, and frequency 
bands is included in Reference 5. Reference 7 includes a comprehensive high- 
level description of the adaptations in 5G RAN to support NTN. To complement 
the upcoming 5G NR broadband standard for satellites, another SI is carried out 
in 3GPP Release 17 on the adaptation of the LTE- based technologies for massive 
machine- type communication technologies, Narrow Band Internet of Things (NB- 
IoT) and enhanced Machine Type Communication (eMTC), to support low data rate 
use cases with satellites [8], followed by a Release 17 WI [9].

Figure 14.6  5G NTN architecture in 3GPP for very small aperture terminals as 
well as for handheld and Internet of Things (IoT) devices

Table 14.1 NTN reference scenarios

Nonterrestrial access network Transparent Satellite Regenerative Satellite

GEO based Scenario A Scenario B
LEO based: steerable beams Scenario C1 Scenario D1
LEO based: beams move with 

satellite
Scenario C2 Scenario D2
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14.4 5G NR physical layer enhancements for NGSO

In this section, we review the main enhancements introduced in the 3GPP RAN 
physical layer working group (RAN1) to support NTN as part of Release 17 5G 
NR. In particular, 3GPP classifies the necessary enhancements for NTN into four 
categories. The first category is related to the enhancements necessary for existing 
timing relationships in 5G NR, mainly to cope with the large and variable propa-
gation delays in NTN. The second category deals with the challenges related to 
uplink (UL) time and frequency synchronization for NGSO satellites*. The third 
category discusses the enhancements related to HARQ†, and the last category deals 
with any other enhancement necessary for reliable functioning of NTN, which is not 
included in the previous categories such as polarization signaling issues, random 
access channel (RACH), etc. In the following, we only review the main enhance-
ments and achievements for the first and second categories, i.e., timing relationship, 
and UL time and frequency synchronization. Moreover, we note that a major part 
of the discussion provided in this section is based on the authors’ contributions in 
References 10–15.

14.4.1  Timing relationships enhancements
This section is organized as follows. In the first part, we provide an overview of the 
existing timing relationships in 5G NR, specifically for a reader, who is not familiar 
with the existing timing relationships, with the focus on summarizing the key driv-
ing factors for the choice of the range of the values of the existing timing offsets, 
i.e., K1, K2,  k  . Then, in the second part, we explain 3GPP RAN1 enhancements of 
the existing timing offsets via an offset value, i.e.,  Koffset .

14.4.1.1  5G NR timing relationships overview
Below, we review the main timing relationships that require an enhancement for 
supporting NTN.

1. Transmission timing for Hybrid Automatic Repeat Request - 
Acknowledgement (HARQ- ACK) on Physical Uplink Control Channel 
(PUCCH): For this case, upon reception of a Physical Downlink Shared 
Channel (PDSCH), UE sends a valid HARQ- ACK message on PUCCH, carry-
ing the HARQ- ACK information. The first UL symbol of PUCCH that carries 

* We note that the main difference between the timing issues introduced in categories one and two is 
related to their use- cases. While the timing issues that are studied in the first category mainly deal with 
scheduling procedures (e.g., the scheduling of data shared channels (PDSCH or PUSCH) via PDCCH, 
or the scheduling of HARQ acknowledgment transmission for PDSCH via PUCCH), the timing issue 
that is studied in the second category deal only with UL synchronization. Due to the importance of UL 
time synchronization in NTN, 3GPP decided to allocate a separate agenda item to it. In this contribu-
tion, we also adopt the same categorization that introduced in 3GPP, with respect to timing issues.
† We note that scheduling aspects of HARQ is considered and studied in timing relationship category. 
However, 3GPP allocated a dedicated third category for other issues and enhancements related to 
HARQ, which is out of the scope of this chapter.
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HARQ- ACK information is determined by HARQ- ACK timing parameter K1 
and the assigned time- domain resource including the effect of timing advance 
(TA). However, UE can only send a valid HARQ- ACK if the corresponding 
first UL symbol of PUCCH starts on or after symbol L1. Here, L1 is defined as 
the next UL symbol, including its cyclic prefix (CP), starting after UE PDSCH 
processing time, followed by the end of the last symbol of the PDSCH carrying 
a transport block being acknowledged. In particular, UE PDSCH processing 
time can be evaluated as follows:

  Tproc,1 = (N1 + d1,1)(2048 + 144) � �2�� � Tc  (14.1)
 where N1 is based on  �  of Table 14.2 and Table 14.3 for UE processing capabil-

ities 1 and 2, respectively, where  �  corresponds to the one of ( �PDCCH ,  �PDSCH ,  
 �UL ) resulting with the largest  Tproc,1 . Parameter  d1,1  is obtained based on the 
PDSCH mapping type, i.e., mapping type A or mapping type B, see Reference 
16 for further details.

   In terrestrial networks, common rationale is to adopt the minimum value 
of K1 such that  K1 � N1 . In other words, the minimum value of K1 is chosen 
such that UE PDSCH processing time is preserved. Given the current range of 
the values of parameters N1 and  d1,1 , the UE PDSCH processing time, in a very 

Table 14.2   Table 5.3- 1 in [16]: PDSCH processing time for UE processing 
capability 1; PDSCH decoding time N1 [symbols]

μ

dmrs- AdditionalPosition = pos0 in
DMRS-DownlinkConfiginbothof
dmrs- DownlinkForPDSCH-
MappingTypeA, dmrs-
DownlinkForPDSCH- 
MappingTypeB

dmrs-AdditionalPosition ¤  pos0 in 
DMRS-DownlinkConfigineitherofdmrs-
DownlinkForPDSCH-MappingTypeA, 
dmrs-DownlinkForPDSCH-
MappingTypeB or if the higher layer 
parameterisnotconfigured

0 8  N1,0 = 13, 14 
1 10 13
2 17 20
3 20 24

Table 14.3  Table 5.3- 2 in [16]: PDSCH processing time for UE processing 
capability 2; PDSCH decoding time N1 [symbols]

μ

dmrs- AdditionalPosition = pos0 in
DMRS-DownlinkConfiginbothof
dmrs- DownlinkForPDSCH- MappingTypeA,
dmrs- DownlinkForPDSCH- MappingTypeB

0 3
1 4.5
2 9 for FR1
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coarse approximation, can range between 0.5 and 2 slots. However, the range of 
the values of K1 is between 0 and 15. This provides the freedom to choose from 
a dynamic range of approximately 13 slots for the gNB to schedule HARQ- 
ACK messages.

2. Timing relationships for PUSCH scheduled by Downlink Control 
Information (DCI), PUSCH scheduled by random access response (RAR) 
grant, and transmission timing for channel state information (CSI) on 
PUSCH: In the following, we study the timing relationships for PUSCH 
scheduled by DCI, PUSCH scheduled by RAR grant, and transmission timing 
for CSI on PUSCH altogether, since the above- mentioned timing relationships 
are highly correlated. Potentially, UE can be scheduled to transmit a transport 
block and no CSI report, or to transmit a transport block and CSI report, or to 
transmit a PUSCH only for the purpose of a CSI report(s). For the first two 
cases, i.e., transmission of a transport block with/without CSI report, the time 
domain resource assignment field value  m  of the DCI gives the row index  m + 1  
to an allocation table, where the indexed row defines the slot offset K2, along 
with other parameters such as the start and length indicator value, the PUSCH 
mapping type, and the number of repetitions. The current range of the values 
of K2 is between  f0, 1, � � � , 32g . On the other hand, when PUSCH is sched-
uled for transmitting only a CSI report(s) via CSI request field of the DCI, the 
time domain resource assignment field value  m  provides a row index  m + 1  
to an allocation table, and the value of K2 is obtained as 

 
K2 = max

j
Yj(m + 1)

 
,  

where  Yj, j = 0, � � � ,Nrep � 1  are the corresponding list entries of the higher 
layer parameter reportSlotOffsetList in CSI-ReportConfig for  Nrep  triggered 
CSI reporting settings, and  Yj(m + 1)  is the  (m + 1) th entry of  Yj . The range of 
the values of K2 is  f0, 1, � � � , 32g . Furthermore, when UE receives the DCI, the 
corresponding scheduled PUSCH is transmitted only if the first UL symbol in 
PUSCH (including the DM- RS), which is determined via parameters K2, start 
and length indicator value, and including the effect of the TA, is not earlier 
than at symbol L2. Here, symbol L2 is defined as the next UL symbol with its 
CP that comes  Tproc,2  after the end of the last symbol of the PDCCH carrying 
the DCI scheduling the PUSCH. In particular,  Tproc,2  is the PUSCH preparation 
procedure time and can be evaluated as follows:

Table 14.4  Table 6.4- 1 in [16]: PUSCH preparation time for PUSCH timing 
capability 1

 � PUSCH preparation time N2 [symbols]

0 10
1 20
2 23
3 36
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  Tproc,2 = max((N2 + d2,1)(2048 + 144) � �2�� � Tc, d2,2)  (14.2)
 N2 is based on  �  of Table 14.4 and Table 14.5 for UE processing capabilities 

1 and 2, respectively, where  �  corresponds to the one of  (�DL,�UL)  resulting 
with the largest  Tproc,2 .

 • if the first symbol of the PUSCH allocation consists of DMRS only, then 
d2,1 = 0, otherwise d2,1 = 1.

 • if the scheduling DCI triggered a switch of bandwidth part (BWP), d2,2 
equals to the switching time as defined in [17], otherwise d2,2 = 0.

   Specifically, the value of K2 is chosen such that the PUSCH preparation 
time is preserved, i.e.,  K2 � N2 . Given the range of the values of the parameter 
N2, the maximum number of slots required for PUSCH preparation is approxi-
mately 2.5 slots. This gives the gNB the huge margin of around 30 slots for 
scheduling PUSCH.

3. CSI reference resource timing: When UE is scheduled to transmit a CSI 
report(s) on PUSCH in slot  n0  via the CSI request field on a DCI, its correspond-
ing “CSI reference resource” appears in a single downlink slot  n � nCSI_ref  , 
where  n = bn

0 2�DL
2�UL c , and  �DL  and  �UL  are the Subcarrier Spacing (SCS) for 

DL and UL, respectively. The value of  nCSI_ref   is determined based on the prop-
erties of the CSI reporting setting. In particular, for periodic and semi- persistent 
CSI reporting,  nCSI_ref   is the smallest value greater than or equal to  4 � �DL  and 
 5 � �DL  for a single CSI- RS resource and multiple CSI- RS resources, respec-
tively. For the case where aperiodic CSI reporting is configured,  nCSI_ref   is the 
smallest value greater than or equal to 

 
b

Z0

Nslotsymbol
c

 
, where Z0  corresponds to UE 

CSI computation time.
4. Aperiodic sounding reference symbols (SRS) transmission timing: For the 

case of SRS transmission, and in particular aperiodic SRS, after receiving the 
DCI in slot  n , the UE transmit aperiodic SRS in each of the triggered SRS 
resource set(s) in slot

  
b2 �

2�SRS

2�PDCCH
c + k

 
 
 

(14.3)

 where,  k   is configured via higher layer parameter slotOffset for each of the 
triggered SRS resource set and is based on the subcarrier spacing (SCS) of the 

Table 14.5  Table 6.4- 2 in [16]: PUSCH preparation time for PUSCH timing 
capability 2

 � PUSCH preparation time N2 [symbols]

0 5
1 5.5
2 11 for FR1
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triggered SRS transmission. The current range of the values of  k   is between 
 f0, 1, � � � , 32g . Furthermore, it is worth mentioning that each SRS resource 
set can be configured with a certain usage condition. Specifically, when SRS 
resource set usage is set to either “codebook” or “antennaSwitching,” for each 
SRS in the SRS resource set, the minimum time interval, in terms of the number 
of symbols, between the last symbol of PDCCH triggering the aperiodic SRS 
transmission and the first symbol of SRS resource is N2. For other usage sce-
narios, the minimum time interval is  (N2 + 14) . From the above discussion, we 
can observe that gNB has the flexibility of around 18 slots for scheduling UE 
aperiodic SRS transmission, taking the maximum preparation time  (N2 + 14)  
into account.

14.4.1.2  Timing relationships enhancements in NTN
In this section, we provide 3GPP analysis regarding the enhancement of timing rela-
tionships for NTN. The propagation delays in terrestrial mobile systems are usually 
less than 1 ms. In contrast, the propagation delays in NTN are much longer, ranging 
from several milliseconds to hundreds of milliseconds depending on the altitudes of 
the spaceborne or airborne platforms and payload type in NTN. In an NTN, a UE 
may need to apply a large TA value that leads to a large offset in its DL and UL frame 
timing, see Figure 14.7. Here, we assumed that UE1 is closer to the beam center of 
the satellite, while UE2 is closer to the beam edge. As a consequence of this, it can 
be observed that the offset between the UL and DL frames is larger for UE2 com-
pared to that for UE1.

Based on the discussion provided in the previous section, we can see that one of 
the purposes of the existing timing offsets is to provide flexibility for the gNB sched-
uler. In NTN, due to the large propagation delays, and as a result of that, large TA, 
the gNB’s scheduling flexibility is substantially reduced (see UE2 in Figure 14.7). 
Thus, in order to preserve the current gNB’s scheduling margin, considered in 5G 
NR, RAN1 introduced an offset value, denoted by  Koffset , to be added to the exist-
ing timing offsets. In other words, the value range of all the existing timing offsets 

Figure 14.7 Impact of large propagation delay in NTN
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is extended by an offset value  Koffset . This leads to the following enhancements for 
timing relationships in 5G NR NTN:

 • For the transmission timing of HARQ- ACK on PUCCH, the UE provides cor-
responding HARQ- ACK information in a PUCCH transmission within slot 
 n + K1 + Koffset .

 • For the transmission timing of DCI scheduled PUSCH (including CSI 
on PUSCH), the slot allocated for the PUSCH can be modified to be 

 bn �
2�PUSCH
2�PDCCH + K2 + Koffsetc .

 • For the transmission timing of RAR grant scheduled PUSCH, the UE transmits 
the PUSCH in slot  n +� + K2 + Koffset .

 • For the CSI reference resource timing, the CSI reference resource is given in the 
downlink slot  n � nCSI_ref � Koffset .

 • For the transmission timing of aperiodic SRS, the UE transmits aperiodic SRS 
in each of the triggered SRS resource set(s) in slot  b2 �

2�SRS
2�PDCCH c + k + Koffset .

As stated above, the main reason for the introduction of  Koffset  is the large prop-
agation delay and consequently large TA applied by NTN UEs. As a result of this, 
the particular value of  Koffset  is closely tight to the specific value of TA applied by 
each UE. One example scenario where DCI scheduled PUSCH timing relationship 
is enhanced via  Koffset , where the value of  Koffset  for each UE is adopted based on its 
corresponding TA value, is presented in Figure 14.7. Here, we assumed that the SCS 
of PUSCH and PDCCH are the same. As can be seen in Figure 14.7, the UL packets 
of UE1 and UE2 arrive at the gNB without any overlap.

Although the choice of  Koffset  based on the UE- specific TA is a straightfor-
ward solution, but this approach cannot be adopted for the transmission timing of 
RAR grant scheduled PUSCH. This is because the UE- specific TA is not known 
before RACH procedure (or initial access). Consequently, the application of  Koffset  
is divided into two regimes. The first regime is before initial access, and the second 
regime is after RACH, where UE obtains its UE- specific TA. In particular, before 
initial access, the value of  Koffset  is chosen to be common for all UEs in the cell 
and broadcast via the system information block (SIB). Here, the value of  Koffset  is 
identified based on the maximum round- trip- time (RTT) experienced by UEs in the 
cell. After initial access, when UE is in CONNECTED mode, the value of  Koffset  
can be updated, if UE receives updated value of  Koffset  in SIB. Furthermore, for UE 
specific update of  Koffset , after initial access, UE TA report to gNB is also required. 
Currently, 3GPP RAN1 WG is working on the design of the content of the UE TA 
report. The reason behind the need for UE TA report is became clear in section “UL 
Time Synchronization.”

14.4.2  UL time and frequency synchronization
In this section, we review the main NTN enhancements with respect to UL time and 
frequency synchronization. In particular, this section is divided into two parts. In the 
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first part, we explain the issues related to UL time synchronization. Then, the second 
part discusses the enhancements introduced for UL frequency synchronization.

14.4.2.1  UL time synchronization
In traditional terrestrial systems, e.g., 5G NR, the UL synchronization is achieved 
via the RACH procedure. In the RACH procedure, UE first sends a randomly chosen 
random access preamble, the so- called message 1 (MSG1), from a pool of pream-
bles shared with other UEs. This indicates that multiple UEs may select the same 
preamble and experience contention. In the next step, gNB calculates the propaga-
tion delay of the corresponding UE and sends the TA command as part of message 
two (MSG2); this message is also referred to as RAR. In RAR, the frequency and 
time resources for transmission of message three (MSG3) are provided to the UE. 
Generally, the main purpose of exchanging MSG3 and MSG4 is to resolve the con-
tention event if multiple UEs send the same preamble for MSG1. The schematic 
presentation of RACH procedure is depicted in Figure 14.8.

As stated above, the TA command is transmitted via the gNB to the UE as part 
of RAR. In the following, we first review the TA procedure in 5G NR, especially 
for a reader not familiar with TA calculation. Subsequently, we discuss the enhance-
ment introduced in TA calculation for NTN UE.

1. TA in 5G NR TA is used to adjust the UL transmission timing of individual UEs, 
so that UL transmissions from all UEs are synchronized when received by the 
gNB. In particular, the ultimate effect of UL synchronization is to overcome the 
symbol interference between consecutive UL transmissions of individual UEs, 

Figure 14.8 RACH procedure
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as well as among UL transmissions of multiple UEs. The TA is closely related 
to the propagation delay experienced by the UE. The larger the value of the 
propagation delay, the larger the value of TA. As a consequence, UEs located at 
the cell edge must apply a larger TA, see, e.g., Figure 14.9 for the impact of TA 
on the UL DL frame timing of two sample UEs. In 5G NR, the TA is calculated 
as  (2 � propagation delay) + NTA_offset � TC , where  TC = 1/(480000 � 4096)  
[s] is a reference time unit. Here, the term  NTA_offset � TC  accounts for proper 
margin, so that the UL radio frame finishes before the start of subsequent DL 
radio frames. This margin is necessary for a Time Division Duplex (TDD) 
base station to account for the delay associated with activating its transmit-
ter. The corresponding activation delay for TDD base station, which is con-
sidered in Reference 18, is  10 �s  in FR1 and  3 �s  in FR2. Another use case 
of  NTA_offset � TC  margin is to overcome BTS- to- BTS interference, which can 
occur due to the nonideal BTS synchronization [17]. It specifies that the maxi-
mum allowed timing error for base stations with overlapping coverage is  3 �s . 
Keeping the discussion above in mind, the TA applied by the UE in 5G NR can 
be calculated as follows:

  TTA = (NTA + NTA_offset) � TC   (14.4)
 where  NTA � TC  takes the round trip delay between the UE and the base sta-

tion into account. Here, UE calculates the value of  NTA  in two steps. First, UE 
receives its first TA command as part of RAR or MSG2. There, a set of 12 
bits is used to provide a value range of 0–3846 for the so- called variable  TA . 
Subsequently, UE uses the obtained value of  TA  to derive  NTA  as follows:

  
NTA = TA � 16 �

64
2�  

 
 

(14.5)

Figure 14.9: UE- to- gNB delay components for NTN UE
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 where  � = f0, 1, 2, 3g  is correspond to  SCS = f15, 30, 60, 120g  kHz, respectively. 
This indicates that TA uses a time resolution, which is proportional to the SCS.

2. TA in 5G NR for NTN UE: As discussed in the previous section, TA is closely 
related to the RTD experienced by the UE. Thus, in the following, we first 
discuss how the end- to- end (UE- to- gNB) delay is accounted for in the NTN 
scenario. In other words, we discuss the NTN UE- to- gNB delay components. 
Then, we provide the TA calculation for NTN UE. Moreover, it is assumed 
that, for Release 17, the NTN UE is equipped with a global navigation satellite 
system (GNSS) unit. In particular, the GNSS unit together with the satellite 
ephemeris data assist the UE to estimate its distance to the satellite. The impor-
tance of UE- to- satellite distance estimation becomes clear later in this section, 
when we discuss the TA calculation for NTN UE.

   UE- gNB RTT/Delay Components: Generally, the end- to- end delay expe-
rienced by NTN UE can be split into two major parts: UE- specific delay and 
UE- common delay. Calculation of both UE- specific and UE- common delay 
depends on the choice of the so- called reference point (RP). In particular, 3GPP 
RAN1 WG considers the RP as the point with respect to which the DL and UL 
frames are aligned, after UE applies the TA command in RACH procedure and/
or autonomously obtains TA. As a result of this, the value of TA is calculated 
with respect to RP. Typically, RP can be chosen to be at gNB, at feeder link, at 
the satellite, or at a point located at service link. It is decided in RAN1 that the 
choice of RP is arbitrary, and it must be under control of the network and should 
at least include the RP at gNB, see Figure 14.9. For instance, when the RP is 
chosen to be at satellite (RP3 in Figure 14.9), the UL and DL frames are aligned 
at satellite and gNB has to deal with not aligned UL and DL frame timing and 
applies a post timing compensation based on RTT of the feeder link. On the 
other hand, the choice of RP at gNB (RP1 in Figure 14.9) leads to frame timing 
in UL and DL that are aligned at gNB. Given the definition of the RP above, we 
can define the UE- specific delay and UE- common delay as follows:

 • UE- specific delay: It is defined as the delay of the UE to the satellite. In 
Release 17, NTN UE is assumed to be equipped with a GNSS unit. As a result 
of this, the GNSS enabled UE estimates the distance to satellite together with 
the assistance of satellite ephemeris and calculates the UE- Sat delay.

 • UE- common delay: It is defined as the delay of a satellite to the RP 
(Sat- RP). Depending on the location of RP, UE- common delay can be 
evaluated as follows:
 It can be set to zero. This is the case when RP is chosen to be at 

the satellite, e.g., RP 3 in Figure 14.9. 
 It can capture the partial delay of the service link, when RP is 

chosen on the service link, e.g., RP 4 in Figure 14.9. 
 It can capture the entire feeder link delay, i.e., gNB- GW- 

satellite delay, when the RP is chosen to be at gNB, e.g. RP 1 in  
Figure 14.9. 
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In addition to the common delay, we also define the feeder link delay as the 
delay of gNB to the satellite. It is important to emphasize that many procedures in 
RAN1 and RAN2 require the knowledge of end- to- end UE- gNB delay. Given the 
definition of the UE- specific and UE- common delay as above, unless for the case of 
RP at the gNB, for calculation of UE- gNB delay, signaling of both common delay 
and feeder link delay from network to UE is required.

Note: In the remainder of this chapter, we refer to the feeder link delay and 
common delay together, for conciseness of presentation, as common delay. In other 
words, we assume that RP is located at gNB. However, the procedures introduced 
in the following sections are also valid for other choices of RP as well. NTN TA: 
Taking the components of UE- to- RP into account, the TA for NTN UE is evaluated 
as follows:

 TTA = (NTA + NTA_offset + NTA,UE_Specific + NTA,UE_Common) � TC  (14.6)

where  NTA,UE_Specific  is referred to as UE- specific TA and captures the delay/RTT 
of the service link (UE- Sat), while  NTA,UE_Common  is also referred to as UE- common 
TA and captures the delay/RTT of Sat- RP, which is common to all UEs. It is impor-
tant to mention that  NTA,UE_Specific  is acquired by every UE autonomously, given that 
NTN UEs are assumed to be equipped with GNSS receiver, and the broadcast of sat-
ellite ephemeris. On the other hand, the term  NTA,UE_Common  has to broadcast to the 
UE. Currently, 3GPP WG RAN1 works on the signaling design of  NTA,UE_Common .  
In particular, some characteristics of the feeder link delay, e.g., the variations of the 
feeder link delay over time during the visibility window of a satellite, have been 
taken into account to reduce the signaling overhead for  NTA,UE_Common . We note that 
the choice of TA based on (14.6) for Msg1 (in 4- step RACH) or MsgA (in 2- step 
RACH) transmission of an NR NTN UE in idle/inactive mode leads to use the exist-
ing timing advance command 12- bit field in msg2 (for 4- step RACH) or msgB (for 
2- step RACH) without any extension.

14.4.2.2  UL frequency synchronization
With respect to this issue, in 5G- NTN, two different approaches have been adopted 
for Doppler compensation of service link (between UE and satellite) and feeder link 
(between satellite and GW). In particular, 3GPP assumes that the Doppler compen-
sation of the service link is performed by the UE while the Doppler compensation 
of the feeder link must be transparent to the network and the UE. Below, we briefly 
explain the UL frequency synchronization enhancement with respect to terrestrial 
5G NR:

 • Service link: It is agreed that an NR NTN UE in RRC_CONNECTED state 
shall be capable of at least using its acquired GNSS position and satellite 
ephemeris to perform frequency precompensation to counter shift the Doppler 
experienced on the service link.

 • Feeder link: With respect to the compensation of Doppler on the feeder link, 
it is agreed that the Doppler shift over the feeder link and any transponder 
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Figure 14.10  The so- called option 3 of beam- layout planning according to 
Reference 5
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frequency error for both downlink and UL are compensated by the GW and 
satellite- payload without any specification impacts in Release 17.

14.4.3  Polarization signaling
In 3GPP Release 17, some enhancements with respect to the signaling of polari-
zation have been introduced. Before we briefly review these enhancements, it is 
worth mentioning that in NTN polarization can optionally be used as part of the 
beam- frequency planning. In other words, polarization can be optionally enabled 
and jointly used with frequency reuse factor for beam- layout planning. However, 
enabling polarization reuse should be considered only, when circular polarization 
is supported by the terminal UE antenna. An example of beam- layout planning, 
when frequency reuse factor is 3, and polarization reuse is enabled is shown in 
Figure 14.10. Here, right- hand- side circular polarization (RHCP) and left- hand- side 
circular polarization (LHCP) are assumed to be supported at the UE antenna.

Due to the potential support of RHCP and LHCP, several enhancements are 
introduced in 3GPP Release 17. The first enhancement is related to the indication 
of polarization, which is done by the network. Furthermore, 3GPP distinguishes 
between DL and UL polarization. Later, two different options were discussed in 
3GPP with respect to indication of polarization, i.e., implicit or explicit indications. 
Eventually, it is decided to adopt an explicit indication for a clean and straightfor-
ward signaling design. The second enhancement was related to the signaling of the 
polarization indication. The possibilities of Radio Resource Control (RRC) signal-
ing, DCI- based indication, and SIB signaling have been discussed there. Eventually, 
a consensus is achieved to signal the polarization indication via SIB. In particular, 
the SIB indicates DL and/or UL polarization information using respective polariza-
tion type parameters to indicate RHCP or LHCP or linear polarization. Moreover, a 
UE assumes the same polarization for UL and DL, when the UL polarization infor-
mation is absent in the SIB.

14.5  Conclusion

The 3GPP Release 17 is an important milestone in the 5G standardization groups 
in order to develop and to approve the TS to enable a direct access technology via 
satellite links for the first time. The goal is to deploy NTNs as part of 5G by approxi-
mately 2025 in order to meet the challenges of mobile network operators in terms 
of seamless coverage, availability, and resiliency. The satellite industry is gaining 
more and more interest in this emerging topic, and several companies even partici-
pate actively in the traditional terrestrial standards organization. Prestandard trials 
of Release 17 5G- NTN technology elements are already reported in Reference 19.

Since the cellular standard as specified by 3GPP continuously evolves, func-
tional extensions were discussed for 5G- NTN in Release 18 as well. For 5G NR, 
multiple topics were discussed, which are summarized in Reference 20. In the 
same document, the potential extensions for IoT- NTN are described, on top of the 
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specification as planned in Release 17 [9]. The final approved features for NR- NTN 
in Release 18 are NTN coverage enhancements, NR- NTN deployment in above 10 
GHz frequency bands, NTN- TN and NTN- NTN mobility and service continuity 
enhancements as well as network- based UE location [21]. The approved objectives 
in Reference 22 for the LTE- based IoT- NTN in Release 18 are performance and 
mobility enhancements and potential enhancements for discontinuous coverage.
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Chapter 15

Anti- jamming solutions for non-geostationary 
orbit satellite systems

Chen Han 1, Xinhai Tong 2, and Liangyu Huo 3

The anti- jamming communication of the non- geostationary orbit (NGSO) satellite 
systems has drawn increasing attention due to the smart jamming and high dynam-
ics caused by the satellite movement. This chapter investigates the anti- jamming 
scheme for NGSO satellite systems, with the aim of minimizing routing costs 
under jamming threats via Stackelberg game and reinforcement learning. Section 
15.2 formulates the anti- jamming routing problem as a hierarchical anti- jamming 
Stackelberg game. It is proven that there is a Stackelberg equilibrium (SE) in the 
proposed game. Section 15.3 introduces the anti- jamming scheme for NGSO satel-
lite systems, which consists of two stages: the available routing selection and the 
fast anti- jamming decision. To tackle the high dynamics caused by the intermit-
tent interruptions and the unexpected congestion, a deep reinforcement learning- 
based routing algorithm (DRLR) is proposed to obtain an available routing subset. 
Furthermore, based on the available routing subset, a fast response anti- jamming 
algorithm (FRA) is proposed to make a fast anti- jamming decision. Satellites uti-
lize DRLR and FRA algorithms to empirically analyze the jammer’s strategies and 
adaptively make an anti- jamming decision according to the dynamic and unknown 
jamming environment. Section 15.4 shows that the proposed algorithm has lower 
routing cost and better anti- jamming performance than existing approaches, and the 
anti- jamming policies converge to the SE. The last section is the summary of this 
chapter.

15.1  Satellite routing

NGSO satellite systems can achieve wide- area, high- speed, and reliable transmis-
sion, and it is also the irreplaceable system to guarantee secure communication in 
defense applications. Thus, reliable transmission is an essential requirement of the 
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NGSO satellite systems. As artificial intelligence (AI) technology has been widely 
used in the wireless network domain, it provides jammers with more diverse and 
intelligent jamming attacks. Intelligent anti- jamming communication for NGSO 
satellite systems is an urgent and inevitable choice. Furthermore, due to the high 
dynamics caused by the intermittent interruptions and the unexpected congestion in 
the NGSO satellite systems [1], the difficulty of intelligent anti- jamming is further 
aggravated.

Satellites stand exposed to the malicious jamming attack [2] because of the peri-
odic visibility and fixed orbits. As presented in Reference 3, a broadcasting jam-
mer could launch chirp jamming attacks on the global navigation satellite systems. 
Some other common jamming, such as constant jamming, deceptive jamming, and 
flow jamming were discussed in Reference 4. In fact, there are many traditional 
anti- jamming methods, such as the frequency- based anti- jamming technologies 
including direct sequence spread spectrum (DSSS) and frequency hopping spread 
spectrum (FHSS), the space- based anti- jamming technologies, presenting as multi- 
beam antennas, adaptive nulling antennas, and self- adaption anti- jamming routing. 
However, these anti- jamming approaches cannot deal with the smart jamming which 
adjusts the jamming actions utilizing learning and reasoning, and seriously endan-
gers the reliability of the NGSO satellite systems. For example, the smart jamming 
formulated in Reference 5 was able to automatically adjust the jamming channel. A 
novel smart jammer was proposed in Reference 6 to maximize jamming effects by 
adaptively adjusting the jamming power and jamming channel. To tackle the threat 
from smart jamming, the satellites also have to obtain the ability of learning and 
reasoning to achieve intelligent anti- jamming communications. The open literature 
for intelligent anti- jamming mostly focuses on the defense in time and frequency 
domain, while the space- based anti- jamming technologies, such as routing anti- 
jamming has drawn less attention.

Actually, many routing technologies have been proposed for the NGSO satellite 
systems, including the virtual node- based routing methods [7], the virtual topology- 
based routing methods [8], and the routing approaches which are originally used 
for the mobile Ad- Hoc network [9], such as the Ad- Hoc on- demand distance vector 
(AODV) algorithm [10], the independent zone routing algorithm (IZR) [11], and the 
optimized link state routing (OLSR) algorithm [12]. These approaches do not con-
sider the anti- jamming defense, and cannot deal with the smart jamming. Moreover, 
these routing selection strategies mainly focus on the routing optimization for net-
works with known topology and do not address intermittent connectivity and unex-
pected congestion caused by satellite movement and the burst transmission mode 
[13–15]. The large- scale satellite network with high dynamics sharply increases 
the user’s decision space. The uncertain burst traffic requests users to explore the 
unknown environment, and the smart jamming forces users to obtain the ability to 
learn, reason, and predict, which both aggravates the difficulty of intelligent anti- 
jamming routing.

This chapter proposes a spatial anti- jamming scheme (SAS) for NGSO satellite 
systems. The communication countermeasures between smart jammers and satellite 
users are modeled as a Stackelberg anti- jamming routing game. On the one hand, 
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because of the sharply increasing decision space caused by the high dynamics of the 
NGSO satellite systems, deep learning (DL) technology can be utilized to extract 
effective environmental characteristics. On the other hand, due to the intelligence of 
the smart jammer, reinforcement learning (RL) techniques can be used to deal with 
the dynamic interactions between the satellites and the unknown jamming envi-
ronment. Therefore, deep reinforcement learning (DRL) technology is adopted to 
solve the routing selection problem for the NGSO satellite systems. DRL technol-
ogy is used to maintain an available routing subset to simplify the decision space 
for the Stackelberg anti- jamming routing game. Then, based on this routing subset, 
Q- Learning technology is used to respond quickly to the smart jamming and adjust 
anti- jamming strategies.

15.2  The problem of anti-jamming routing for NGSO satellite 
networks

In this chapter, the NGSO satellite system consists of multiple low- earth- orbit (LEO) 
satellite constellations. Due to the satellite movement, the inter- satellite distance and 
connectivity of the NGSO satellite system changes over time. The smart jammer 
considered in this chapter is power- limited. It divides the satellite communication 
network into several regions.

As shown in Figure 15.1, the smart jamming selects a region to launch jamming 
attacks. At this time, the channel rate of the kth link  Lk   from the source satellite node 
 nS   to the destination satellite node  nD  is given in Reference 16.

Figure 15.1   The jamming model. The red line represents the jammed path, and 
the green line is the reconstructed path.
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where  Bk  ,  pk  ,  n0,k  , and  dk  , respectively, represent the channel bandwidth, trans-
mission power, channel noise, and inter- satellite distance of  Lk  ;  �u,k  ,  fk  ,  vc  are the 
fading exponent, communication frequency, and speed of light.  p

J
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the jamming power, the jamming distance, and the jamming frequency in  Lk  . The 
incoming data composes of  ND  bits, and the required process time of sending and 
receiving in the  Lk   is expressed as
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As shown in Figure 15.2, the communication delay between  nk  and  nk+1  is not only 
related to the incoming traffic  ND , but also depends on the existing local traffic in  nk .  
The already existing traffic  Xk  in the current node follows the Poisson distribution with 
parameter  �k  [17]:

 
Pr
�
Xk = xk

�
=
�
�k
�xk

�
xk
�
!
e��k

  
(15.3)

The queuing time before the kth transmission is given by

 
t2k =

xk
Ck   (15.4)

Therefore, under the threat of smart jamming, the total communication delay of the 
jammed routing path is denoted by

Figure 15.2  The transmission link model with existing traffic
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� =

�P
k=1

�
t1k + t2k

�
  

(15.5)

where  �  is the total hop count.
The existing routing works mostly adopt simple routing metrics, such as the 

least hop [14, 18, 19], the lowest delay [7, 20, 21], and the smallest congestion prob-
ability [22–24]. However, there are fewer works focusing on the multi- objective 
routing optimization. Considering the user’s requirements, satellite communication 
services may be sensitive to channel rate and queuing delay. Thus, the cost function 
of multi- objective routing proposed in this chapter is presented as

 
c =

�X
k=1

ln
�
1 + w1t1k + w2t2k

�
  

(15.6)

where  w1  denotes the trend towards high data throughout.  t
1
k   is only dependent on 

the channel rate, and the power consumption reduces with the improvement of the 
channel state;  w2  indicates the user’s tolerance degree of queuing delay.

The anti- jamming routing problem in this chapter aims at minimizing the rout-
ing cost under jamming threat, which is divided into two subproblems: the routing 
selection problem and the fast response anti- jamming problem.

15.2.1  Routing selection problem for NGSO satellite networks
As for one transmission task, an agent usually used in the DRL paradigm is used to 
select nodes, which is hereafter referred to as the user. The node selection in the  Lk   
only depends on the node selection in the  Lk�1 . Thus, the problem of node selection 
in  Lk   can be regarded as a Markov decision process (MDP). The user’s state set S 
is  fsk 2 S|S = n1, n2, : : : nN g , where  sk   is the source node of  Lk  .  Ak   is the set of pos-
sible action  fak 2 Ak|Ak = Askg , where  ak   is the destination node of  Lk  . State- action 
pair  fak|skg  represents the selecting action  ak   in the state  sk  . Then, an immediate 
routing cost is denoted as

 ck = In
�
1 + w1tJk + w2t00k

�
  (15.7)

The users aim to obtain an optimal policy  �
�
U   that probabilistically maps state  sk   to 

action  ak  . According to  �
�
U  , users can make the best decision  a

�
U � �

�
U  .

 ��U =
˚
Pr
�
a�k |sk

�
|k = 1, 2, : : : �

�
  (15.8)

 a�U =
n
a�1 , a

�
2 : : : a

�
�

o
  (15.9)

Then, the user can find the available routing set <  including all the routing links 
which meet the communication need  R0 , i.e.,  c � R0 .

 
find < =

(
a0U | a0U = arg

aU
fc � R0g

)

  
(15.10)
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15.2.2  Fast response anti-jamming problem
The network environment changes with the implementation of smart jamming. Thus, 
the users need to explore the new environment and corresponding anti- jamming 
routing. However, due to the limited power of the jammer, the changes caused by 
the smart jamming may just affect a few nodes, thus, the large- scale relearning is 
unnecessary and costly. Especially, against the threat of smart jamming, the fast 
response and quick decision is an important consideration of anti- jamming perfor-
mance. Therefore, we formulate the fast response anti- jamming problem based on 
the available routing subset < .

 �  is a sub- network composed of all the nodes in < . As for smart jammer, only 
the nodes in �  are jammed, the jamming aiming at user’s routing is successful. 
Based on learning, the jammer reduces the valid jamming range to � . It launches 
jamming attacks on one node in �  with a jamming power  pj  to reduce its channel 
rate.  AJ   is the set of jamming nodes:

 
˚
aJ,m 2 AJ|AJ = aJ,1, aJ,2 : : : aJ,G

�
  (15.11)

where G is the node count in � .
The jammer senses the status of the NGSO satellite systems, and estimates the 

transmission time � . The utility function of the jammer is defined as

 rJ = # �
�
� � �min

�
� �J � pJ,v  (15.12)

where the minimum transmission time of user without suffering jamming is esti-
mated as  �min . But the jammer cannot obtain the accurate jamming feedback, and 
 # � N

�
�, ı

�
  is used to assess the incomplete estimation.  pJ,v 2

�
pJ,1, pJ,2 : : : pJ,V

�
  is 

the available jamming power, and  �J   is the jamming cost per unit power.
The available routing path set of the user is  

n
< = a0U,1, a

0
U,2 : : : a

0
U,F

o
 , and F is 

the number of available routing paths in < . The user’s utility function of routing 
selection is
 rU = c  (15.13)

Based on Q- learning, the user selects the best route to maximize the utility under the 
jamming threat. If  cU > 1.2R0 , the network state is considered to be changed. Then, 
the DRL process is restarted to update < .

15.2.3  Anti-jamming routing game
Inspired by Reference 6, the anti- jamming routing selection problem is modeled as 
a hierarchical Stackelberg routing game  } = fJ,U,�J,�U, rJ, rUg , where J, U rep-
resent the jammer and user;  �J   is expressed as jammer’s mixed strategies of node 
selection and power selection, and  �U   is user’s mixed policies of routing selection; 
 rJ, rU   are respectively denoted as the routing game utilities of the jammer and user.

The user and jammer employ mixed strategies, which define a probability dis-
tribution for all possible actions, including the routing path for the user, and the jam-
ming node and jamming power for the jammer. According to their own strategies, 
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the jammer chooses the best jamming node and power to maximize the jamming 
utility:

 
�
a�
J , p�

J

�
= arg max

aJ,m ,pJ,v

˚
rJ
�
aJ,m, pJ,v

��
  (15.14)

The user selects the best routing path to maximize user’s routing utility:

 
a0�
U = argmax

a0U,n

˚
rU
�
a0U,n, aJ,m, pJ,v

��
  

(15.15)

The expected utility is denoted as  r
�
�U,�J

�
= E

�
r|�U,�J

�
 , and the Stackelberg 

equilibrium (SE) is defined as follows.
Theorem 1: If the following conditions in (15.16) are met, the strategy profile 

 
�
��U,�

�
J
�
  constitutes the SE. Then, no player can increase its own utility by diverg-

ing unilaterally within the proposed game model.

 

OrU(��

U ,�
�

J ) � OrU (�U,��

J )
OrJ(��

U ,�
�

J ) � OrJ (�
�

U ,�J)   
(15.16)

Theorem 2: In this game, there exist steady strategies of the user and jammer 
that constitute the SE.

Proof: According to Reference 25, the finite strategic game has a mixed strategy 
equilibrium. Thus, there exists a SE in the proposed game, in the meaning of the 
stationary policy. According to Theorem 1 and considering that the purpose of user 
is to maximize utility, the optimal strategy of the user is given by

 
��

U = arg max
�U
fOrU(�U,�J)g  (15.17)

Then, the jammer’s optimal strategy is obtained by

 
��

J = arg max
�J

˚
OrJ
�
�J,�U

�
�J
���

  (15.18)

Therefore,  
�
��J ,�

�
U
�
��J
��

  constitutes a steady SE.

15.3  Anti-jamming scheme for NGSO satellite networks

The proposed anti- jamming scheme for NGSO satellite networks consists of two 
algorithms. A DRLR is proposed to solve the routing selection problem in large 
NGSO satellite networks. A FRA is proposed to tackle the fast response problem.

15.3.1  Deep reinforcement learning-based routing algorithm
Specifically, as shown in Figure 15.3, for the routing selection in  Lk  , the SAS agent 
observes the position of the current node  nk   as the state  sk  , then selects the next node 
as the action  ak   from the accessible satellite nodes Ask  . Meanwhile, the satellite 
communication network, as known as the environment in DRL diagram, updates its 
internal status and response an environment reward  rk  .

According to the " - greedy exploration strategy, the agent randomly samples an 
action  at � �

�
sk
�
  and performs it in the environment. The satellite network updates 
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its internal status by the transition probability Pr
�
sk+1|sk, ak

�
 . Note that since the 

current position is directly used as the observed state in DRL, the state transition 
probability that is caused by the SAS agent is deterministic. On the other hand, 
for the unobservable transition rule in the internal status of the satellite network, 
the delay time is updated according to the current position and the corresponding 
channel information, while the queuing time is updated by re- generating a Poisson 
distribution at each time step. Recall that these parts of the transition of the internal 
satellite network are not observed by the SAS agent. Then the agent receives the 
instantaneous reward  rk   to evaluate the efficiency of the yielded policy and then 
observes a new state  sk+1  and makes the next choice.

The objective of the agent is to maximize a cumulated reward in each episode, 
which we refer to as episodic return. Spontaneously, we regard a completed routing 
path that is found by the SAS agent from the source node to the destination node 
as one episode in our DRL diagram. The instantaneous reward  rk   can be defined as 
follows:

 rk
�
sk, ak, sk+1

�
= �ck  (15.19)

Accordingly, during one episode, the cumulated reward of policy �  yielded by the 
SAS agent can be denoted as follows:

 
R
�
�
�
=

�X
k=1

�krk
�
sk, ak, sk+1

�
  

(15.20)

where  � 2
�
0, 1

�
  is a discount factor indicating that the importance of future routing 

selection compared to that at the current moment. Generally,  �  is set as a decimal 
close to 1, which can force the agent to pay more attention to the decision at the cur-
rent moment while remaining the ability of asking into account the total return of the 

Figure 15.3  DRL modeling for routing selection
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entire path. Moreover, in the early stages of exploration, there is no guarantee that 
the destination node will be reached every time by the SAS agent. Thus, to acceler-
ate the exploration to the destination node, an additional reward �  is attached to the 
action which leads to the destination node as follows:

 
rk =

8<
:
rk + �ak = nD

rk ak ¤ nD   
(15.21)

The episodic interaction finishes as soon as the current node is the destination node 
or the number of selected nodes exceeds the maximum path length. Furthermore, 
the agent records the best path  a

�
U =

˚
a1, a2 : : : a�

�
  and the corresponding routing 

cost  cU  .

15.3.1.1  DRL training for routing selection
A deep neural network is utilized to extract features from previous experiences, 
regarding to the satellite communication network with varying spatial connectivity, 
and then generate the corresponding policy  �

�
sk
�
 . The most popular DRL diagram 

actor- critic is used to train the agent. Specifically, actor- critic DRL is composed 
of two separated neural networks called actor and critic. The actor neural network 
is employed for generating the routing selection policy � , while the critic neural 
network is intended to evaluate the potential expected accumulated routing cost for 
each satellite node.

The structure of the deep neural network is also shown in Figure 15.3. In gen-
eral, it contains two fully- connected layers (size: 128) and one layer of long- and 
short- term memory (LSTM) cell (size:128) to extract the feature of the satellites 
[26]. Sequentially, the output feature of LSTM (denoted by  hk  ) inputs to another 
fully- connected layer to produce the final policy  �

�
sk
�
  and value function v

�
sk
�
 . As 

depicted above,  �
�
sk
�
  is a probability distribution from a Softmax function over the 

accessible satellite node.
At the same time, the LSTM feature  hk   is also output and saved. This is done to 

generate the policy for the next time the DRL neural network loads the temporally 
related information of the changing satellite network. Note that, the LSTM used 
here belongs to the recurrent neural network. In the NGSO satellite systems, the 
currently accessible state  sk   only indicates the position of the current node, while 
it does not include utility information between different nodes of the entire satellite 
communication network. Hence, this process can be regarded as a partial observable 
MDP (POMDP). It has been shown that recurrent neural network performs well in 
POMDP [27]. Accordingly, to encourage the agent to consider varying spatial posi-
tion and connectivity in successive time steps, LSTM is used to record the utility 
rule in different satellite nodes. Then the agent samples one node from the avail-
able neighboring nodes with respect to the yielded policy and performs it as the 
selected node in the environment followed by an instantaneous reward  rk  . Finally, 
the interaction experience of DRL, which refers to  

�
sk, ak, sk+1, rk, hk

�
 , is saved in 

the experience replay buffer. Finally, the neural network parameters are updated the 



388 Non- geostationary satellite communications systems

experience via DRL training. The whole interaction is achieved through the follow-
ing process.

1. At the kth routing selection, the current position of the satellite node is extracted 
as the state  sk  . Then, the state combined with the temporal related feature at the 
last time step from the LSTM composes the input to DRL neural network.

2. The critic neural network of DRL model outputs a value function  v
�
sk
�
  to eval-

uate the expected reward at  sk  . Meanwhile, the actor neural network outputs a 
corresponding policy  �

�
sk
�
 .

3. For a given policy  �
�
sk
�
 , the agent randomly samples an action  ak   according to 

a standard disturbance variable " . This is done to remain the potential of explo-
ration to the other part of the satellite communication network.

4. The environment is updated with respect to the action  ak  . Specifically, the cur-
rent satellite node updates as  sk  ak  . The observed state updates as  sk  sk+1
 . The cache of LSTM feature updates as  hk  hk+1 . Moreover, the propagation 
time and queuing time update with respect to the adjacency of the current node 
and the re- generated Poisson distribution. Finally, an instantaneous reward  rk   
is responded.

5. The interaction experience  
�
sk, ak, sk+1, rk, hk

�
  is saved in the experience replay 

buffer.
6. Once time step k satisfies the termination condition, i.e.,  sk = nD or k = �max , the 

environment responds an additional reward and the interaction process will be 
interrupted. Substantially, the experience replay buffer yields a batch of ran-
domly sampled experience into the optimizer to update the parameters in actor 
and critic neural networks.

7. Consequently, the agent records the completed path and the corresponding rout-
ing cost. After the whole training process terminates, the DRL model outputs 
a routing subset <  which meets the communication requirement, i.e.,  cU � R0 .

15.3.1.2  DRL updating for routing selection
This section focuses on the updating diagram of the DRLR algorithm. Considering 
the characteristic of DRL, in general, directly using the interaction experience to 
update the parameters leads to lower data utilization and exploration efficiency. A3C 
[28] is a typical representative of actor- critic algorithm which combines the advan-
tages of classical DQN [29] and policy gradient [30]. To further improve data utili-
zation, trust region policy optimization (TRPO) [31] is proposed based on important 
sampling, which performs well on both discrete and continues state space.

In this chapter, the neural network parameters are trained and updated accord-
ing to proximal policy optimization (PPO) [32]. PPO is a simplification of TRPO, 
which is able to reduce computational complexity while remaining the core advan-
tage. To tackle this problem, a synchronous version of PPO algorithm is employed, 
which can alternate between the sampled experience through time- varying interact-
ing policy.
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Specifically, before the rollout in each episode, the sub- models copy parameters 
from the master model. Then the gradient will be computed in each sub- models and 
be uniformly collected in the master model. Under the principle of PPO, the current 
interaction policy with the satellite network should not change sharply from the old 
policy, which is denoted as  �old

�
ak|sk

�
 . Thus, the KL divergence penalty is used to 

constrain the difference to compose a new surrogate objective. Moreover, this objec-
tive is further clipped for stable convergence. The clip function is omitted in this 
chapter, and details can be found in Reference 32. After processing by PPO, normal-
ized gradients synchronously update the parameters. Note that the neural network 
and the environment in each workflow are independent of each other.  ��  and  �v  is 
used to parameterize the actor and critic neural networks, respectively. To maximize 
the DRL reward, the agent update  ��  and  �v  by stochastic gradient descent accord-
ing to (15.19). Furthermore, due to unreachable conditions between some nodes, 
in our experiment, the DRL algorithm is easy to converge to local optimum often. 
Thus, the maximum entropy regularization is employed to encourage the explora-
tion, while remaining the generalization ability under different utility situation of 
the satellite network. The parameters are updated according to (15.22) and (15.23).

 
�v  �v + �v

KP
k=1
r�v

�
rk + �V

�
sk+1; �v

�
� V

�
sk; �v

��2 ,
  

(15.22)
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where  ��  and  �v  are denoted as the gradient learning rates of actor and critic neural 
works. In addition,  KL  and H are defined as the KL divergence and entropy function, 
while  ̌   and  �  represent the corresponding coefficient.

15.3.2  Fast response anti-jamming algorithm
After obtaining the < , the user utilizes Q- learning to choose the reliable path from 
 <  for anti- jamming defense. This design has many advantages: first, it can response 
quickly to smart jamming and makes an efficient anti- jamming decision; second, 
it can reduce network congestion caused by users’ competition for the best route 
with the minimal routing cost. Because all the links in <  meet the communication 
requirements; thirdly, it is able to supervise the network dynamics, and if the routing 
cost of the current optimal selection still does not meet the requirements, the user 
restarts the DRL process and explore the new network state to update the < .

The Q- routing function of the user is defined as  Q<,t
�
a0U,n

�
 , which is updated 

as follows:

 
Q<,t+1

�
a0U,n

�
=
�
1 � ˛

�
Q<,t

�
a0U,n

�
+ ˛

�
rU + �max

n0
Q<,t

�
a0U,n0

��

  
(15.24)

where  ̨ 2
�
0, 1

�
  is learning rate,  ̨ = ˛0/

�
!
�
a
�
lg
�
!
�
a
���

 ,
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1P
l=0
˛l =1,

1P
l=0
˛2

l <1  
(15.25)

where  ̨ 0  is the initial learning step size, and  !
�
a
�
  is the times that the action a is 

selected.
 �U

�
t
�

= �U,1
�
t
�

,�U,2
�
t
�
: : : �U,F

�
t
�

      is denoted as the mixed strategy of 
routing selection, where  

PF
n=1 �U,n

�
t
�
= 1 , and  �U,n

�
t
�
  represents the probabil-

ity to choose the routing path  a
0
U,n 2

h
a0U,1, a

0
U,2 : : : a

0
U,F

i
 . Specially, the  �U,n

�
t
�
  is  

updated as follows:

 
�U,n

�
t + 1

�
= e

Q<,t
�
a0U,n

�
/�
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n0=1 e

Q<,t

�
a0U,n0

�
/�

  
(15.26)

where  �  is the parameter of the Boltzmann model.

 

� = �0e��t � � O�

� = O� � < O�   
(15.27)

 �0  is related to the exploration time, and  �  represents the ending condition in the 
exploration state. �  affects the transition from exploration to exploitation.

The Q function of the jammer  QJ,&
�
aJ,m, pJ,v

�
  is updated as follows:

 QJ,&+1
�
aJ,m, pJ,v

�
= QJ,&

�
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�
+ ˛

�
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�
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  (15.28)
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    are denoted as the jammer’s mixed 
policies of jamming power and node. Similarly,  �

J
p,v
�
&
�
  and  �

J
n,m
�
&
�
  are the prob-

abilities to choose the jamming power  pJ,v 2
�
pJ,1, pJ,2 : : : pJ,V

�
  and jamming node 

 aJ,m 2
�
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�
 , which are updated as follows:
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15.3.3  Analysis of the proposed scheme
In this chapter, the DRLR algorithm is used to get the available routing subset <  to 
simplify the decision space for anti- jamming game. If the smart jamming is launched 
before obtaining < , the impact of jamming is equivalent to changing the dynamics 
of the environment, and the user is still able to obtain <  by the DRLR algorithm. On 
the contrary, if the jamming is launched after obtaining < , the set <  will get smaller. 
However, it still contains all the available paths in the current status.
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Furthermore, if the jamming does not attack the key nodes in the < , the jam-
ming attacks are invalid. Instead, if the jammer attacks the node in the < , the jammed 
routing path will be deleted from the < , and the user will get the available routing set 
 <0,<0 � < . After the dynamical anti- jamming game, <0 would be further narrowed 
down until it converges to <* , which is determined by the SE. However, as men-
tioned above, the environment changes caused by the smart jamming maybe just 
affect a few nodes. Thus the restart of the DRL process is unnecessary and costly, 
though it is indeed able to make it. In fact, the user only needs to maintain the valid-
ity of the available routing set <* , then, the current communication requirements 
will be met well and the smart jamming can be tackled quickly. Therefore, based on 
 <  obtained by DRLR algorithm, FRA is proposed to achieve fast and reliable anti- 
jamming routing. The analysis on the SE of the anti- jamming policies obtained by 
FRA is given as follows.

From the perspective of Stackelberg anti- jamming game, the jammer firstly 
determines the jamming policy, and automatically adjusts it according to the jam-
ming effect. As for the user, it explores the jamming environment in the DRL pro-
cess, and obtains <  which is the action set of the FRA algorithm for anti- jamming 
routing game. Due to the finite satellite nodes in < , the policies of the user and jam-
mer are both finite. According to Theorem 2, there is a stable SE between the user 
and the smart jammer.

Based on Reference [33], the Q function can be described by the differential 
equation:
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Substituting (15.31) into differential (15.30), and (15.32) is obtained. It has been 
proved in Reference 33 that the stable strategy of jamming power can be obtained by
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As for the jamming power policy and the user’s strategy, we can get similar results.
Denoting the strategy of user and jammer as  �

�
&
�
=
�
�J
�
&
�
,�U

�
&
��

 , the 
convergence of  �

�
&
�
  can be analyzed by an ordinary differential equation (ODE). 

Set the right hand of (15.32) as f
�
�
�
 . As  ̨ ! 0 ,  �

�
&
�
  is able to weakly converge 

to 
�
��J ,�

�
U
�
��J
��

 , which is the solution of  d� /d& = f
�
�
�
 , with any initial value 

 �
�
0
�
= �0 . According to Reference 6, the Q- Learning algorithm can obtain optimal 

strategy, if the learning rate satisfies (25). Thus, the proposed FRA algorithm can 
converge to an optimal strategy. Then, it can be proved by contradiction that the 
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optimal strategy is a stable SE. Assuming the optimal strategy is not a SE point, 
according to Reference 34, Q- Learning process converges to a steady point, which 
is an ODE’s solution. Thus, the no- SE strategy is steady, which is in contradiction 
to Theorem 1.

Therefore, the proposed scheme can obtain an optimal strategy which is the 
steady SE.

15.4  Experiments and discussions

Simulation experiments are conducted to demonstrate the performance of the pro-
posed scheme. The NGSO satellite systems contain 120 satellite nodes, distributed 
in 2 circular polar- orbit constellation networks  R1,R2 , where  R1  includes 60 nodes 
numbered 1 to 60,  R2  consists of 60 nodes numbered 61 to 120. Other parameters 
are given in Table 15.1.

Table 15.1  Simulation parameters

Parameters Value

Orbital inclination of  R1  and  R2  ' = 90ı

 
Orbital period of and Orbital period of R1 

and R2

T = 120 min

Orbital altitude of f  and R1 and R2  H1 = 800 km, H2 = 1200 km  
Frequency used in  R1  and  R2  f1 = 1.5GHz, f2 = 3GHz 
Poisson parameter in  R1  �1 � U

�
800M, 900M

�
bit 

Poisson parameter in  R2  �2 � U
�
300M, 400M

�
bit 

Channel noise of  R1  n01 = �180 dBmW 
Channel noise of  R2  n02 = �185dBmW 
Distance threshold  dth = 6500km 
Channel bandwidth  B = 10 MHz 
Transmission power  pu = 1000W 
Transmission data  ND = 400Mbit 
Communication requirement  R0 = 2.2000 
Observation accuracy of jammer

 # � N
�
1, 0.5

�
 

Jamming cost per unit power
 �j = 0.001 

Discount factor  � = 0.99 
Weight of the KL divergence penalty  ̌ = 0.1 
Weight of the entropy exploration  � = 0.1 
Learning rates in DRLR  �v = �� = 0.0003 
Boltzmann coefficients  �0, O�, �  107 , 0.1, 0.1
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15.4.1  The performance of multi-objective routing function
The weighted multi- objective routing cost function with parameters  w1 ,  w2  is given 
in (15.6). As shown in Figure 15.4, the routing performance changes with the dif-
ferent weighted parameters. It proves that data throughout increases as  w1  rises 
from 0 to 1. Because a larger  w1  indicates that the paths with larger channel rate 
should be given priority. Meanwhile, the queuing time reduces with the increasing 
of w2

�
w2 = 1 � w1

�
 , which reflects the user’s tolerance degree of queuing time and 

guides to select the path with less local uncertain traffic.

15.4.2  The performance of the DRLR algorithm
As Ruiz- De- Azua et al. [35] remarked, the OLSR scheme could be well applied 
to NGSO satellite systems and had good routing performance. Thus, the proposed 
algorithm is compared to OLSR schemes with different routing metrics including the 
smallest hop counts and the shortest distance. The comparison of the routing perfor-
mance from the 60th node to the 90th node between the proposed algorithm and the 
OLSR schemes is shown in Figure 15.5. The blue dotted line represents the minimal 

Figure 15.4   The comparison experiments for weighted parameters.  nS   and  nD
 are the 60th and 90th node, and the routing time is the 20th minute.
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routing cost obtained by the optimal routing selection with complete information; 
the yellow triangle expresses the average routing cost considering the uncertain 
burst traffic; the magenta rectangle and the green dotted inverse triangle represent 
the routing cost of the OLSR algorithm with the metrics of minimal distance and 
minimal hop counts, respectively. As indicated in Figure 15.5, the minimal- distance 
OLSR scheme has the lower routing cost than that of the minimal- hop- count OLSR 
scheme, while both are above the theoretical value. But the proposed algorithm has 
significant performance improvement than the OLSR scheme and approximately 
converges to the mean value.

Figure 15.6 and Figure 15.7 show the routing cost comparison in a quarter 
period, as we can see that the performance of the proposed algorithm is always bet-
ter than the OLSR scheme and gradually converges to the optimal value.

The available routing set <  obtained by the DRLR algorithm, from the 60th 
node to the 90th node with  w1 = w2 = 0.5  in the 20th minute, is given in Table 15.2.

Figure 15.5   The comparison of routing performance from the 60th node to the 
90th node, and the routing time is from the 20th minute to the 30th 
minute,  w1 = w2 = 0.5 
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15.4.3  The performance of the FRA algorithm
As shown in the left picture of Figure 15.8, when the jamming aims at the 110th node, 
the agent automatically updates routing path according to the jammed network, and 
the routing cost rises from 1.30 to 1.97. Due to the limitation of the current network 
structure, almost all of the better paths contain the 110th node. If the 110th node is 
jammed, the suboptimal path is  60! 111! 101! 91! 81! 90 , and the rout-
ing cost increases approximately to 1.97. In the right picture of Figure 15.8, when 
the jammer launches jamming at the 40th node, the agent reselects routing path and 
the new utility is still about 1.3, because that if the 40th node is jammed, the current 
selected path  60! 110! 100! 90  is nearly equal to the optimal path.

As for the user, the routing path selection is a stateless problem. The action 
set and reward are <  and  rU  . The user wants to choose the better path with a 
lower routing cost. As for the jammer, the jamming power and jamming node 
are both the optimization objective, and the jammer aims to launch jamming 
attacks to the most crucial node with the lowest power. The state set of the user 
is  pj,v 2

�
200W, 500W, 1000W, 1500W

�
 , and the action set is �  which is given in 

Table 15.3, and the jammer’s reward is  rJ  .

Figure 15.6   The comparison of routing performance from the 60th node to the 
90th node between proposed algorithm and the OLSR schemes, 
 w1 = w2 = 0.5 



396 Non- geostationary satellite communications systems

Figure 15.7   The comparison of routing performance from the 1st node to the 
30th node,  w1 = w2 = 0.5 

Table 15.2  The available routing set < 

Number Path Routing cost

1  60! 110! 40! 90 1.2984
2  60! 110! 100! 90 1.3056
3  60! 110! 50! 100! 90 1.4851
4  60! 110! 100! 40! 90 1.4882
5  60! 120! 110! 100! 90 1.4911
6  60! 110! 100! 30! 90 1.4926
7  60! 110! 21! 90 1.5534
8  60! 110! 21! 81! 90 1.7335
9  60! 110! 91! 81! 90 1.8168

10  60! 110! 31! 81! 90 1.8183
11  60! 111! 101! 91! 81! 90 1.9694
12  60! 50! 100! 90 2.1457
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The jamming power selection policies are shown in Figure 15.9. Considering 
both the jamming effects and power consumption, the power 2 (i.e., 500W) is the 
best power selection for the smart jammer. The jamming node selection policies 
are indicated in Figure 15.10. As previously mentioned, the node 10, i.e., the 110th 
node, is the key node, and the jammer chooses the 110th node to launch jamming so 
that the jammer could obtain the maximal jamming effect.

The user’s routing path selection policies are shown in Figure 15.11. The jam-
mer chooses the 110th node to launch jamming attacks, then, the top ten routing 
paths with lower routing cost are all interrupted, so the user reselects the path 11 
for reliable communication. Because the routing cost of the path 12 is very close to 

Figure 15.8   The anti- jamming performance of the simple DRL- based algorithm. 
 nS   and  nD  are the 60th and the 90th node; the routing time is the 
20th minute,  w1 = w2 = 0.5 

Table 15.3  The action space of jamming nodes � 

1 2 3 4 5 6 7 8 9 10 11 12

Node 21 30 31 40 50 81 91 100 101 110 111 120
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that of the path 11, thus, the selection probability of the path 11 does not converge 
exactly to 1.

As indicated in Figure 15.12, during the anti- jamming game, the reward of both 
the jammer and user converges to the equilibrium point. As the jammer gradually 
converges to the strategies with the maximum jamming effect, the user’s routing 
cost is forced to rise, but it still converges to the stable and best strategy in the cur-
rent jamming environment. The jammer finds the optimal jamming policy and no 
longer diverges it. Then, the user makes the best and stable anti- jamming decision 
as well.

The routing cost comparison between the random selection anti- jamming 
(RSA) algorithm and the FRA algorithm is shown in Figure 15.13. The upper pic-
ture shows the routing cost comparison in the whole anti- jamming process, and the 
under picture elaborates on the comparison of routing cost after the jamming policy 
has converged to the equilibrium point. It has proved that compared with the RSA 
algorithm, the proposed FRA algorithm has the better anti- jamming performance 
with the lower routing cost and better convergence.

Figure 15.9  The jamming power selection policies of the jammer
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Figure 15.11  The routing path selection policies of the user

Figure 15.10  The jamming node selection policies of the jammer
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15.5  Chapter summary

This chapter investigates the anti- jamming routing selection problem for the NGSO 
satellites system. First, the anti- jamming routing selection problem between users 
and smart jammers is formulated as a hierarchical Stackelberg anti- jamming routing 
game. Second, DRLR is proposed to obtain an available routing subset. Based on 

Figure 15.12  The convergence of the jammer and user

Figure 15.13   The routing cost comparison of the RSA algorithm and the FRA 
algorithm. The shaded areas represent 95% confidence intervals.
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this subset, FRA is proposed to make a quick anti- jamming decision. The jammer 
can automatically adjust the targeted node and jamming power according to the jam-
ming effect, and the user utilizes DRLR and FRA algorithm to actively explore the 
dynamic network, empirically analyze the jammer’s strategies and adaptively make 
an anti- jamming decision. Finally, the simulations have proven that the proposed 
algorithm has better performance than existing approaches, and the anti- jamming 
policies converge to the Stackelberg equilibrium.
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The fifth generation (5G) of wireless communications offers a plethora of new commu-
nications paradigms, scenarios, and services. Among them, the integration of terrestrial 
and non- terrestrial networks is one of the most relevant aiming at providing seamless 
ubiquity connectivity and economies of scale for satellite communications. This chapter 
presents the most relevant experimental testbeds for the demonstration of 5G and beyond 
5G adaptations for their use in non- terrestrial networks. In the first sections, a state- of- 
the- art review is presented including a description of the principal hardware and software 
components, highlighting OpenAirInterface as the most prominent open- source 5G stack. 
The latest sections describe the features and capabilities of the most advanced 5G non- 
terrestrial network testbeds based on OpenAirInterface: the 5G- SpaceLab and the 5G- Lab.

16.1  State-of-the-art NGSO testbeds

16.1.1  Overview of NGSO testbeds
This section highlights some of the ongoing and completed non-geostationary orbit 
(NGSO) testbeds and their operational features. We discuss about hardware- based 
testbeds providing both over- the- air testing as well as satellite channel emulation 
capabilities. The testbeds under discussion are the following:

1. Sat5G Testbed [1]
2. University of Surrey 5G Testbed [2]
3. 5G Space Communication Lab [3]
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4. IoT- ANCSAT Testbed [4]
5. SATis5 Testbed [5]

16.1.1.1  Sat5G project
Sat5G project testbed brings Satcom into 5G by defining optimal satellite- based 
backhaul and traffic offloading solutions. It uses live MEO and emulated GEO for 
experimentation. It also facilitates end- to- end connection via a commercially avail-
able 5G core network. The testbed achieved 3GPP integration to satellite links so 
that the satellite gateway presents as gNB and satellite remote terminal presents as 
UE to a 5G core network. Among the many capabilities of the project include multi-
cast over live GEO and MEO satellite links, with latency- reducing content fetching 
and broadcasting to network edge [6].

16.1.1.2  University of Surrey 5G testbed
University of Surrey 5G testbed provides backhauling through satellites and multi- 
linked connections via satellite and terrestrial links. The gateway and the user ter-
minal in the testbed are 3GPP Rel 15/16 compliant; however, the air interface is not 
compliant and uses DVB- S2x. Nonetheless, research is in progress to implement 
the 5G NR as the air interface in the near future. Among the notable usages of 
the testbed include end- to- end 5G connection with Telesat Ka- band LEO satellite 
[7]. Additionally, the use- case for the 5G moving platform was demonstrated over 
SES’s O3b MEO satellite system [8], using real terminals and a commercial 5G core 
network. The testbed has been used for demonstrating 5G backhauling, delivery of 
content to the edge, caching, and multi- linking using a combination of satellite and 
terrestrial networks.

16.1.1.3  5G Space Communication Lab
The 5G Space Communications Lab (5G- SpaceLab) at the University of Luxembourg 
allows to test, validate, and demonstrate space operations for two different scenarios: 
Earth- orbiting satellite communications and Earth- Moon communications. The test-
bed is under development and uses a software- defined radio (SDR)- based approach 
for the implementation of 5G and satellite nodes. The testbed uses open- source 5G 
protocol stack OpenAirInterface5G [9] for 5G RAN and is capable of emulating 
MEO and GEO satellite links using an in- house developed satellite channel emula-
tor. The testbed is also capable of emulating Inter Satellite Links (ISLs).

16.1.1.4  IoT-ANCSAT testbed
IoT- ANCSAT testbed is an evolving testbed at the University of Luxembourg that 
will facilitate satellite- based IoT links. It covers all the three satellite orbit scenarios 
(LEO, MEO, and GEO). The testbed is developed with the help of OQtech [10] and 
will be a simulator- based testbed. One of the aims of the testbed is to come up with 
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5G- based Virtual Network Functions (VNF) that could comprise a satellite network 
slice to demonstrate the IoT satellite network slice in the testbed.

16.1.1.5  SATis5G testbed
The SATis5G project testbed mainly focuses on the convergence of satellite and ter-
restrial networks and provides the user to perform a comprehensive assessment of 
the capabilities of such convergence. The testbed uses GEO and MEO constellation 
of satellites for experimentation in two connectivity modes: backhaul connectivity 
for terrestrial 5G networks and direct 5G connection. Likewise SAT5G testbed, this 
testbed also uses a standard compliant 5G core network [11].

Apart from the efforts from academia, significant developments have been done 
by the industry for facilitating connectivity through LEO and MEO satellite con-
stellations. However, such platforms are commercial in nature and generally not 
available for conducting tests or prototype validation. Table- 16.1.1.5 lists some of 
such NGSO satellite constellations developed by industry. For details, the interested 
audience can go through the respective references.

Platform Constellation References

Oneweb LEO [12, 13]
Starlink LEO [14, 15]
O3b mPOWER MEO [8, 16]
Kuiper LEO [16, 17]
Inmarsat- Orchestra LEO [18]

16.1.2   Hardware components
NGSO testbeds allow designing, developing, testing, and validating non- terrestrial 
networks toward 5G and beyond. They may be using either dedicated hardware, 
usually when using a proprietary software stack, or SDRs, usually when using an 
open- source software stack. Software- defined components offer an agile approach to 
verify and validate current wireless technologies or design and develop completely 
new ones. This is because of their flexibility of having the PHY, MAC, and/or higher 
layers functions being software- defined. Accordingly, end- users and developers can 
have end- to- end control over all the software stack from the waveform up to the 
application layer.

A combination of off- the- shelf commercial SDR units and processing units 
(PUs) offers a turnkey solution to build a small form factor, low cost, and agile solu-
tion to support a wide spectrum of NGSO applications and use- cases.

16.1.2.1  Processing units
The PUs are responsible for running the different flavours of the 3GPP software 
stack on Intel- based architecture. Having PUs powered by Intel is a major require-
ment due to optimized DSP functions, which rely on Single Instruction, Multiple 
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Data (SIMD) instructions (SSE, SSE2, SSS3, SSE4, and AVX2). However, these 
requirements can be also relaxed, according to the software portability, and modu-
larity that can afford running the software stack on ARM- based architecture with 
some performance or function constraints. The overall performance of the hardware 
is a combination of different metrics, which includes the processor frequency, num-
ber of cores, number of threads, memory, cache size, and physical network interface. 
All metrics are sort of constraints that can be relaxed and adjusted according to the 
hardware function, requirements, and expected performance.

In Table 16.1, we provide a non- exhaustive list of the workstation’s minimum 
requirements that can comply with the current 3GPP standards, specifically LTE and 
5G- NR. For instance, choosing the minimalist criteria for 5G- NR gNodeB requires 
a minimum CPU frequency of 3 GHz, otherwise, it will struggle under heavy com-
putational loads. Caching, number of cores, and threads are also impacting the mul-
tithreading and multiprocessing performance. In consequence, selecting the right 
platform guarantees the desired performance metrics such as downlink and uplink 
throughput that comply with 5G- NR requirements.

16.1.2.2   Software-defined radio units
The RF front- haul is based on SDR components. Different off- the- shelf commer-
cial SDRs can be used from Ettus Research/National Instrument such as Universal 
Software Radio Peripheral (USRP) or space- ready SDR from GomSpace. Some 
of the RF units that can be deployed within the testbed may utilize the following 
models:

Table 16.1    Processing units components specifications

Processing units

Specifications Precision 7920 Rack 
Workstation

Precision 3640 Tower 
Workstation

Z2 Mini G5 
Workstation

Vendor Dell Dell HP
Processor Intel Xeon Gold 6248 

2.5GHz,(3.9GHz Turbo)
Intel Core i9- 10900K 

10th generation 
3.7 GHz(5.3GHz 
Turbo)

Intel® Core™ 
i9- 10850K 3.6 
GHz (5.2 GHz 
Turbo)

Cores 16 10 10
Cache 27.5 MB 20 MB 20 MB
Memory 48GB DDR4 64GB DDR4 64GB DDR4
Hard Drive 512GB SSD 1.0TB SSD 1.0TB SSD
Interfaces USB 3.2 Type A

RJ45 Network Connection
Serial
RJ45 for iDRAC
SFP+

USB 3.2, Type A
USB 3.2, Type C
RJ45 Network 

Connection
Serial

USB 3.2, Type A
USB 3.2, Type C
RJ45 Network 

Connection
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 • Ettus Research- based SDRs (USRP N310, USRP B210, and USRP X310) 
[19–21]

 • GomSpace- based Space ready SDR (Nanocom SDR) [22]

The requirements of the radio can be utilized according to use- case, hardware 
function, and application as previously mentioned. Accordingly, we can choose our 
radio frontend with respect to the maximum used bandwidth, the number of avail-
able RF channels, and the onboard FPGA. In Table 16.2, we summarize some of 
the tested SDRs specifications and their compatibility with the 3GPP standards 4G 
and 5G.

16.1.2.3  Field-programmable gate array units
Channel impairments such as Doppler, delay, link budget, and many others can be 
implemented on FPGA. Different FPGA- based development boards can be cho-
sen to emulate the delay and Doppler effects from Xilinx such as Zynq UltraScale 
RFSoC family [23] that integrates the key subsystems for multiband, multi- mode 
cellular radios into an SoC platform that contains an Arm- based processing system. 
In addition to the channel emulation use- case, FPGA boards can be used as an accel-
erator by offloading processing hungry tasks within the physical layer from the Intel- 
based processors to FPGAs. Accordingly, the processing is distributed and could 
be load- balanced among the PUs and the FPGA boards, where the interconnection 
between them can be through any of the standard interfaces like PCIe, Ethernet, 
etc. On the other hand, FPGAs that are located inside the SDRs can be utilized to 
perform part of the Physical layer functions which could be low- phy or high- phy. 
As a consequence, no need for an additional FPGA board if its resources, number 
of logic cells, block RAM size, DSP blocks etc., are satisfying the requirements of 
the offloaded task.

16.1.2.4  Hardware integration
As illustrated in Figure 16.1, using the different combinations of the hardware, we 
can construct either a base station, user equipment, or a satellite according to the 
desired scenario, use- cases, and specifications.

For instance, a software- defined base station can be constructed by connecting 
an Intel Xeon- based dell server that runs an LTE or 5G- NR flavour of the 3GPP 
software stack, to the SDR USRPN310 via an SFP+ link. The SFP+ communication 
link between the server and USRP N310 has a bitrate up to 10 Gbps. Further, the 
USRP N310 is connected to the channel emulator to transmit and receive the analog 
waveform through the RF cables.

On the other hand, we can construct the software- defined user equipment as 
defined before for the base station, since the only difference is the software running 
on top of the server, which can control the functionality of the SDR which can be 
defined as a Base- Station - BT or a User- Equipment - UE. Similarly, a software- 
defined UE can be modelled using different hardware components with more 
relaxed requirements. This is achieved by connecting an Intel i9- based HP compact 



Table 16.2    Software- defined radio units components specifications

Software- defined radio units

Specifications USRP N310 USRP B210 USRP X310 NanoCom SR2000

Vendor Ettus Research Ettus Research Ettus Research GOMSPACE
Driver UHD - USRP Hardware Driver UHD - USRP Hardware Driver UHD - USRP Hardware 

Driver
IIO - Industrial I/O

RF Frequency Range 10 MHz – 6GHz 70 MHz – 6 GHz DC – 6 GHz *depends on 
daughterboard

70 Mhz – 6 GHz

Duplexing FDD or TDD FDD or TDD FDD or TDD FDD or TDD
Open- Source FPGA/driver - UHD FPGA/driver - UHD FPGA/driver - UHD FPGA/driver - IIO
MIMO 4×4 MIMO 2×1 MIMO

2×2 MIMO
2×2 MIMO 2×2 MIMO

Interfaces USB Type A host
portmicro- USB port (serial 

console, JTAG)
RJ45 - 1 GbE
SFP+

USB 3.0 USB Type A host port
micro- USB port (serial 

console, JTAG)
RJ45 - 1 GbE
SFP+
PCIe Express

USB to UART
CAN
I2C
RS422
LVDS (TR- 600)

Communication SFP+ USB 3.0 RJ45/SFP+/PCIe CAN/UART
Compatibility 4G/5G

(up to 100MHz)
4G/5G
(40MHz with ¾ sampling)

4G/5G
(80MHz with ¾ sampling)

N/A
Transparent Payload
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workstation to the SDR USRPB210 via USB3. The communication link here is 
capable of streaming up to 56 MHz of real- time RF bandwidth. Furthermore, the 
USRPB210 is connected to the channel emulator via RF cables.

The communication link between the USRPs and the servers/workstations is 
achieved by the USRP Hardware Driver (UHD) [24]. The driver supports many 
standard interfaces such as USB3, Ethernet, PCIe, and SFP+. Accordingly, the soft-
ware running on the servers can have control over all the receive and transmit signal 
chains using the UHD driver. This is achieved by deploying the UHD Application 
Programming Interface (API) functions within the software stack running on the 
servers.

Another use case is to design a software- defined satellite that can be achieved 
using the GomSpace SDR platform and is implemented as a ready- to- use S- band 
standalone radio. For instance, to create ISL for communication between satel-
lites in orbit (ISL). The SDR deploys AD9361 transceiver from Analog Devices, a 
high- performance, highly integrated radio frequency (RF) agile transceiver. Unlike 
USRPs, the control of GomSpace SDR is done using the Industrial I/O subsystem 
(IIO) Linux subsystem driver [25].

16.1.2.5  Conclusion
In summary, we have defined various hardware components within the NGSO test-
bed. Most of the radios are software- defined, which have great flexibility and offers 

Figure 16.1  Interconnection and interfaces of the hardware components
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an agile solution to accelerate the development time by introducing multi- functional 
radios that can be used for 5G and beyond use- cases within the NGSO testbed.

16.1.3  Software stacks
An open- source software stack is essential to implement the enhancements which 
are in the standardization of cellular technologies in 3GPP. This section provides an 
overview of available open- source SDR platforms for 4G and 5G NR components. 
The main focus is on the UE and eNB and gNB components, but the availability of 
open source core network implementations is addressed as well.

16.1.3.1  GNU Radio
In the GNU Radio ecosystem, there are no open- source 5G NR implementations 
available, but there are two projects focusing on different parts of the LTE sys-
tem: gr- lte (UE, published in github) and openLTE (eNodeB and EPC, hosted by 
SourceForge). GNU Radio provides a simple LTE UE implementation with gr- lte 
and LTE eNodeB and EPC implementations with openLTE. But there are no current 
activities, especially not with respect to 5G NR.

16.1.3.2  Software Radio Systems
Software Radio Systems Limited (https://www. softwareradiosystems. com/) is an 
Irish company providing open- source implementations of their srsUE, srsENB, and 
srsEPC. Additionally, they sell licenses for their AirScope tool building on these 
open- source developments. They also provide services by the means of consulting, 
training, and testbed development. The community for the open- source core can be 
found here: https://www. srslte. com/.

Software Radio Systems (SRS) provides an open- source implementation of 
several LTE features for UE, eNodeB and EPC, release 21.04 contains the first 
Open- Source 5G NSA UE, including 5G- NR PHY layer for x86 including SIMD- 
optimized LDPC encoder/decoder, compatible and tested with 3rd- party RAN/
Core solutions and data traffic over Secondary Cell Group (SCG) bearer for NR. In 
October 2021, SRS will release version 21.10 that will contain the 5G NSA eNB/
gNB application. Another release 22.04 is planned for April 2022 with the first ele-
ments for 5G SA.

16.1.3.3  O-RAN
The O- RAN Alliance ( www. o-  ran. org) was founded by operators to clearly define 
requirements and build a supply chain ecosystem to realize its objectives. Therefore, 
they specify an overall 5G Radio Access Network (RAN) Architecture as shown on 
the O- RAN website, not covering UE nor core network components. Besides the 
O- RAN Alliance, there is also the O- RAN Software Community (SC). This is a col-
laboration between the O- RAN Alliance and Linux Foundation with the mission to 
support the creation of software for the RAN.
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The last three releases Amber (November 2019), Bronze (June 2020), and 
Cherry (December 2020) of the O- RAN Software Community (SC) focus on the 
RAN Intelligent Controller (RIC), but also for the other RAN components, software 
was released. In Amber release, the code for the O- RAN Central Unit (OCU) was 
mostly based on openLTE and contains the modules LTE S1AP, RRC, PDCP, RLC, 
and MAC. In Bronze release, these modules were replaced by an initial 5G user 
plane functions with 5G NR SDAP and PDCP layers. Additional, in Cherry release, 
5G NR RRC for control plane functions has been added.

The O- RAN Distributed Unit (O- DU) module is split into O- DU High and 
O- DU Low modules. The O- DU High mainly contains the 5G NR MAC ad 5G NR 
RLC layers, whereas the O- DU Low contains the PHY- high layer. The interface 
between O- DU High and O- DU Low is the FAPI Interface.

In Amber release, the code for the O- RAN DU High component contains mainly 
first draft versions of the modules F1AP, 5G NR MAC, and RLC. In Bronze release, 
there were improvements on the modules O- DU High layers MAC, RLC and app, 
F1- U interface, and F1- C to support additional F1AP messages and basic FAPI mes-
sages. In Cherry release, additional goals have been achieved, among others sup-
port for 64 QAM in DL and 16QAM in UL, support for all short PRACH formats, 
integration of O- DU High with O- DU Low and establishing Netconf session for O1 
interface for CM.

The Amber release of the O- RAN Distributed Unit (DU) Low component con-
tains the Open Front Haul (O- FH) library implementation.

In Bronze release, new modules and extensions supporting O- RAN FrontHaul 
compliant Radio to Layer 1 interface and a FAPI compliant Layer 1 to Layer 2 
interface have been implemented. So far no open- source Layer 1 implementation 
is available in O- RAN SC. Instead, the link to a high- performance Layer 1 stack is 
referencing to Intel’s binary only FlexRAN solution.

In Cherry release, the O- DU Low and O- DU High integration, the integration of 
O- DU Low and O- RU/RRU emulator and E2E integration according to the RSAC 
and INT project alignment features and scope have been performed. Despite this, 
the O- DU Low has been integrated with 3rd party commercial SW to verify the UE 
attachment and traffic.

The O- RAN Distributed Unit (DU) seems to be most promising with the Open 
Front Haul Interface Library as well as the 5G NR MAC and RLC implementa-
tions and the F1 interface. Also, the O- RAN Centralized Unit (CU) is evolving with 
the first draft implementation of the SDAP and PDCP layers. And, as can be seen 
with the closed- source L1 implementation in the O- DU Low component, this proj-
ect focuses more on the open implementation of the interfaces and less on the open 
implementation of the component’s functionality.

16.1.3.4  FlexRAN
The name “FlexRAN” is used for at least two projects, the Mosaic5G FlexRAN and 
the Intel FlexRAN.
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The Mosaic5G FlexRAN (http:// mosaic-  5g. io/ flexran/) is a subproject of the 
Mosaic5G project and defines an interface similar to the O- RAN E2 interface for 
monitoring and controlling of RAN. Besides the interface specification itself, the 
project provides the FlexRAN real- time controller and the FlexRAN runtime. The 
FlexRAN runtime is integrated into each RAN module and the FlexRAN controller 
connects to these RAN modules. This FlexRAN is mainly used for RAN optimiza-
tion. The LTE implementation of OpenAirInterface already integrates the FlexRAN 
runtime.

The Intel FlexRAN (https:// software. intel. com/ en-  us/ articles/ flexran-  lte-  and-  
5g-  nr-  fec-  software-  development-  kit-  modules) is a set of libraries optimized for Intel 
processors for computation- intensive parts of the LTE and 5G NR FEC (Forward 
Error Correction) modules. The Intel FlexRAN library seems to be a promis-
ing solution for optimized PHY layer modules in the area of coding/decoding. It 
may be interesting to combine this with open source 5G NR stacks, for example, 
OpenAirInterface. Despite this, the Intel FlexRAN library is used for the closed- 
source L1 implementation used in O- RAN SC DU Low.

16.1.3.5  Nvidia
The Nvidia Aerial SDK (https:// developer. nvidia. com/ aerial-  sdk) consists of two 
SDKs: cuVNF and cuBB. As both SDKs are targeting the 5G NR PHY layer (L1), 
located in the Distributed Unit, the “cu” prefix does not indicate Centralized Unit, 
but Cuda. The NVIDIA cuVNF SDK provides optimized input output (IO) with 
memory allocations and support for network data flow and processing use cases. 
cuVNF improves performance for signal processing with NVIDIA GPU multi- core 
compute capability. The NVIDIA cuBB SDK provides a fully offloaded 5G PHY 
layer processing pipeline (5G L1) that delivers unprecedented throughput and effi-
ciency by keeping entire all processing within the GPU’s high- performance mem-
ory. With 5G NR based uplink and downlink channels running on GPUs, cuBB SDK 
provides high performance for latency and bandwidth utilization. NVIDIA cuPHY 
SDK provides beamforming, LDPC encode/decode, and other functionalities for 
PHY pipeline. Currently, access to these SDKs is only granted in an early access 
program after signing an NDA.

16.1.3.6  free5GC
The free5GC (https://www. free5gc. org/) is an open- source project, but only for the 
5G core network defined in 3GPP Release 15 and beyond. The 5G RAN is not in the 
scope of free 5GC.

16.1.3.7  open5GS
This open5GS project (https:// open5gs. org/) implements 5GC and EPC networks for 
private LTE or 5G networks in C language. As the free5GC project, the RAN is not 
covered by the developments. A WebUI is implemented in Node.JS and React and is 
available for testing purposes.
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16.1.3.8  UERANSIM
The open- source project UERANSIM (https:// github. com/ aligungr/ UERANSIM) is 
licensed under GPL- 3.0 and covers the 5G UE and the 5G standalone gNB- Central 
Unit (CU). According to the status in the repository, the physical, MAC, and SDAP 
layer implementations are pending.

16.1.3.9  OpenAirInterface
OpenAirInterface (OAI, https://www. openairinterface. org/) is an open- source soft-
ware platform for simulation and emulation of 3GPP mobile networks. Contributions 
to this open- source project are provided by the members of the OpenAirInterface 
Software Alliance (OSA), which is a non- profit consortium fostering a community 
of industrial as well as academic contributors.

OAI provides a full experimental LTE implementation (Rel 8, partial Rel 10) in 
real time under Linux optimized for x86 and with interworking functions. It includes 
EUTRAN (eNodeB and UE) and EPC (MME, xGW, and HSS). Regarding 5G, 
OAI currently comprises software components for the 5Gcore (AMF, SMF, NRF, 
AUSF, UDM, UDR), for the gNB (5G Standalone software stack) as well as for the 
UE. Currently, the members of the OSA are working to evolve the software toward 
future 5G releases of 3GPP.

16.1.3.10  Conclusion
In conclusion, OAI is currently the most advanced open- source stack for 5G sys-
tem implementations, which is also in accordance with Reference [26]. In the next 
chapter, we describe the modifications implemented in OpenAirInterface to support 
NGSO satellites in 5G.

16.2   OpenAirInterface modifications

The general principles of the 3GPP 5G NR updates are described already in the 
previous chapter on 3GPP integration. In this section, the modifications especially 
in OAI to support 5G- NTN are described.

16.2.1   Modifications on OAI PHY/MAC layers
16.2.1.1  Comparison between OAI implementation and 3GPP
3GPP has already provided some solutions for NR to support NTN [27] as well 
as several approved change requests packed in [RP- 212969]. Currently, OAI 
does not cover all the changes on the PHY layer proposed by 3GPP for Release 
17. However, some important modifications have been implemented in OAI. 
For instance, for the enhancement of transmission time adjustments the param-
eter  koffset  was used in OAI via command line assuming that gNB and UE both 
have the information about the long delay. This  koffset  can be configured in RRC 
configuration as proposed in [RP- 212969]. Moreover,  koffset  shall be further 
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considered in the CSI reference resource definition, HARQ- ACK reporting, 
etc. in OAI to be in line with [RP- 212969]. Current OAI has deactivated the 
HARQ process due to simplicity, that is, OAI uses one HARQ process for NTN 
transmission. If necessary, the number of HARQ processes can be extended 
from 16 to 32 as mentioned in [RP- 212969].

The modifications to support communication via the LEO satellite implemented 
in OAI by Fraunhofer IIS are not limited to the proposals from 3GPP. For instance, 
in case UE could not acquire a global navigation satellite system (GNSS) position 
and satellite ephemeris, it must find its own way to initialize frequency synchroni-
zation. The modifications on the PHY/MAC layers in OAI with focus on time and 
frequency synchronization are described below.

16.2.1.2  Doppler shift pre-/post-compensation
As mentioned in Reference 27, for LEO satellite systems it is recommended to 
have pre-/post- compensation of a common frequency offset at the network side, 
conducted with respect to the spot beam center. The UE- specific frequency 
offset can be estimated and compensated by UE or indicated by the network. 
The common frequency offset is much larger compared with the remaining 
UE- specific frequency offset. Without pre- compensation for downlink, addi-
tional complexity is needed at UE receiver to achieve robust downlink initial 
synchronization performance based on Rel- 15 SSB. To avoid the complexity at 
UE receiver, it is assumed that in OAI the common frequency offset is known 
to gNB and will be compensated at gNB.

In OAI gNB uses write/read functions to send/receive I/Q samples to/from 
either the RF simulator or the hardware (USRPs). The pre-/post- compensation is 
applied as follows:

1. The additive inverse of the common frequency offset is used to calculate the 
Doppler- like factor according to (16.1),
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(16.1)

where fc is the common frequency, fs is the sampling frequency, and  n  is the 
sample index.

2. This factor is then multiplied with each I/Q sample immediately before the 
write function and after the read function. 

Since the sine/cosine functions work in floating points and manipulation of each 
sample using sine/cosine functions is quite time- consuming, a look- up table for the 
sine/cosine functions is applied to accelerate the processing time when emulating 
using hardware, for example, USRPs and the channel emulator.
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16.2.1.3  UE initial frequency synchronization
For initial frequency synchronization, in case that an exact pre-/post- 
compensation at the gNB side cannot be guaranteed or there is no pre-/post- 
compensation at the gNB side at all, UE needs to adjust its carrier frequency by 
measuring and searching for the synchronization signal from the gNB within a 
certain frequency band.

Starting from its carrier frequency UE continuously applies an increasing posi-
tive/negative frequency offset with a fixed step size (currently +/−40 kHz) to its 
received signal. If the synchronization signal can be successfully decoded, UE will 
apply the current frequency offset permanently and the residual frequency shift can 
be compensated by the following dynamic compensation algorithm.

16.2.1.4  Dynamic residual frequency shift compensation
The Doppler frequency shift is in the range of several hundred kilohertz in an 
LEO transmission system. Reference 27 assumes a common frequency offset at 
the network side, i.e., pre-/post- compensation shall be available at the satellite. 
This compensates for the major part of the Doppler frequency shift. However, 
there is still a residual frequency offset at the UE side if UE is away from the 
spot beam center. This frequency offset shall be estimated and compensated 
with the help of the DMRS symbols.

At the time of writing, the released OAI only implements a single initial fre-
quency offset estimation based on SS Block. Frequency offset is not continuously 
tracked and compensated. With the following dynamic residual frequency shift esti-
mation and compensation algorithm the maximum Doppler shift that can be com-
pensated is about +/−1975 Hz.

1. Multiple DMRS symbols within a slot are mandatory to estimate the frequency 
shift caused by Doppler since the signal is always proceeded slot by slot. 
Assuming the channel is not varying within a slot, the channel estimates of 
different DMRS symbols should only have a phase rotation depending on the 
Doppler frequency shift, the sampling frequency, and the time interval. By mea-
suring the phase difference between different DMRS symbols, the Doppler shift 
can be derived. If there are more than two DMRS symbols per slot, averaging 
should be used.

2. The average Doppler frequency shift is then given into a PI (proportional- 
integral) controller. The output of the PI controller is the estimated Doppler 
shift that will be used by the compensation at the UE side. The coefficients 
of the controller are based on the trial and error approach. The reason is that 
there is a delay between the estimation of Doppler and compensation. Without 
a proper controller the tracking of the frequency shift may fluctuate or keep a 
constant non- zero distance from the real value.

3. The estimated Doppler shift is then applied in time domain immediately after 
I/Q sample reception for DL and before I/Q sample transmission for UL.
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16.2.1.5  Timing drift compensation and autonomous timing advance 
update

Due to Doppler effect UE will observe different frequencies from the transmit fre-
quency of the satellite. It can be also seen that due to the high velocity of the LEO 
satellite the received signal at the UE side is squeezed/stretched. For terrestrial sce-
narios where the velocity is much lower, this squeeze/stretch effect is negligible and 
can be compensated not very often. For NTN if the sample offset compensation is 
not performed frequently enough, the timing drift/offset will accumulate and lead to 
loss of time synchronization.

Assuming the velocity of an LEO satellite is 7800 m/s, in an extreme case that 
the satellite moves directly toward the UE, the timing drift within a frame (10 ms) is 
0.26 µs. This corresponds to about 16 samples in the exemplary configuration (FFT 
size 2048, normal cyclic prefix, 30720 samples per slot). Currently, OAI is able to 
shift only one sample per frame. In this case, the timing offset will accumulate and 
lead to synchronization error. Therefore, the estimation and compensation of the 
timing drift should be enhanced.

The enhancement of timing drift compensation comprises the following steps:

1. In the SS block the PBCH channel is estimated regularly (once per two frames) 
by the UE from the PBCH DMRS. The peak position of the channel estimates in 
time domain (channel impulse response) from the SS block provides the timing 
information, as shown in Figure 16.2.

2. Each time the peak of the channel estimates is calculated, it is compared with 
the target position and the difference (error) is calculated. This difference is then 
given as an input to a PI controller. The controller output is used by the UE to 
read/receive less or more samples. The reason is similar to the dynamic residual 
frequency shift compensation. Due to the delay between the estimation of the 
timing drift value and the compensation, fluctuation of the difference (error) 
or a constant non- zero difference might occur. To minimize the difference and 
stabilize the whole compensation procedure, the PI controller is chosen.

Figure 16.2     Peak of the channel impulse response of the PBCH channel in the 
OAI UE scope
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3. The peak as well as the controller output is calculated once per two frames. In 
order to adapt the timing more frequently to avoid accumulation of the timing 
drift, we apply the compensation for each slot. The controller output value is 
applied evenly distributed at the end of each slot.

4. Since the timing drift occurs on both DL and UL, UE could also pre- compensate 
the timing drift for UL signal using the estimated offset from the PI controller. 
The UL transmission time is adjusted by two times of the compensated value 
for each slot, so that the signal arrived at the gNB is synchronized. This UL time 
adjustment can be seen as an autonomous timing advance update in addition to 
the normal TA update, as depicted in Figure 16.3.

16.2.1.6  Timing advance update
To guarantee that a new TA update is only calculated after the old TA update is 
applied, the TA update period is increased from 10 frames to 50 frames in OAI. The 
TA update period must be at least twice of the one- way delay between gNB and UE.

16.2.1.7   Random access procedure modifications
The random access (RA) procedure is a very important mechanism in 5G systems, 
which is mainly utilized for achieving uplink synchronization among users. It 
consists of a four- message exchange among the users and the base station briefly 
described as follows:

 • Message 1 - When there is a Random Access Opportunity (RAO), the users 
send a preamble to the serving base station in order to initiate the RA pro-
cedure. This enables the estimation of the round trip time (RTT) at the base 
station side for every single user. At this step, all the users compete for the 
same radio resources, meaning that the RAO is the same for all the users, hence 
preamble collision may occur. To reduce the probability of collision, there exist 
a list of possible preamble sequences defined in the standard and the UEs ran-
domly select one. Notably, in case two UEs randomly select the same preamble 
sequence to initiate the RA procedure, a collision will occur, leading to a failure 

Figure 16.3  UL transmission compensation for the timing drift
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of the RA procedure. In such a case, the UEs will try again to send the preamble 
after a back- off time and a power- ramping.

 • Message 2 - The estimate of the RTT based on the time of arrival (ToA) of the 
preambles coming from various users, is utilized by the base station to compute 
the TA value. The TA is then reported to the users with a successful RA proce-
dure in order to align their uplink data transmission in the subsequent message 
exchanges. In addition, information regarding the scheduling of Message 3 is 
provided.

 • Message 3 - In this stage, a contention request is initiated by the users with the 
purpose of identifying themselves in the network and obtain a unique ID. This 
phase is also known as the contention resolution phase. Please note that in case 
of a contention- free RA Message 3 and Message 4 transmission are skipped. 
Users may also report their data volume status and power headroom to facilitate 
the scheduling and power allocation algorithms for subsequent transmissions.

 • Message 4 - In this final step, the users are granted a permanent unique ID 
in the network, and the connection between the users and the base station is 
established.

When considering a non- terrestrial network, one of the main impairments to 
be taken into account is the increased RTT in the communication link, and the first 
procedure impacted is the RA procedure. This is due to the frame misalignment 
among the user and the base station that overcomes the subframe length. Figure 16.4 
illustrates such problem, comparing the small frame misalignment that occurs in a 
Terrestrial Network (computed to be 0.67 ms for a 100 km cell) with that experi-
enced over a nonterrestrial network with 600 km altitude of the NTN terminal. To 
counteract this challenge, modifications are required in the 3GPP protocol, mainly 

Figure 16.4   Frame misalignment among UE and gNB: a) Terrestrial network; 
b) Non- terrestrial network
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divided in two branches: a) subframe- level TA at the user side and b) subframe- level 
timing delay (TD) at the base station side.

 • Subframe- level TA: The TA concept, as it exists, can be implemented only at a 
sample level. Therefore, once the frame misalignment overcomes the supported 
limit by the terrestrial network, the typical TA fails to be implemented, lead-
ing to a failure of the RA procedure. To tackle this, a subframe- level TA can 
be applied by the users in order to align the frames even at high values of RTT 
in the communication link. To do so, two parameters are needed, the location 
estimate of the users and the satellite trajectory data. This enables a specific user 
on- ground to estimate the RTT and apply the subframe- level timing advance 
even before initiating the RA procedure.

 • Subframe- level TD: An alternative way to solve the problem would be to apply 
a SF- level TD at the base station. Doing so, all the channels and procedures can 
be processed by the base station by taking into account the RTT present over the 
NTN channel. Clearly, the BS has to be aware of the NTN altitude and the RTT 
experienced at the center of its beam. Such information can be included in the 
deployment phase of the network since it will be fixed over time. The advantage 
of solving this issue at the base station side is that it relaxes the need for extra 
processing and algorithms by the users.

16.2.2   Modifications on OAI RLC/PDCP/RRC layers
Likewise the physical layer and the MAC layer, necessary modifications have to 
be done at both the gNB and UE sides, at both the user plane as well as the control 
plane, to cope up with the high RTT observed by the LEO and MEO satellites. The 
layers under consideration are RLC, PDCP, and SDAP on the user plane while RLC, 
PDCP, and RRC on the control plane. We will use the protocol stack as shown in 
Figure 16.5 as a reference for further discussions.

Figure 16.5  5G protocol stack for the user- plane and control- plane
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16.2.2.1  RLC
The Radio Link Control (RLC) [28] layer takes SDU from PDCP and delivers them 
to the corresponding peer entity (UE or gNB). Three transmission modes are sup-
ported by the RLC: Transparent Mode (TM), Unacknowledged Mode (UM), and 
Acknowledged Mode (AM). Some of the major responsibilities of the RLC layer 
include loss detection and error correction through ARQ, RLC SDU segmentation, 
and re- assembly, RLC SDU discard. RLC configurations are agnostic of the 5G 
numerology under use.

 • Status Reporting: A status report can be triggered by the polling procedure or by 
detection of reception failure of an Acknowledged Mode Data (AMD) PDU that 
is indicated by the expiration of the t- Reassembly timer. This timer is started 
when an AMD PDU segment is received from the lower layer, is placed in the 
reception buffer, at least one- byte segment of the corresponding SDU is not 
received and the corresponding timer is not running already. The procedure to 
detect loss of RLC PDUs at lower layers by expiration of timer t- Reassembly is 
used in RLC AM as well as in RLC UM. t- Reassembly timer can be configured 
to any value between 0 and 200 ms. For the terrestrial case, this timer covers 
the largest time interval in which the individual segments of the corresponding 
SDU have to arrive out of order at the receiver due to SDU segmentation and/
or HARQ retransmissions before a status report and consequently an ARQ- 
retransmission is triggered. Moreover, if HARQ is enabled in NTN, the value 
of t- Reassembly timer will be required to be modified, because the timer should 
cover the maximum time allowed for HARQ transmission.

 • Mitigating HARQ/ARQ interaction: In 5G- NR, HARQ of the physical layer and 
ARQ of the RLC layer in AM mode independently can perform re- transmission 
to mitigate transmission errors on the physical channel. Besides, HARQ and 
ARQ interact for improving re- transmissions. Feedback information/error 
received from the HARQ is reported to the ARQ function, this enables the 
ARQ to perform re- transmission and to cope with any HARQ feedback error. 
For NTN- based NR access, it is proposed to disable HARQ mechanisms [27], 
to face longer propagation delay on the NR user links. And hence, disabling 
HARQ also involves changing the HARQ/RLC interaction, to avoid RLC’s 
useless re- transmitting due to feedback error received from HARQ. However, 
if the HARQ is not disabled, this modification is not required.

16.2.2.2  PDCP
The Packet Data Convergence Protocol (PDCP) [29] layer takes SDU from 
higher layers and delivers them to the corresponding peer entity (UE or gNB). 
Some of the major responsibilities of PDCP include Maintenance of PDCP 
Sequence Number (SN), Ciphering and Deciphering, Integrity protection and 
verification, Timer- based SDU discard, Reordering, in- order delivery, and 
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Duplicate detection. We enlist some of the modifications to be done in the 
PDCP layer to adapt it for the NTN operation.

 • Extension of SDU Discard Timer: The transmitting PDCP entity shall discard 
the PDCP SDU when the discard Timer expires for a PDCP SDU or when a sta-
tus report confirms the successful delivery [28]. The discard Timer can be con-
figured between 10 ms and 1500 ms or can be switched off by choosing infinity 
[30]. The discard Timer mainly reflects the QoS requirements of the packets 
belonging to a service. However, by choosing the expiration time of the discard 
Timer or the QoS requirements, the RTD as well as the number of retransmis-
sions on the RLC layer and/or HARQ shall be considered. By increasing the 
expiration time of discard Timer, one should keep in mind that extended timer 
values will increase the amount of required memory for the buffer.

 • Reordering and In- order Delivery: To detect loss of PDCP Data PDUs, there is 
the timer t- Reordering which is started or reset when a PDCP SDU is delivered 
to upper layers [28]. The maximum configurable expiration time is 3000 ms; 
however, in the terrestrial network settings, this timer is configured according 
to the maximum RTT experienced. Hence, according to the LEO and MEO, this 
timer has to be adapted accordingly.

16.2.2.3  SDAP
The Service Data Application Protocol (SDAP) [31] is a new layer that has been 
introduced in 5G. Among many others, the most critical task of SDAP is mapping 
between a QoS flow and a data radio bearer. It has been found that there will be no 
impact on the SDAP layer due to the NTN operation, i.e., large propagation delay.

16.2.2.4  RRC
The Radio Resource Control (RRC) [30] is a control plane layer whose main roles 
include: Broadcast of system information related to Access Stratum (AM) and Non- 
Access Stratum (NAS), Establishment- Maintenance- Release of RCC connection 
(data and signaling bearers) between the UE and the gNB, security functions, hando-
ver, cell selection/re- selection, and Delivery of NAS messages from UE to the AMF.

The RRC layer is responsible for the reliable functioning of many procedures 
such as RRC- setup request, RRC- reestablishment, RRC- resume, RRC- suspend, etc. 
All these procedures are associated with timers, expiry of which lead toward restart-
ing the procedures. These timers are in general started when any RRC message is 
sent from the UE to gNB (and vice versa) and the timer is stopped once the response 
is received from the peer. If the response is not received before the expiry of the 
timer, appropriate action is taken. A detailed list of such timers and the associated 
values can be found in Reference [30]. These timers have been set according to the 
RTT experienced in the terrestrial networks which are significantly lower compared 
to the RTT observed in satellite links. And hence, these timer values need to be 
extended for coping up with such a large RTT.
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16.3  5G-SpaceLab testbed

16.3.1  Overview
The 5G Space Communications Lab (5G- SpaceLab) is an interdisciplinary experi-
mental testbed combining the expertise, facilities, and infrastructure of multiple 
laboratories located at the Interdisciplinary Center for Security, Reliability and 
Trust (SnT) of the University of Luxembourg (UniLu). The 5G- SpaceLab is a 
unique integrated and interdisciplinary space communications and control emula-
tion platform that allows testing, validating, and demonstrating the next generation 
of space applications. The main capabilities of the 5G- SpaceLab include 5G NTN 
communications, NGSO satellite and channel emulation, small satellite payload 
design and implementation, space- based edge computing, lunar rover control and 
teleoperation, AI- enhanced control and communications, and space- based Internet 
of Things (IoT) applications. A team of more than 20 researchers collaborate 
on a range of national and international projects with a high- TRL development 
component.

This section focuses on the 5G- SpaceLab components relevant to the emulation 
of 5G NTN and NGSO satellite communication channel and two case studies imple-
mented and validated in the 5G- SpaceLab testbed.

16.3.2   SnT Satellite channel emulator
16.3.2.1  Overview
The NTN channel emulator is a hardware equipment developed by the SIGCOM 
group of the SnT—University of Luxembourg to replicate the effects of a satel-
lite channel using a realistic transponder. One salient characteristic of the channel 
emulator is its capability to operate on a MIMO configuration. This feature gives the 
channel emulator the capability to mimic interference scenarios between the multi-
ple carriers in multi- beam satellite systems. The channel emulator was designed and 
built using Software Defined Radio (SDR) tools to maximize the implementation 
flexibility. The current version of the channel emulator has eight channels in a full- 
MIMO configuration, and was implemented using two different hardware platforms: 
The Zynq® UltraScale+™ RFSoC ZCU111 evaluation kit, which features a Zynq 
UltraScale+ RFSoC supporting 8 12- bit 4.096GSPS ADCs, 8 14- bit 6.554GSPS 
DACs, and 4 GB DDR4 on PL; and the AMC574 FPGA board, which is a costumed 
industrial board based on RFSoC XCZU29DR Xilinx FPGA that support 16 chan-
nels of ADCs and DACs with 8GB DDR4 on PL.

The channel emulator implements the typical impairments of communication 
satellite payload. Figure 16.6 describes the different impairments implemented in 
the channel emulator.

The channel emulator operates with inputs and outputs at IF frequencies and 
generates digitally the impairments happening in the RF frequencies. With this 
approach, the emulator can replicate the end- to- end behavior from the IF interface at 
the transmitter side to the IF interface that comes out of the LNB on the receiver side 
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(RF impairments at the ground transmitter are considered negligible). The effects 
that occur in the actual RF bands are emulated in the payload emulator.

The channel emulator is therefore divided into three main components, as seen 
in Figure 16.6, the payload emulator, the MIMO downlink emulator, and the user 
equipment emulator. The payload block implements the linear and non- linear dis-
tortion to the input signal and applies the phase noise effects for a given frequency 
conversion in the transponder. The MIMO downlink block imposes the interference 
matrix between the different input streams and different fading patterns. Finally, the 
user emulator block implements the thermal and phase noise that typically affects 
the low- cost terminal RF equipment.

16.3.2.2  STK orbits
To design and emulate the satellite orbit we utilize the Systems Tool Kit (STK), 
which is a platform for analyzing and visualizing complex systems. Also, we are 
able to extract useful parameters in order to be used by other hardware or software 
components. For example, in case of an LEO satellite, one of the parameters that 
we change over time is the delay. This can be extracted directly from STK, and then 
acting as an input for the channel emulator that has to mimic the satellite channel 
impairments, as we will see in the following sections.

16.3.2.3  Delay emulation
The round trip time (RTT) of communication over a non- terrestrial channel is 
implemented by using a deep first in first out (FIFO) buffer, which utilizes an exter-
nal Double Data Rate (DDR) Synchronous Dynamic Random- Access Memory 
(SDRAM) chipset. The implemented delay length is based on the frequency rate at 
which the data writes and reads to/from the Deep FIFO, and the depth of the FIFO 
buffer. By fixing the sampling frequency at the maximum performance of the hard-
ware and changing the depth of Deep FIFO, we are able to emulate various delays. 
Different delay values can be emulated depending on the orbit of the targeted sat-
ellite ranging from few ms for LEO to hundreds of ms for GEO ( � 250 ms RTT). 

Figure 16.6  Functional block diagram of the satellite channel emulator
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Furthermore, deep space communications cases are also accounted, for example, the 
RTT delay required to emulate a Lunar Relay Satellite orbiting the Moon L2 point 
is about  � 400 ms. The maximum aggregated delay for all channels with the current 
implementation is 1.4 s. Figure 16.7 shows the implementation of the Deep FIFO 
based on the external DDR4 memory.

16.3.2.4  Doppler emulation
Conversely to GEO satellites with constant propagation delay, NGSO involve 
movement, which translates into a variation of the propagation delay over time. In 
practice, these variations in NGSO propagation delay need to be tracked and com-
pensated to avoid packet errors at the receiver side. Such delay variations are the 
cause of the undesired Doppler effect, which widens or narrows the spectrum of the 
original signal.

In this section, we explain the proposed “resampler” approach to emulate this 
varying delay propagation for NGSO (or Doppler effect), inspired by the compen-
sation approach often used at the receiver side. The resampler implemented in the 
channel emulator applies a polynomial timing compensation that comprises five 
possible polynomial coefficients as shown in Table 16.3. This polynomial resampler 
is an adaption of the cubic polynomial re- sampler described in Reference [32]. The 
modification used in our actual implementation of the re- sampler allows handling 
positive and negative time compensations.

The coefficients are applied as the coefficients of an FIR filter to the incoming 
data samples as shown in Figure 16.8. To emulate these variable delays, the imple-
mentation approach employs a digital resampler as mentioned earlier. The first in 
first out (FIFO) memory can be employed for the integer value of the delays. The 
fractional delay is given as an input to the FIR coefficient module that generates the 
variable coefficients and applied to the incoming input data samples in the resampler 
module as shown in Figure 16.8. These filter coefficients change the location of the 
sample points and thereby applying the fractional delay. In this way, the variable 
fractional delay is offset with the help of FIR filter coefficients and resampler, and 
integer delay through the FIFO is performed in real time, thereby introducing the 
timing delay.

Figure 16.7  Block diagram of changing the DDR4 to the Deep FIFO
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The prototype uses NI USRP FPGA and Labview to implement a real- time dop-
pler delay emulator. The communication between these blocks is governed through 
the AXI4- Stream protocol, and FIFOs are employed to process the input and receive 
the offset compensated samples in real time.

16.3.3  Case study: “Random Access Procedure over NTN”
By modifying the existing RA procedure of the 3GPP protocol so as to tolerate 
higher RTT values, as described in section 16.2.1.7, we have demonstrated at the 
5G- SpaceLab a successful access phase and measured the time required by a single 
user to access the network under different values of NTN RTTs. The results are 
shown in Figure 16.9 for the two proposed approaches, the TA and TD. As it can be 
seen, the TD approach results in a step- function behavior because there are discrete 
values of the timers that are reported by the base station to the users. On the other 
hand, since the TA approach relies on the RTT estimate at the user side, the timers 
are modified in accordance with the exact value of the RTT.

Table 16.3    Set of coefficients for polynomial resampler
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Figure 16.8  Block diagram of doppler delay emulator using resampler
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As can be observed from Figure 16.9, the access time for a single user can be as 
high as 970 ms in the worst case scenario of a GEO satellite with a transparent pay-
load. Notably, these results represent only a lower bound since a single user is used 
for the experiment, thus no collision can occur. In a scenario where many users will 
try to access the network simultaneously, the presence of collisions in the RA proce-
dure will naturally lead to a further increase in the user access times. Nevertheless, 
the obtained results are a big step forward toward NTN systems since the technology 
readiness level (TRL) is increased.

16.4  5G-Lab Fraunhofer

16.4.1  Laboratory environment
The 5G NR laboratory at Fraunhofer IIS consists of several hardware and software 
components which are enabling the emulation of a vast spectrum of 5G NR scenar-
ios. The deployed testbed is suited to run two major SDR platforms for simulation 
and emulation of 3GPP mobile networks: Amarisoft [33], one of the most advanced 
commercial software implementation of 5G NR, and OAI, the most flexible open- 
source implementation of 5G NR already introduced in section 16.1.3.9. Both soft-
ware options are enabling real- time emulation of 5G NR under Linux optimized for 
x86 architectures, with the physical layer running on COTS hardware. The emula-
tion platform at Fraunhofer IIS and the relevant hardware components deployed for 
NGSO emulation are shown in Figure 16.10.

The operation of real- time 5G- NR modems requires high- performance hard-
ware. SDR systems are able to perform most of the digital signal processing (DSP) 

Figure 16.9  Single user access time
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using general- purpose computers, combined with dedicated hardware such as signal 
processors and/or field programmable gate arrays (FPGA) if required. The SDR 
radio is characterized by the fact that the received radio signal is digitized as far 
as possible after the antenna or mixer and further processed as a digital signal. The 
RF section with its analogue mixers and other RF circuits is implemented in digital 
design. Only the RF power amplifier on the transmitting side is still analogue. The 
key feature of SDRs is that the main parameters of the radio signal (e.g., wave-
form, modulation, coding, bandwidth) can be easily configured by implementing 
DSP procedures and switching from one to the other requires only minor changes 
to the code. These features of SDRs lead to an evident major advantage that is flex-
ibility and low- cost upgrade of the code, which translates into fast adaptability to the 
changes in the market or in the radio communication standards. The aim here is to 
keep the hardware expenditure as low as possible and instead to carry out the entire 
baseband signal processing in software. Such systems are by no means limited to 
the transmitting side and can also be used as receivers in highly mobile applications. 
To complete the platform, high- performance PCs are required to cope with the real- 
time processing of high data rates.

The testbed deploys high- performance multi- core PCs hosting the SDR soft-
ware and Ettus USRP X300, X310, and N310 [21] from National Instruments for the 
RF front- end. The high- performance PCs are equipped with Intel® Core™ i7- 7820X 
(or i7- 9800X) processors, containing eight cores with hyper- threading, running with 
clock frequencies up to 4.5 GHz. Supporting these processors, 32 GB high- speed 
RAMs are equipped. The X300 USRPs are equipped with two CBX- 120 daughter 
boards. The CBX- 120 daughterboard has the following key parameters:

 • Frequency range: 1 200–6 000 MHz
 • Bandwidth: up to 120 MHz
 • Duplex mode: TDD or FDD
 • Maximum output power: 22 dBm (below 3 GHz), 12–22 dBm (above 3 GHz)
 • 1 TX/RX port, 1 RX- only port

As each USRP X300 contains two CBX- 120 daughter boards, full 2x2 MIMO 
is possible with these devices. For maximum throughput and low latency between 
the high- performance PCs and the USRPs, four- lane PCIe connections are used. 
The X310 and N310 are compatible with the larger bandwidth of 5G NR. The X310 
provides bandwidths of up to 160 MHz, but the maximum usable bandwidth for NR 
is only 80 MHz (217 PRB, which is due to the master clock rate of 184.32 Msps and 
requirement to use 3/4 sampling). Meanwhile, the N310 series provide maximum 

Figure 16.10    NGSO software- defined hardware components
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instantaneous bandwidth of up to 100 MHz per channel with configurable sample 
rates (e.g., 122.88, 125, and 153.6 Msps).

The emulation of the satellite channel is achieved by means of a channel emu-
lator, namely the PROPSIM F64, engineered by Keysight Technologies [34]. This 
hardware unit enables bidirectional emulation of wireless radio channel propaga-
tion effects such as dynamic multipath propagation, pathloss, shadowing, fast fad-
ing, Doppler shift, noise, and interference in a controlled laboratory environment. 
A wide spectrum of 5G fast fading profiles and RF channel models are available 
to reproduce a vast array of different use cases and test scenarios (e.g., Constant, 
Rayleigh, Rice, Nakagami). Channel capacity and bandwidth are scalable and allow 
to emulate challenging 5G scenarios (e.g., up to 64 MIMO channels and 100 MHz). 
The NTN channel emulation is achieved through the Aerospace Option (ASO) fea-
ture which enables the emulation of SISO topologies with high Doppler shift (up 
to +/- 1.5 MHz), long propagation delay spread (up to 1.3 s) and high range rates. 
Although the input signal frequency range is limited to 6 GHz, the emulator allows 
to select an RF center frequency that can differ from the emulation center frequency. 
Each channel unit of the PROPSIM is equipped with RF input/output duplex ports 
and RF connectors that allow interconnection with third- party devices to be tested 
(e.g., SDRs), irrespective of the system technology or modulation. The emulator is 
also equipped with external local oscillators and interfaces to laboratory hardware 
(i.e., DVI display port, USB for external I/O) that is used to monitor and control 
purposes.

16.4.2   Case study: “5G lab tests with emulated LEO satellite”
Emulation of 5G communication under the LEO satellite channel has been suc-
cessfully performed at Fraunhofer IIS by means of the ASO feature provided by 
the PROPSIM F64, which enables the emulation of LEO satellite channel models 
characterized by larger Doppler shift and longer propagation delay than in the ter-
restrial scenario. A block diagram of the emulation setup is shown in Figure 16.10.

In this case study, only one gNB and one UE are assumed. In order to establish 
a successful connection between the UE and gNB, the open- source platform OAI is 
running on both PCs. At the time of writing, the public release of OAI supports 5G 
compliant terrestrial communication. To facilitate satellite communications, modi-
fications in the software stack were implemented by Fraunhofer IIS as described in 
section 16.2.1.

The purpose of this case study is to prove the feasibility of communication via 
the LEO satellite using OAI. The main challenge in such an emulation scenario 
is to check if the time and frequency synchronization are maintained under the 
LEO satellite channel condition. For this purpose, the emulated channel model 
reproduces the impairments caused by the LEO satellite, i.e., the large delay (up 
to several tens of milliseconds) and the time- variant Doppler shift (up to sev-
eral hundred kilohertz). Table 16.4 shows the parameter settings of the exemplary 
LEO channel model. The center frequency is 3.61908 GHz, since the USRP X300 
used in this setup only supports up to 6 GHz. This model emulates a transparent 
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satellite payload, meaning that the UE and gNB are located on the ground with 
a satellite altitude of about 1950 km. The channel emulator limits the maximum 
delay change to 0.003 s for each step. In order to create a model with large delay 
variation, a lot of steps have to be inserted. In this case study, we do not focus on 
the delay variations but more on the large delay. Therefore, the delay does not 
vary much with time. The Doppler shift keeps constant for the first 30 s and then 
decreases with a Doppler rate of −6 kHz/s. The maximal Doppler shift is +/-900 
kHz. These values are compliant with the values given in Reference [27]. The 
emulation time is 330 s.

The test consisted in running the emulation of the channel model and the OAI 
gNB and UE sequentially. Once started, the gNB kept sending the synchronization 
signals and the UE could successfully decode it. Figure 16.11 shows the UE scope in 
OAI after decoding the synchronization signal. The transmitted QPSK symbols can 
be clearly seen on the UE side, meaning that the connection is stable. And during 
the whole emulation (330 s), the UE scope could keep showing the constellation and 
the peak of the received PBCH signal stably, indicating that the time and frequency 
synchronization can be maintained quite well.

This case study assumes a simple LEO satellite channel mode with high Doppler 
shift, Doppler rate, and large delay. To create and emulate a more accurate LEO 
channel model is for further study. Moreover, in the real satellite communication 
further adjustment of the Tx/Rx power gains and fine tuning are needed.

16.4.3  Conclusion
The advantages of the NGSO testbed deployed at the premises of Fraunhofer IIS are 
given by a combination of fast- prototyping and incremental development approach. 
The experimental implementation of 5G NR features to support NTN in OAI, 
occurring concurrently with the 3GPP standardization process, enables remarkable 
 flexibility which allows the development team to test the features in a laboratory 
environment, ahead of the release of the standard. Once the laboratory tests are 

Table 16.4    Configuration of the LEO channel model with PROPSIM

Model center 
frequency 3.61908 GHz

Emulation 
RF frequency

3.61908 GHz

Step Time(s) Delay(s) Doppler 
(kHz)

Gain (dB)

1 0 0.013 900 0
2 30 0.013 900 0
3 180 0.0127 0 0
4 330 0.013 −900 0
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successfully performed, the channel emulator can be easily unplugged and replaced 
by a real satellite channel by means of satellite hub equipment, including the up- and 
down- conversion to the operating band and satellite RF- and terminal equipment. 
This incremental approach reduces the risks to the minimum of going over the air 
with an unstable release of the code, thus allowing a cost- effective use of the expen-
sive satellite resources.
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Chapter 17

Conclusion and future perspectives
Eva Lagunas Symeon Chatzinotas 1, Kang An 2, and  

Bassel F. Beidas 3

Higher broadband speed, lower latency, and expanded coverage are the key 
characteristics behind the popularity of non- geostationary orbit (NGSO) satel-
lite constellations. While NGSO satellite constellations for broadband are in 
the initial stages of development and deployment, it is expected that in the 
coming decades, we will witness a substantial increase in the number of NGSO 
satellites launched to space. In this book, we have provided an overview of 
the main uncertainties pose by such imminent deployment and for a success-
ful and efficient operation of such megaconstellations. Some of them include 
their coexistence and/or integration with legacy satellites and terrestrial wire-
less communication systems, flexible radio resource allocation and interference 
management, constellation design and reliability, etc. These open challenges 
crucially interconnected puzzle pieces that shall fit together to unleash the full 
potential of NGSO communication systems.

Nevertheless, the way how NGSO operators will achieve profitability is still 
under discussion. While the evolution of the spectrum regulations may shape the 
competitive landscape, the hardware for the NGSO end- user remains expensive 
nowadays, and the service rates offered by operators are far from the ones offered 
by terrestrial competitors. The latter is justified by the infrastructure that is needed 
to coordinate and operate such complex mesh networks, which are NGSO constella-
tions. Only in rural or remote accessible areas, NGSO broadband could potentially 
compete price- wise with the terrestrial alternatives.

On the other hand, most of the envisaged large constellations of NGSO satellites 
consider a fully meshed intersatellite network, generally combined with a complex 
ground network with a significant number of gateways. Clearly, global coverage 
generally requires that each satellite has “at least” one gateway within its coverage 
area. However, this is not always possible. Therefore, in parallel with the advances 
on the space segment, also the ground segment is at the center of the discussion. 
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Link availability, number of handovers, proximity to cloud- based services, and sov-
ereignty of the geographical location are different factors from a complex equation 
that needs to be resolved to determine the ground segment dimensioning of NGSO 
constellations. The potential advent of feeder links in Q/V band and the subsequent 
link blockage due to weather impairments would require advance weather statisti-
cal and prediction models, combined with automated gateway switching for traffic 
off- loading.

All in all, NGSO constellations will pave the way for revolutionary use cases, 
which come along with the corresponding challenges. Below, we shortlisted some 
of these novel use cases that would definitely need a careful study in the near future:

 • LEO missions as NGSO internet users: Usually, NGSO communication sys-
tems are conceived as Internet providers. However, assuming a scenario where 
Low- Earth Orbit (LEO) satellites (space missions in general) can access the 
Internet via a space- based Internet provider, then the satellites can be connected 
to the network permanently. This is certainly a game changer that will cause a 
paradigm shift from relying to on- ground stations to downlink data from the 
LEO satellite (or send data to the satellite) once per orbit, to accessing the data 
whenever needed (24 h �  7 days). The ability to communicate with the satel-
lite (either downlink or uplink) on- demand through the Internet can improve 
several important aspects, such as: (i) throughput; (ii) real- time tasking; (iii) 
timeliness of data; (iv) selective downlink, and (v) operation cost.

 • Gateway network as a service: Following the trends in terrestrial service 
model named Network as a Service, the ground segment of NGSO constel-
lations can also benefit of such model in which the infrastructure is owned by 
third parties, and the feeder link service is rented to satellite operators from 
infrastructure owners. This approach is known as Ground Stations as a Service 
and its main benefits include: (i) data latency improvement by avoiding delays 
related to the use of few ground stations; (ii) reduction of cost in infrastructure 
deployment and maintenance; and (iii) increased availability needed to better 
support impairments and satellite dysfunction management.

 • Open- RAN for space: The Open radio access network (RAN) architecture has 
become a popular approach used in cellular networks to virtualize parts of the 
network that are traditionally handled by specialized hardware and software. 
Open RAN shall ease the reliance on specific vendors in delivering commu-
nications infrastructure and overcome the lack of supplier diversity. The key 
point of this technology for space is its flexibility to draw on the innovations 
of multiple suppliers to upgrade their infrastructure with the latest technology. 
If implemented in the next generation of cellular networks, Open RAN may 
enable increased opportunities and streamline the ecosystem for integration of 
nonterrestrial systems into the network.

 • Satellite Internet of Things (IoT): IoT is undoubtedly one of the key use cases 
of excellence of NGSO communication systems. In many cases, IoT devices are 
distributed in large and remote areas, where it is difficult to have direct access 
from terrestrial networks. IoT space networks collect a considerable amount of 
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information, which can be multisource data (from multiple satellites/sensors) 
and sometime redundant or with low entropy. Data fusion and advanced analyt-
ics will definitely be needed to efficiently operate such systems.

 • Distributed satellite systems: NGSO constellations are by definition distrib-
uted systems, i.e. several satellites are jointly operated to achieve a common 
goal. The conception of the first constellations has disregard the opportunities 
of an optimized distributed system, where self- organization, formation flying 
adjustment, coherent communications and beamforming, and joint attitude and 
communications optimization can be envisaged, among others.

 • Space edge processing: Connected to the previous points, space edge pro-
cessing or the capabilities of processing data on- board, is gaining momentum. 
Preparing data, compressing/fusing data, and performing certain calculations 
on- board before downloading to Earth is becoming a reality for the new satellite 
processors operated in low orbits.

 • Quantum for space: Quantum technology provides a secure means of informa-
tion sharing between two transceivers located far away from each other. While 
fiber optics offer a good solution for low- range communications, quantum satel-
lite communications appear to be an opportunity for long- range wide- coverage 
communications. While preliminary tests have been conducted successfully by 
the Chinese Quantum Experiments at Space Scale or Micius, there are high 
expectations for quantum cryptography and quantum computers (with superior 
speeds and parallel processing) which will surely become popular in the coming 
years for the space community.
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