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Preface

With the increased emphasis on climate change and reducing harmful emissions in the

atmosphere, interest in power electronics converters and electric motor drives has led to

significant new developments in renewable energy systems or electric propulsion. By and

large, an electric machine and a power converter are required as a means of propulsion

in transportation-related applications, and an electric generator and a power converter are

indispensable parts of many wind-energy-based generation systems.

This book entitled ”Power Electronic Converters and Induction Motor Drives” resulted

in five chapters covering some of the following topics:

• Linear and nonlinear control of three-phase and multiphase motor drive systems;

• Linear and nonlinear control of power electronics converters;

• Winding types of multiphase machines;

• Fault-tolerant control of multiphase machines;

I believe that the chapters published in this book, written by the world’s leading re-

searchers in the field, will provide a further impetus to the developments in the field, stim-

ulating new research endeavours in an area that will likely increase in importance in the

forthcoming years.
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Chapter 1

Current and Voltage Control of AC Power Electronic

Converters in Microgrids

Diego Pérez-Estévez and Jesús Doval-Gandoy∗

CINTECX, Universidade de Vigo,

Applied Power Electronics Technology Research Group (APET),

Vigo, Spain

Abstract

Electrical grids are becoming more complex due to an increasing penetration of

distributed power generation systems (DPGSs). Examples of DPGSs include renew-

able energy sources such as small water turbines, solar photovoltaic, wind turbines,

and small non-renewable sources like engine generators, gas turbines and, fuel cells.

DPGSs provide some advantages compared to a traditional system with a cen-

tralized generation of electric power. These technologies place generation close to

demand. This improves power quality, reduces feeder losses, and improves the regula-

tion of local voltages. Moreover, it also enhances local reliability due to a decentralized

generation structure combined with an effective integration of renewable sources.

Nonetheless, DPGSs also pose some challenges that should be addressed for a safe

and efficient operation of the power grid. As the number of DPGSs that are connected

increases, the grid becomes more difficult to control. Such problem is caused by the

interaction between parallel energy sources with variable dispatch times and intermit-

tent production. Therefore, new algorithms should be developed to control the power

balance and to protect the distributed sources. In order to address this problem, the

concept of microgrid (MG) arises.

A MG is a collection of local loads and generators that are coordinated in a decen-

tralized way. The utility sees the MG as a single cell of the power system that behaves

as a single producer or load; therefore, it reduces the control burden on the grid.

In order to effectively integrate the different types of sources and energy stor-

age systems in a MG, power-electronic equipment is typically used. In particular,

VSCs are commonly employed in the interface between the different elements that

conform the MG due to their flexibility. They permit to regulate the output volt-

age and balance the power sharing by controlling both the magnitude and phase of

their output voltage. Depending on the electrical variables regulated by the voltage

∗Corresponding Author’s Email: jdoval@uvigo.es.

In: Power Electronic Converters and Induction Motor Drives 

Editors: Jorge Rodas 

ISBN: 978-1-68507-950-5 

© 2022 Nova Science Publishers, Inc. 
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source converters (VSCs), two different modes of operations are possible, namely,

grid-following converter (GFLC) and grid-forming converter (GFMC). On the one

hand, GFLCs usually behave as ideal current sources and they do not provide signifi-

cant grid support in terms of grid voltage and grid frequency regulation. On the other

hand, GFMCs can provide grid support when connected to a weak grid by regulat-

ing the voltage at the point of common coupling (PCC). These chapters focus on the

design of high-performance current and voltage regulators for the control of power

converters in a MG. The contents presented in these chapters have been published in

seven articles in JCR-indexed journals [2, 1, 8, 4, 5, 6, 7] and have also been pre-

sented in six communications to the IEEE Energy Conversion Congress and Exposi-

tion (ECCE) [10, 9, 11, 12, 3, 13].

Keywords: power converters, current controller, voltage controller, finite control set (FCS),

L filter, LC filter, LCL filter, harmonics, disturbance observers, resonant frequency, Bode’s

sensitivity integral, robustness

1. Introduction

1.1. Motivation and Objectives

Electrical grids are becoming more complex due to the increasing penetration of distributed

power generation systems (DPGSs). Examples of DPGSs include renewable energy sources

such as small water turbines, solar photovoltaic (PV), wind turbines (WTs), and small non-

renewable sources like engine generators, gas turbines and, fuel cells.

DPGSs provide some advantages compared to a traditional system with a centralized

generation of electric power. These technologies place generation close to demand. This

improves power quality, reduces feeder losses, and improves the regulation of local volt-

ages. Moreover, it also enhances local reliability due to a decentralized generation structure

combined with an effective integration of renewable sources. Nonetheless, DPGSs also

introduce some challenges that should be addressed for a safe and efficient operation of

the power grid. As the number of DPGSs that are connected increases, the grid becomes

more difficult to control. Such problem is caused by the interaction between parallel energy

sources with variable dispatch times and intermittent production. Therefore, new algorithms

should be developed to control the power balance and to protect the distributed sources. In

order to address this problem, the concept of microgrid (MG) arises.

A MG is a collection of local loads and generators that are coordinated in a decentralized

way. The utility sees the MG as a single cell of the power system that behaves as a single

producer or load; therefore, it reduces the control burden on the grid.

The MG can operate in two different modes, namely, connected to the distribution net-

work or in islanded mode. Examples of islanded MGs can be found in avionics, automotive,

marine, and rural areas. During islanded mode, the MG should be able to track the time-

varying demand of local loads. Since the local generators usually have a slow response

and they are inertia-less, MGs that operate in islanded mode frequently contain additional

energy storage systems in order to alleviate variations in demand and supply.

In order to effectively integrate the different types of sources and energy storage systems

in a MG, power-electronic equipment is typically used. In particular, VSCs are commonly

employed in the interface between the different elements that conform the MG due to their
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flexibility. They permit to regulate the output voltage and balance the power sharing by

controlling both the magnitude and phase of their output voltage. Depending on the elec-

trical variables regulated by the voltage source converters (VSCs), two different modes of

operations are possible, namely, grid-following converter (GFLC) and grid-forming con-

verter (GFMC). On the one hand, GFLCs usually behave as ideal current sources and they

do not provide significant grid support in terms of grid voltage and grid frequency regula-

tion. On the other hand, GFMCs can provide grid support when connected to a weak grid

by regulating the voltage at the PCC.

Nevertheless, as the number of distributed sources increases, it becomes more diffi-

cult to achieve a reliable voltage regulation and an adequate power sharing. Systems with

conventional droop control loops can undergo voltage and power oscillations. In order to

mitigate these problems, the control of a MG is organized into three levels [14], namely, the

primary, secondary, and tertiary control.

The primary control contains the lowest level algorithms, which comprise the local

voltage and current loops. This level determines the stability and the bandwidth of the whole

system. The objective of this chapter is to improve the performance of the primary control

in a MG by developing new voltage and current controllers that enhance the robustness and

speed of the system. These controllers provide a solid foundation upon which the higher

levels are being built.

The secondary control generates electrical references in the MG and ensures that they

are within the required values. This level generates the voltage and current references that

command the primary control. It is also responsible for synchronizing the MG with the

distribution system during the transition from islanded to grid-connected mode. Finally, the

tertiary control regulates the energy-production level and the power flow between the MG

and the grid.

1.2. State of the Art

A wide variety of methods have been used in the primary control of a voltage source con-

verters (VSCs). The aim of this introduction is to present a review of the most commonly

adopted current and voltage control methods and to explain their advantages and limitations

when they are implemented in a microgrid (MG).

The most common approaches use techniques from classical linear control, modern lin-

ear control, nonlinear control, adaptive control, robust control, and model predictive con-

trol. Among the different methods, linear controllers are the most commonly adopted so-

lutions for the primary control of a voltage source converters (VSCs) because, in a MG,

both the physical plant and the most common types of disturbances are usually effectively

represented by linear models. Moreover, compared to non-linear control structures, linear

methods offer a wider range of mathematical tools for analysis, which allow to determine

the stability, the performance, and the robustness under different conditions. Due to this ad-

vantages, linear controllers are particularly suited for this type of application. This chapter

focuses on the design of linear controllers for the primary control of power converters in a

MG.

Before presenting the different types of controllers used in the primary control of a

power converter, a brief description of the most commonly installed filters is detailed in
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the next section. The three types of coupling filters that are commonly used in a MG

are presented, namely, the L, LC, and LCL filter. A special emphasis is placed in the

case of the LCL filter, which is used in most of the current controllers presented in this

chapter. Next, the previously proposed current and voltage controllers are described and

their limitations are indicated. In particular, proportional-resonant (PR) and proportional-

integral (PI) controllers are studied in detail because they are the most commonly adopted

type of controller in these applications.

vdc

VSC

Local

load

AC voltage

controller

v
∗

C vC,abc

Firing signals

LC filter

Figure 1. A voltage source converters (VSCs) that operates in stand alone mode feeding

some local loads through an LC filter.

1.2.1. Coupling Filters Used in Microgrids

A voltage source converters (VSCs) that operates in stand-alone mode or as a grid-tied in-

verter requires a coupling filter in order to be connected to the grid or to feed some local

loads. This filter attenuates the high-frequency switching noise that the voltage source con-

verters (VSCs) generates and provides a voltage with a low distortion at the PCC. Nonethe-

less, the type of coupling filter installed in a power converter also influences the perfor-

mance of the converter itself and can cause instability or accentuate undesirable interac-

tions, such as resonances, between the different elements that conform the MG. Therefore,

a thorough understanding of the characteristics of the coupling filter installed is key to un-

derstand the performance of any primary control in a voltage source converters (VSCs).

Different filter topologies can be used. Commonly, during stand-alone operation, an LC

filter is installed, cf. Figure 1, whereas a grid-tied inverter typically uses an L or an LCL

filter. Figure 2 shows an a grid-tied voltage source converters (VSCs) that is coupled to

the grid using an LCL filter. The parameters L1, L2, and C represent the reactive elements

of the LCL filter; R1, R2, and Rc model the equivalent series resistances of the filter (R2

also includes the equivalent loss resistance of the voltage source converters (VSCs) [15]);

u′
d,abc is the voltage source converters (VSCs) output voltage; i1,abc, i2,abc, and vabc are the

LCL-filter state variables (the grid-side current, the converter-side current, and the capacitor

voltage, respectively); vg,abc is the grid voltage at the PCC; and i∗1,dq denotes the grid-side

current reference in the direct quadrature (dq) frame.

Compared to an L filter, an LCL filter can offer a higher attenuation slope with a smaller

size because LCL filters attenuate the grid-side current with a slope of 60 dB per decade
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above its resonant frequency, cf. Figure 3. Nonetheless, a voltage source converters (VSCs)

with an LCL filter is more difficult to control because it has higher-order dynamics com-

pared to a system with an L filter. Moreover, such dynamics contain lightly damped poles

placed at the resonant frequency of the LCL filter, which can cause instability and degrade

the robustness to plant parameter variations and disturbances such as low-order grid voltage

harmonics.

In order to mitigate these problems, a current controller is required to control the op-

eration of a grid-tied inverter with an LCL filter. Different current control strategies have

been published in the literature. In the following, a review of the different current controller

types is presented.

vdc

vC,abc

L2

i2,abcu
′

d,abc

R2 L1

i1,abc

R1

PCC

Rg

Lg

vg

Rc

C

Zg

Grid-side

current controller
i
∗

1,dq

i1,abc

vg,abc

Firing

signals

Figure 2. A grid-tied voltage source converters (VSCs) with an LCL filter and grid-side

current controller.

1.2.2. Current-Control Techniques in Microgrids

The primary control in a power converter regulates the current and voltage at the output of

the power converter according to a reference. In the case of a grid-tied VSCs with an LCL

filter, two different variables are commonly controlled, namely, the converter-side current

i2,abc and the grid-side current i1,abc, cf. Figure 2. In this chapter, the grid-side current is

always the variable that is controlled. This choice allows to control more accurately the

power delivered to the grid compared to a converter-current controller.

Various current controllers for grid-tied VSCs with LCL filter capable of eliminating

low-order harmonics in the grid-side current have been proposed in the literature. Accord-

ing to the modulation strategy employed, the current controllers can be classified as direct

controllers [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 6, 26, 27, 28, 7] or pulse width modulator

(PWM)-based controllers [29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 43, 44, 45].

Direct controllers use a finite control set (FCS) operation, i.e., they directly generate the

firing signals that command the voltage source converters (VSCs), whereas PWM-based

controllers require an additional modulation stage that converts the continuous controller

reference voltage to a suitable sequence of voltage source converters (VSCs) switching

states.
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Among, the PWM-based designs, some of the proposed solutions use techniques from

modern control theory [29, 44] or sophisticated feedforward schemes [30, 31]; however,

conventional proportional-integral (PI) [32, 33, 34, 35] and proportional-resonant (PR) [36,

38, 37, 39, 40, 41, 43] controllers placed in different frames (so as to selectively target the

desired harmonics) are the most commonly adopted solutions in the literature.

L1

5 mH

i1

u
′

d
vg

L filter

(a)

L2

2.5 mH

C15 µF

L1

2.5 mH

i1

u
′

d
vg

LCL filter

(b)

fres
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[

i 1
u
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−
v
g

]

(◦
)

LCL filter

L filter

(c)

Figure 3. Examples of coupling filters. (a) L filter. (b) LCL filter. (c) Grid current i1
attenuation provided by an L and an LCL filter.

A common problem of any linear feedback controller is the existence of a tradeoff

between the the disturbance-rejection capability and the robustness to plant parameter vari-

ations. An example of such limitation is a repetitive controller [45]. This type of controller

completely eliminates any periodic disturbance because it contains a resonant action (infi-

nite gain) at the fundamental frequency of the disturbance and at all its harmonics. Nonethe-

less, such design results in a low robustness to plant parameter variations; therefore, prac-

tical implementations often have to limit the gain of the resonant action and consequently

reduce the disturbance rejection capability.
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Another common problem of some linear controllers, such as PI and proportional-

resonant (PR), is the existence of a tradeoff between the reference-tracking and the

disturbance-rejection capability during transients [40]: if the reference tracking is improved

by a change in the controller gains, then the disturbance rejection worsens (and vice versa).

A clear example of such limitation is a dead-beat controller [46]. This type of controller

places the closed loop poles of the system at the origin of the z plane. Therefore, the re-

sponse from its reference input to its output is equivalent to a delay of Tsn, where Ts is the

sampling period and n is the number of poles of the system. Nevertheless, this extremely

fast response to commands gives a low robustness to voltage disturbances and plant model

variations, which limits its application to low-order plant models such as a voltage source

converters (VSCs) with an L filter and an embedded controller with negligible computation

delay [46].

Practical designs usually reach a compromise between these trade-offs. PI and

proportional-resonant (PR) controllers, which are the most popular solutions, eliminate

a disturbance at a certain frequency by tuning their resonant (or integral) action at such

frequency. In this manner, the designer adjusts the balance between robustness and

disturbance-rejection capability by changing the number of PI and proportional-resonant

(PR) controllers in the feedback loop. Nonetheless, these type of controllers do not have

enough degrees of freedom to completely control the dynamics of high-order plant that

includes an LCL filter and computation and modulation delays. The work in [47] stud-

ies the stability of conventional PI controllers when they control the grid-side current in a

grid-tied inverter with an LCL filter. Three regions of controller operation have been iden-

tified, namely, a low resonant frequency region where a conventional controller is unstable,

a high resonant frequency region where stable operation is achieved, and a critical resonant

frequency (one-sixth of the sampling frequency fs) at which the system will be unstable

irrespective of the tuning of the controller, cf. Figure 4. Thus, these controllers usually

include ad hoc changes in their structure to improve the reference-tracking response, the

robustness to plant parameter variations, or simply to become stable with a particular set of

LCL filter parameter values and sampling frequency. This bespoke changes are usually re-

ferred as delay compensation schemes [48], active damping methods [49, 50, 51], or virtual

impedance terms [52, 53].

In the following some of the previously described limitations are explained in detail

by studying the output impedance of a grid-tied inverter that uses a classical proportional-

resonant (PR) controller.

1.2.3. Limitations of Current-Control Techniques in Microgrids

An ideal current source generates a current that is independent of the voltage changes across

it, i.e., the output impedance of an ideal current source is infinite. Although, no physical

current source is ideal, A designer can assess the quality of a real current source, such as a

grid-tied inverter, by comparing its output impedance with that of an ideal source.

The output impedance of a grid-tied inverter is determined by two factors, namely, a

hardware and a software factor. The hardware factor is the type of output filter installed.

Figure 5a shows a diagram of a grid-tied inverter with an LCL filter in an open-loop con-

figuration, e.g., when no feedback control is implemented. In such condition, the voltage
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fres =
1

2π
√

(L1//L2)C
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i 1 u
′ d
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(d
B
)

Figure 4. Regions of active damping control for LCL filters [47].

source converters (VSCs) behaves like a voltage source and the output impedance of the

inverter is only determined by the reactive values of the LCL filter. Therefore, the resultant

output impedance value is

Zol
out = −

vPCC

i1
= (ZL2//ZC) + ZL1, (1)

where Z1, Z2, and Zc are the impedances of the reactive elements, including losses:

Z1 = sL1 + R1, Z2 = sL2 + R2, Zc = 1/(sC) + Rc. (2)

Figure 5b illustrates the magnitude of the output impedance as a function of frequency.

As shown, the output impedance is low at the main low-order grid-harmonic frequencies.

Moreover, at the resonant frequency of the LCL filter, the output frequency is close to zero.

Hence, a small disturbance in such frequency regions causes a large grid-side current error.

In order to change this undesirable response, grid-tied inverters commonly implement one

of the previously presented closed-loop current-control strategies. Current-controlled VSCs

present important advantages over open-loop VSCs. A current feedback loop permits to

attenuate or remove the effect of disturbances on the system. Examples of disturbances that

affect a voltage source converters (VSCs) that operates in a MG are low-order harmonics

or voltage transients, such as sags, in the grid voltage. This characteristic is frequently

denominated in the literature as virtual impedance or output impedance shaping [53].

In this manner, the second factor that determines the output impedance of a grid-tied

inverter is the type of current controller installed. An important advantage of closed-loop

controllers is that they can improve the dynamics of the grid-tied inverter by accurately

controlling the current waveforms. Furthermore, they provides overload rejection and peak-

current protection. In the case of a voltage source converters (VSCs) with an LCL filter,

all these characteristics are commonly referred as the active damping capability of the con-

troller.

Nonetheless, closed-loop controllers also impose some challenges to the designers of

electrical power systems. A feedback loop can reduce the system stability, induce oscilla-

tions, or affect the robustness against electrical parameter variations in the MG, such as the
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Figure 5. Output impedance of a voltage source converters (VSCs) with an LCL filter in an

open-loop configuration. a Circuit diagram. b Change in the output impedance when the

filter inductance is doubled and the filter capacitance is halved and vice versa.

grid impedance. In order to avoid these problems, closed-loop controllers are often tuned

for a particular condition in which they operate. This typically includes the type of filter or

coupling impedance and the impedance seen at the PCC.

The active damping capability, the output impedance shaping or virtual impedance, and

the robustness to parameter variations: all these properties of a controller can be quickly

assessed by analyzing its sensitivity function. The sensitivity function S(f) of the system is

a transfer function that shows how the controller responds to disturbances [54]. It indicates

how much the controller modifies (amplifies or attenuates) the effect of disturbances on the

grid-side current with respect to the open-loop response:

S(f) =
i1
do

, (3)

where do is a disturbance in the grid-side current. Examples of disturbances are low-

order grid voltage harmonics vh
g , voltage source converters (VSCs) nonlinearities, and plant

model mismatches.
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Figure 6. Clasical current controller structure and nominal model of the physical plant in

the αβ frame.

Such attenuation or amplification of disturbances in the grid-side current correspond to

a change in the output impedance of the grid-tied inverter caused by the current-controller.

The new output impedance when a closed-loop controller is installed is

Zcl
out,cc =

Zol
out

S
, (4)

Although it may seem that a designer can arbitrarily shape the output impedance of a

grid-tied inverter by choosing the appropriate sensitivity function, in reality there are some

constraints that limit this choice if a stable and robust system should be obtained. This

constraints are presented in detail in later sections. Now, in order to illustrate this fact, an

analysis of a grid-tied inverter is presented in the following.

Figure 6 shows a block diagram that depicts a system composed of a conventional

proportional-resonant (PR) controller and a model of the physical plant. The physical plant

model represents a voltage source converters (VSCs), an LCL filter, and it includes the ef-

fect of the PWM and computational delays. The selected current controller is a classical

proportional-resonant (PR) controller with a delay compensation term φ′. The resonant part

RC±1 is tuned at the grid frequency ±fg : It operates in the αβ frame and it is discretized

with an impulse invariant method and a sampling period of value Ts:

GRC = kp,i + kr,iTs
cos (φ′)− z−1cos (φ′ − ωgTs)

1− 2z−1cos (ωgTs) + z−2

︸ ︷︷ ︸
RC±1

. (5)

The tuning of the controller gains kp,i and kr,i and the parameter φ′ was performed accord-

ing to [37].

Although different tuning options are possible, classical resonant controllers (RCs) do

not have enough order (they are second-order transfer functions) to completely control the

dynamics of such a relatively high-order plant model that comprises an LCL filter model

plus the computation and modulation delays (one and a half samples, respectively [15]). In
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other words, this type of controller cannot arbitrarily establish the position of the closed-

loop poles of the system, because their locations depend on the LCL filter installed.

The stability of classical controllers was analyzed in [47], where a threshold was found

for the resonant frequency of the LCL filter: fs/6 (with fs being the sampling frequency).

Such critical frequency value determines the region where an additional damping mech-

anism is necessary just to achieve stability. When the grid-side current is controlled, the

frequency region where conventional resonant controllers are unstable is below fs/6 [47].

Since the resonant frequency of the LCL filter in this setup is below one sixth of the sam-

pling frequency (fres < 1/6fs), the system is stable.

Figure 7 shows the sensitivity function S of the system illustrated in Figure 6 with the

setup parameters indicated in Tables 1 and 2 and without considering the effect of the grid

impedance (Zg is assumed to be zero). It should be noticed that this transfer function deter-

mines the performance of the system because it shapes the output impedance of the current

controller according to (4). As expected, at the fundamental grid frequency S tends to zero,

hence Zcl
out becomes infinity, e.g., the grid-tied inverter completely eliminates steady-state

errors at such frequency. Furthermore, this controller successfully damps the resonance

of the LCL filter (S < 1); nevertheless, it creates a new resonance at a lower frequency

(S = 8.1). This problem occurs because a low-order controller, such as a proportional-

resonant (PR) controller, does not have enough degrees of freedom to completely control

the high-order dynamics of a physical plant composed of an LCL filter plus a computation

and a modulation delay.

If the number of resonant controllers is increased so as to also obtain zero steady-state

error at a set of grid frequency harmonics, this problem is augmented due to the additional

dynamics introduced in the system by the resonant poles of the proportional-resonant (PR)

controllers. Figure 8 shows the sensitivity function S of the previous system when three

proportional-resonant (PR) controller are used. One controller operates in a stationary ref-

erence frame and is tuned at the fundamental grid frequency±fg . The other two controllers

operate in a synchronous frame that tracks the positive sequence of the fundamental grid fre-

quency and they are tuned at the sixth and twelfth harmonics. As illustrated, new resonant

peaks appear in the sensitivity function of the system, which introduce new low-damping

(or resonant) frequencies in the system. Moreover, the designer cannot effectively modify

the bandwidth of the low-sensitivity regions (blue areas), which determine the disturbance-

rejection bandwidth of the controller.

Since this problems are caused by the high-order dynamics in a system composed by a

grid-tied inverter with an LCL filter, other types of commonly used current controllers that

were presented in Section 1.2.4 also present these limitations.

1.2.4. Voltage-Control Techniques in Microgrids

microgrid (MG) that operates in islanded mode or connected to a weak grid require a volt-

age controller to regulate the ac voltages within the MG. In order to regulate the ac voltage,

a power converters with an LC filter can be used. This converter topology commonly im-

plements a double-loop [55, 56] or a single-loop control structure [52] in their primary

control.

On the one hand, double-loop structures provide a stable system using simple (low-
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−
1
1
f
o

−
5
f
o

+
7
f
o

+
1
3
f
o

|Smax| = 8.1

−
1
7
f
o

−
2
3
f
o

−
3
0
f
o

+
3
1
f
o

+
2
5
f
o

+
1
9
f
o

A single PR controller tuned at ±fg

−fs/2 -2 k -1.5 k -500−fres 0 fres0.5 k 1.5 k 2 k fs/2

−3

−2

−1

0

1

2

Frequency (Hz)

ln
|
S
(f
)|

Figure 7. Graphical interpretation of the Bode integral for a voltage source converters

(VSCs) with an LCL filter and a single proportional-resonant (PR) controller tuned at the

fundamental grid frequency fg.

−
1
1
f
o

−
5
f
o

+
7
f
o

+
1
3
f
o

|Smax| = 8.6

−
1
7
f
o

−
2
3
f
o

−
3
0
f
o

+
3
1
f
o

+
2
5
f
o

+
1
9
f
o

Three PR controllers tuned at ±fg, at −5fg and +7fg, and at −11fg and +13fg

−fs/2 -2 k -1.5 k -500−fres 0 fres0.5 k 1.5 k 2 k fs/2

−3

−2

−1

0

1

2

Frequency (Hz)

ln
|
S
(f
)|

Figure 8. Graphical interpretation of the Bode integral for a voltage source converters

(VSCs) with an LCL filter and three proportional-resonant (PR) controller. One controller

operates in a stationary reference frame and is tuned at the fundamental grid frequency±fg .

The other two controllers operate in a synchronous frame that tracks the positive sequence

of the fundamental grid frequency and they are tuned at the sixth and twelfth harmonics.

order) proportional-integral (PI) or proportional-resonant (PR) controllers because they di-

vide the plant model into two parts. An inner current controller assumes the plant consists of

an L filter and a computation and modulation delay, whereas the outer voltage loop mainly

sees a capacitive plant in the low-frequency range where it operates. Nevertheless, double

loop controllers have stability problems when controlling frequency components close or

above the critical frequency (fs/6), where fs denotes the sampling frequency [57].
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Table 1. Setup Parameters, cf. Fig 6

Base values

Nominal power Pbase 10 kW

Phase voltage Vbase 230 V

Nominal current Ibase 14.5 A

Grid frequency fg 50 Hz

LCL filter

Grid-side inductance L1 3.75 mH (7.4 %)

Converter-side inductance L2 3.75 mH (7.4 %)

Filter capacitance C 15µ F (7.4 %)

Filter resonance fres 950 Hz

ESRs

Grid-side ESR R1 0.5Ω (3.0 %)

Converter-side ESR R2 1.0Ω (6.0 %)

Capacitor ESR RC 0.1Ω (0.6 %)

Table 2. Controller Parameters

Classical Current Controller, cf. Fig 6

Sampling frequency fs 5 kHz

Proportional gain kp,i 9.2

Resonant gain kr,i 1154.7
Delay compensation φ′ 0.57

On the other hand, single loop structures with classical transfer-function-based con-

trollers [58] offer a simple design process. Nevertheless, they lack the flexibility, modu-

larity and robustness to parameter variations of double-loop controllers [59]. Moreover,

they usually need to measure additional variables, such as the converter current for protec-

tion against a short circuit or the capacitor current to achieve stability [52]. In particular,

a single-loop controller cannot stabilize the system when the resonant frequency of the LC

filter is less than one-fourth of the sampling frequency [60]. For these reasons, a multiloop

structure is typically adopted.

Concerning the type of controller, transfer-function-based (classical) solutions are pop-

ular within the literature. The voltage loop typically contains proportional-resonant (PR) or

synchronous reference frame (SRF)-PI controllers so as to remove the error in the output

voltage at the fundamental frequency and at the main low-order harmonics under different

loads [52]. The current loop usually contains a simple P controller [56] in order to reach a
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high bandwidth and obtain a good decoupling between the two loops. Nevertheless, these

solutions do not optimize the performance of the voltage controller in terms of the achiev-

able bandwidth or the robustness against a large variation in the load impedance.

Alternatively to these classical solutions, state-space controllers from modern control

theory have proven to be an interesting option that offers a high robustness [61, 62, 63].

Such robustness is convenient during grid-connected mode or during parallel operation be-

cause, in this conditions, the power converter experiences large variations in the impedance

seen at its output. This impedance [64], which is the parallel equivalent of the load

impedance and the grid coupling impedance, can achieve very low values and cause in-

stability in the power converter if the controller cannot cope with such large plant model

change.

Although a stable operation is always a mandatory requirement, practical implementa-

tions often need additional performance improvements, such as low steady-state error and

fast disturbance rejection. The voltage controller presented in [62] incorporates an inte-

gral action to remove steady-state error at the fundamental output frequency. In [61], a

voltage controller is designed using a pole-placement technique which results in fast dy-

namics. Such design [61] provides a stable operation in parallel configurations with a grid

impedance down to short circuits and intermodule coupling impedances as low as 1%. The

solution presented in [63] uses a pole-placement strategy and improves the speed of the

reference tracking performance compared to transfer-function-based controllers.

1.2.5. Limitations of Voltage-Control Techniques in Microgrids

Voltage controllers in a MG can operate in two different modes of operation, namely, in

stand-alone or in grid-connected mode. During stand-alone operation, the voltage con-

troller regulates the ac voltage applied to local loads within the MG whereas, during grid-

connected mode, the voltage controller adjusts the output voltage according to a reference

provided by a droop control.

In order to achieve a good regulation, a voltage controller tries to reduce the output

impedance of the power converter. Although this objective is the opposite of that of a

current controller, the same study based on the sensitivity function of the system can be

carried out in order to assess the performance and limitations of previous proposals.

In this application, the sensitivity function S(f), which is the transfer function that

shows how the controller responds to disturbances [54], indicates how much the voltage

controller modifies (amplifies or attenuates) the effect of disturbances on the capacitor volt-

age dvC
with respect to the open-loop response:

S(f) =
vC

dvC

, (6)

Examples of disturbances that cause a voltage disturbance in the capacitor voltage dvC
are

low-order load current harmonics iho , voltage source converters (VSCs) nonlinearities, and

plant model mismatches.

Such attenuation or amplification of disturbances corresponds to a change in the out-

put impedance of the power converter caused by the voltage-controller. The new output

impedance when the closed-loop controller is installed is

Zcl
out,vc = SZol

out. (7)
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Ideally, the voltage controller should provide a zero sensitivity (zero output impedance)

at all frequencies. This would cancel any disturbances and ensure a zero steady-state error

in the output voltage. Nonetheless, classical control structures, such as Figure 9, do not have

enough degrees of freedom to completely control the shape of the sensitivity function S(f)

and change the output impedance according to a design specification. Figure 10 shows the

magnitude of S(f) in a logarithmic scale (the reason for such representation will become

clear in Section 6). For the moment, it suffices to realize that the blue sections indicate

frequency regions where the controller improves the open-loop response of the system (S <
1) and the red portions correspond to frequency ranges where the controller worsens the

response of the system (S > 1) with respect to the open-loop response.

As expected from the three resonant controllers, the sensitivity (and the output

impedance), cf. (7), are zero at the nominal output frequency ±fo and at its main low-

order harmonics, ±5 and ±7. Nevertheless, around these frequencies, S quickly increases.

This yields a low disturbance rejection bandwidth and introduces new resonances in the

system.

Classical transfer-function-based designs, such as [56], vary their performance depend-

ing on the particular plant parameters. If the resonant frequency of the LC filter or the

sampling frequency are changed, S(f) varies in an uncontrolled manner. Figure 11 shows

the sensitivity of the classical controller shown in Figure 9 when the sampling frequency fs

is increased or reduced by a factor of two.

On the one hand, if the sampling frequency is changed from a single-update (fs = 10
kHz) to a double-update strategy (fs = 20 kHz), the performance of the power converter

is significantly degraded, cf. Figure 11. This degradation is not originated by a physical

limitation and it exposes a limitation of conventional PI and proportional-resonant (PR)

controllers when they regulate a high order-plant. On the other hand, if the sampling fre-

quency is reduced to 5 kHz, then the system becomes unstable. Due to these limitations, it

becomes clear that an improved controller is required for this application.

1.3. Contents of This Chapter

The work in this chapter is divided into seven main sections. The first five sections present

current and voltage controllers for voltage source converters (VSCs) with a pulse width

modulator (PWM). In particular, the first four sections propose current controllers for grid-

tied inverters with an LCL filter and the fifth section presents a voltage controller that can

operate both in stand-alone and grid-connected mode. The last two main sections present

two direct current controllers. The first one uses a noise-shaping design and the second

is based on model predictive controller (MPC) theory. A final section summarizes the

conclusions of this chapter.

1.3.1. Enhanced Resonant Current Controller for Grid-Connected Converters with

LCL Filter

This section presents an enhanced current resonant controller (RC) for grid-connected con-

verters with LCL filter. The proposed controller is designed in a systematic way and gives a

consistent (in agreement with the design) and fast transient response (using all the available

bandwidth), with low controller effort, no overshoot, and a good robustness to disturbances
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and variations in the grid impedance, which makes it particularly suitable for operation in a

weak grid. Contrarily to classical PI or proportional-resonant (PR) controllers, the proposal

provides a stable operation irrespectively of the ratio of LCL-filter resonant frequency to
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sampling frequency used, without adding an extra active damping method.

The mathematical background of the presented current controller is based on a direct

pole-placement strategy from the classical control theory (using transfer functions). Com-

pared to state-space controllers that use modern control theory [1], this traditional control

structure results in a simpler design process and a lower computational load. Since transfer

function control theory is typically used in the field of current controllers in power appli-

cations, this solution is particularly valuable for practicing power-electronic engineers or

researchers.

1.3.2. Positive- and Negative-Sequence Current Controller with Direct Discrete-

Time Pole Placement for Grid-Tied Converters with LCL Filter

This section presents a grid-side current controller for grid-tied converters with LCL fil-

ter that is able to control both positive and negative sequences of the fundamental grid

frequency. Compared to a classical controller, the control structure used in this section

(state-command structure) provides a better response to reference tracking than the struc-

ture typically used with transfer function design (output-error-command structure), where

the controller is placed in the direct path between the reference and the plant input. More-

over, a state-command structure automatically eliminates wind-up problems in the current

controller when the voltage source converters (VSCs) is commanded with a reference that

cannot be achieved; hence an antiwind-up mechanism need not be implemented.

The presented current controller uses a direct pole-placement strategy from the state-

space theory. Placing the poles in the specified locations results in a predictable and fast

transient response, with low controller effort and no overshoot, and a good robustness to

disturbances. In this manner, the reference-tracking and the disturbance-rejection capabili-

ties, as well as the controller effort, do not depend on the LCL-filter resonance and sampling

frequency used, when the design is performed according to the real values.

The state-space structure employed in this section constitutes the foundation of the

mathematical background used in the following sections. In later sections, this control

structure from modern control theory is further elaborated using different types of observers

and plant models. This systematic design process simplifies the presentation and improves

the continuity and interconnection between sections.

1.3.3. Generalized Multi-Frequency Current Controller for Grid-Connected

Converters with LCL Filter

The contribution of this section is a grid-side current controller for grid-tied inverters with

LCL filter that includes harmonic current elimination. Similarly to the previously presented

current controllers, the proposal only measures the grid current and voltage and it com-

bines excellent dynamic characteristics with good robustness. The response to reference

commands is completely damped and fast. The reference tracking bandwidth is set in ac-

cordance with the low-pass characteristic of the LCL filter so as to limit the control effort.

Contrarily to previously proposed harmonic-current controllers, the controller offers an in-

finite impedance to any disturbances (such as grid voltage harmonics) at a set of arbitrarily

specified frequencies. This allows the designer to eliminate all the undesired current har-

monics with a simple design process.
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The presented solution offers a generalized method that gives a consistent (with minimal

variation in the reference-tracking dynamics) and stable performance irrespectively of the

number of current harmonics to be canceled and of the resonant frequency of the LCL filter

(provided that it is lower than the Nyquist frequency). In addition, the performance of

the presented controller is evaluated in terms of a fundamental tradeoff that exists between

robustness to variations in the grid impedance and the number of frequency components

rejected. This is a fundamental constraint that all linear current controllers must meet and

it can be used to assess the performance of any current controller.

1.3.4. Grid-Tied Inverter with AC-Voltage Sensorless Synchronization

and Soft-Start

This section presents a novel grid synchronization method which requires minimal com-

putational load and provides a fast and accurate estimation of the grid voltage when con-

nected to a weak grid. The presented synchronization method selectively tracks the positive

sequence of the grid voltage in an unbalanced and distorted three-phase grid.

Contrarily to a phase-locked loop (PLL), the presented scheme does not require to mea-

sure the grid voltage, which could affect the performance when connected to a weak grid

because the voltage at the point of common coupling (PCC) can be different from the grid

voltage depending on the grid-side current value. The proposed structure avoids this interac-

tion between the current controller and the synchronization mechanism, resulting in a more

robust system. Furthermore, it also removes the grid voltage feedforward. This improves

the stability and robustness of the current controller because it eliminates an additional path

for disturbances and noise to enter the system, a common problem of feedforward schemes.

The transient response is also improved compared to a controller that measures the voltage

at the PCC because there is no interaction between the current controller and the synchro-

nization scheme.

1.3.5. AC-Voltage Harmonic Control for Stand-Alone and Weak-Grid-Tied

Converter

This section proposes an ac voltage controller with a high robustness to changes in the plant

model. Plant model changes can occur due to LC filter parameter variations or when the

voltage source converters (VSCs) switches the mode of operation. The proposed controller

can operate with small load impedances and output power factors smaller than that of previ-

ously proposed controllers without significantly degrading the transient performance. This

ensures a robust operation when providing voltage support in a microgrid with distorted and

unbalanced voltage.

The indicated properties are maintained irrespectively of the LC filter installed or the

sampling frequency used, provided that overmodulation of the voltage source converters

(VSCs) is avoided and the resonant frequency of the LC filter is lower than the Nyquist

frequency of the digital controller. The design process offers a simple tuning and only

requires, as input parameters, the values of the LC filter elements, the sampling frequency,

and a set of frequencies where load-current circulation is expected.

Concerning the implementation, the presented controller only measures the output volt-

age; hence, it uses a single-loop structure with all the available bandwidth. An independent
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converter-current monitor provides short-circuit protection using the saturated PWM volt-

age reference and the measured output voltage.

1.3.6. A Finite-Control-Set Linear Current Controller with Fast Transient Response

and Low Switching Frequency for Grid-Tied Inverters

This section presents a linear current controller for a grid-tied inverter with L or LCL filter

that uses a FCS operation. Thanks to the FCS operation, the proposed controller provides a

very fast transient response, similarly to an FCS model predictive controller (MPC), while

needing a low switching frequency and a low computational load. Contrarily to MPC solu-

tions, the proposal uses a linear control structure. Such linear structure offers a straightfor-

ward implementation and stability assessment compared to an MPC, which usually requires

complex optimization algorithms and Lyapunov functions that are a field of study in its own

right. The proposal does not generate any switching or low-order harmonics. By design,

the switching noise is evenly spread at all frequencies instead of it being concentrated at

some harmonic frequencies like in the case of PWM-based controllers. This reduces the

risk of exciting resonances in the utility grid and facilitates the operation of multiple invert-

ers in parallel. In particular, the proposal is shown to achieve compliance with stringent grid

harmonic codes using an L filter in a multimegawatt application where previous proposals

required an LCL filter with the same total inductance.

1.3.7. A Model Predictive Current Controller with Improved Robustness Against

Measurement Noise and Plant Model Variations

This section improves the robustness of a finite control set (FCS)-

model predictive controller (MPC) for grid-tied inverters and motor drives applications

to plant parameter variations and noise, without reducing its bandwidth or affecting its

excellent transient response to disturbances and reference commands. The proposed

modification adds an observer to the MPC controller structure, which does not significantly

increase the computational burden on the embedded controller. Traditionally, observers

are employed to estimate unmeasured variables and cancel the effect of disturbances, but

this section employs the observer to estimate a measured variable, the converter output

current. This solution leverages the benefits of observers from linear controller theory in

order to remove undesired components in the measured current and improve the robustness

of the controller; hence it is a valuable solution for practicing power-electronic engineers

and researchers in the field of grid-tied inverters and motor drives due to its simplicity

compared to some advanced techniques often required in more complex MPC designs.

1.4. Nomenclature

Subscripts and Superscripts

abc Phase components in a three-phase reference frame.

αβ Alpha and beta components in a stationary reference frame. If the subscript in a

variable does not specify a reference frame, the ab frame is assumed.
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dq+ Direct and quadrature components in the synchronous reference frame (SRF) which

tracks the positive sequence of the grid voltage.

dq– Direct and quadrature components in the SRF which tracks the negative sequence of

the grid voltage.

ssim Simulated signal s.

xT Transpose of x.

r∗ Reference signal r.

x̂ Estimation of signal x.

Base Values

Ibase Nominal current.

fg Nominal grid frequency.

fo Nominal VSC output frequency.

Pbase Nominal power.

p.u. per unit.

Vbase Nominal voltage.

Zbase Base impedance.

ωg = 2πfg. Nominal grid frequency in radians.

Plant Model Variables

i1 Grid-side current.

i2 Converter-side current.

u
′

d PWM output voltage.

ud PWM reference voltage.

vC Capacitor voltage.

vdc DC-bus voltage.

vg Grid voltage.

v+
g Positive sequence of the grid voltage.

vPCC Voltage at the PCC.

w = w+ + w−5 + . . . + w+13. Input-equivalent voltage disturbance.
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wh Symmetrical component of w that is tuned the h-th harmonic of the grid fundamental

frequency.

x
dis(t) Continuous-time state vector of a disturbance model.

x
L(t) = [i1]

T Continuous-time state vector of an L filter.

xLC(t) = [vc i2]
T Continuous-time state vector of an LC filter.

x
LCL(t) = [i1 i2 vC ]T Continuous-time state vector of an LCL filter.

x
LC
cl (k) = [vc i2]

T Discrete-time state vector of a closed-loop system with an LC filter.

xLCL
cl (t) = [i1 i2 vC ]T Discrete-time state vector of a closed-loop system with an LCL filter.

xdis
d (k) Discrete-time state vector of a disturbance model.

xL
d (k) = [i1]

T Discrete-time state vector of an L filter.

xLC
d (k) = [vC i2]

T Discrete-time state vector of an LC filter.

xLCL
d (k) = [i1 i2 vc]

T Discrete-time state vector of an LCL filter.

xL
dd(k) = [i1 ud]

T Discrete-time state vector of an L filter and a one-sample computational

delay.

xLC
dd (k) = [vC i2 ud]

T Discrete-time state vector of an LC filter and a one-sample computa-

tional delay.

xLCL
dd (k) = [i1 i2 vc ud]

T Discrete-time state vector of an LCL filter and a one-sample com-

putational delay.

xLC
add(k) = [xLC

dd (k) r]T Discrete-time state vector of an LC filter and a one-sample compu-

tational delay augmented with a resonant disturbance model r.

xLCL
add (k) = [xLCL

dd (k) r]T Discrete-time state vector of an LCL filter and a one-sample com-

putational delay augmented with a resonant disturbance model r.

Plant Parameters

fres Resonant frequency in an LCL filter.

fsw Switching frequency of a VSC.

L1 Nominal inductance in an LC filter.

L1 Nominal grid-side inductance in an LCL filter.

Lr
1 Real grid-side inductance in an LCL filter.

L2 Nominal converter-side inductance in an LCL filter.

Lr
2 Real converter-side inductance in an LCL filter.
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Lg Grid inductance.

C Nominal capacitance in an LC or an LCL filter.

Cr Real capacitance in an LCL filter.

R1 Nominal grid-side equivalent series resistance (ESR) in an LCL filter.

Rr
1 Real grid-side ESR in an LCL filter.

R2 Nominal converter-side ESR in an LCL filter.

Rr
2 Real converter-side ESR in an LCL filter.

Rc Nominal capacitor ESR in an LCL filter.

Rr
c Real capacitor ESR in an LCL filter.

Rg Grid resistance.

Zg Grid impedance.

State-Space Model Parameters

AL State (or system) matrix of a continuous-time state-space model of an L filter.

ALC State (or system) matrix of a continuous-time state-space model of an LC filter.

ALCL State (or system) matrix of a continuous-time state-space model of an LCL filter.

Adis State (or system) matrix of a continuous-time state-space model of a disturbance.

ALC
cl State (or system) matrix of a discrete-time state-space model of a closed-loop system

with an LC filter.

ALCL
cl State (or system) matrix of a discrete-time state-space model of a closed-loop system

with an LCL filter.

AL
d State (or system) matrix of a discrete-time state-space model of an L filter.

ALC
d State (or system) matrix of a discrete-time state-space model of an LC filter.

ALCL
d State (or system) matrix of a discrete-time state-space model of an LCL filter.

Adis
d State (or system) matrix of a discrete-time state-space model of a disturbance.

AL
dd State (or system) matrix of a discrete-time state-space model of an L filter and a

one-sample computational delay.

ALC
dd State (or system) matrix of a discrete-time state-space model of an LC filter and a

one-sample computational delay.

ALCL
dd State (or system) matrix of a discrete-time state-space model of an LCL filter and a

one-sample computational delay.
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ALC
add State (or system) matrix of a discrete-time state-space model of an LC filter and a

one-sample computational delay augmented with a disturbance model r.

ALCL
add State (or system) matrix of a discrete-time state-space model of an LCL filter and a

one-sample computational delay augmented with a disturbance model r.

BL Input matrix of a continuous-time state-space model of an L filter.

BLC Input matrix of a continuous-time state-space model of an LC filter.

BLCL Input matrix of a continuous-time state-space model of an LCL filter.

BLC
cl Input matrix of a discrete-time state-space model of a closed-loop system with an LC

filter.

BLCL
cl Input matrix of a discrete-time state-space model of a closed-loop system with an

LCL filter.

Bdis
d Input matrix of a discrete-time state-space disturbance model.

BL
d Input matrix of a discrete-time state-space model of an L filter.

BLC
d Input matrix of a discrete-time state-space model of an LC filter.

BLCL
d Input matrix of a discrete-time state-space model of an LCL filter.

BL
dd Input matrix of a discrete-time state-space model of an L filter and a one-sample

computational delay.

BLC
dd Input matrix of a discrete-time state-space model of an LC filter and a one-sample

computational delay.

BLCL
dd Input matrix of a discrete-time state-space model of an LCL filter and a one-sample

computational delay.

BLC
add Input matrix of a discrete-time state-space model of an LC filter and a one-sample

computational delay augmented with a disturbance model r.

BLCL
add Input matrix of a discrete-time state-space model of an LCL filter and a one-sample

computational delay augmented with a disturbance model r.

CL Output matrix of a continuous-time state-space model of an L filter.

CLC Output matrix of a continuous-time state-space model of an LC filter.

CLCL Output matrix of a continuous-time state-space model of an LCL filter.

Cdis Output matrix of a continuous-time state-space model of a disturbance.

CLC
cl Output matrix of a discrete-time state-space model of a closed-loop system with an

LC filter.
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CLCL
cl Output matrix of a discrete-time state-space model of a closed-loop system with an

LCL filter.

CL
d Output matrix of a discrete-time state-space model of an L filter.

CLC
d Output matrix of a discrete-time state-space model of an LC filter.

CLCL
d Output matrix of a discrete-time state-space model of an LCL filter.

Cdis
d Output matrix of a discrete-time state-space model of a disturbance.

CL
dd Output matrix of a discrete-time state-space model of an L filter and a one-sample

computational delay.

CLC
dd Output matrix of a discrete-time state-space model of an LC filter and a one-sample

computational delay.

CLCL
dd Output matrix of a discrete-time state-space model of an LCL filter and a one-sample

computational delay.

CLC
add Output matrix of a discrete-time state-space model of an LC filter and a one-sample

computational delay augmented with a disturbance model r.

CLCL
add Output matrix of a discrete-time state-space model of an LCL filter and a one-sample

computational delay augmented with a disturbance model r.

In The identity matrix of size n.

Controller Variables

i∗1 Grid-side current reference.

θ Phase of the positive sequence of the grid voltage.

θerr θ̂ − θactual . Estimated phase error.

θPLL Phase calculated by a moving average filter (MAF)-based PLL.

θ̂ Estimated phase provided by a sensorless synchronization scheme.

u Controller output voltage.

usat Saturated controller output voltage.

v Nominal controller output voltage.

ŵ Estimated input-equivalent voltage disturbance.

x̂LC = [i1(t) i2(t) vc(t)]
T Continuous-time state vector of an LC filter.

x̂LC
d = [i1(k) i2(k) vc(k) ud(k)]T Discrete-time state vector of an LC filter.
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x̂LC
dd = [i1 i2 vc ud]

T Discrete-time state vector of an LC filter and a one-sample com-

putational delay.

x̂LC
add = [xLC

dd (k) r]T Discrete-time state vector of an LC filter and a one-sample compu-

tational delay augmented with a disturbance model r.

x̂LCL = [i1(t) i2(t) vc(t)]
T Continuous-time state vector of an LCL filter.

x̂LCL
d = [i1 i2 vC ]T Discrete-time state vector of an LCL filter.

x̂LCL
dd = [i1 i2 vc ud]

T Discrete-time state vector of an LCL filter and a one-sample com-

putational delay.

x̂LCL
add = [xLCL

dd (k) r]T Discrete-time state vector of an LCL filter and a one-sample com-

putational delay augmented with a disturbance model r.

Controller Parameters

fdom = ωdom/(2π). Reference-tracking bandwidth of the digital controller.

fs = 1/Ts. Sampling frequency of the digital controller.

fsz Frequency of the slow zeros in a grid-tied inverter with an enhanced resonant current

controller.

ζ Damping value of the resonant plant poles.

K+, K− Reference feedforward gains in an enhanced resonant current controller.

Kc Compensator gain.

Kf Reference feedforward gain.

Kff Grid feedforward gain.

Ko Observer gain.

N Measurement noise.

(picli ) Set of system closed-loop poles.

(pioli ) Set of system open-loop poles.

Q Process noise.

Ts = 1/fs. Sampling period of the digital controller.

(zi) Set of system zeros.
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Transfer Functions

C(z) Transfer function of a pole-placement controller.

CRC(z) Transfer function of a lossless resonant controller with unity gain tuned at the funda-

mental grid frequency.

GLC(s) = vC/u
′

d. Continuous-time transfer function that gives the ratio of the capacitor

voltage vC to the PWM output voltage u
′

d in a converter with an LC filter when no

other disturbances are considered.

GLCL(s) = i1/u
′

d. Continuous-time transfer function that gives the ratio of the grid-side cur-

rent i1 to the PWM output voltage u
′

d in a grid-tied inverter with an LCL filter when

no other disturbances are considered.

GLC
d (z) = vC/ud. Discrete-time transfer function that gives the ratio of the capacitor voltage

vC to the PWM reference voltage ud in a converter with an LC filter when no other

disturbances are considered.

GLCL
d (z) = i1/ud. Discrete-time transfer function that gives the ratio of the grid-side current

i1 to the PWM reference voltage ud in a grid-tied inverter with an LCL filter when

no other disturbances are considered.

GLC
dd (z) = vC/usat. Discrete-time transfer function that gives the ratio of the capacitor volt-

age vC to the controller output voltage usat, i.e., it includes the effect of the compu-

tational delay in a converter with an LC filter.

GLCL
dd (z) = i1/usat. Discrete-time transfer function that gives the ratio of the grid-side current

i1 to the controller output voltage usat, i.e., it includes the effect of the computational

delay in a grid-tied inverter with an LCL filter.

GLC
add(z) = GRC(z)GLC

dd (z). Transfer function of a discrete-time LC-filter model augmented

with a disturbance model.

GLCL
add (z) = GRC(z)GLCL

dd (z). Transfer function of a discrete-time LCL-filter model aug-

mented with a disturbance model.

Gcl(z) = i1/i∗1. Transfer function that gives the ratio of the grid-side current i1 to the grid-

side current reference i∗1 in a grid-tied inverter with an LCL filter when no other

disturbances are considered.

H(z) Transfer function of a prefilter.

S(z) Sensitivity function.

T (z) Complementary sensitivity function.

T ∗
LC(z) = vC/v∗C . Discrete-time transfer function that gives the ratio of the capacitor voltage

vC to the capacitor voltage reference v∗C in a grid-tied inverter with an LC filter.
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T ∗
LCL(z) = i1/i∗1. Discrete-time transfer function that gives the ratio of the grid-side current

i1 to the grid-side current reference i∗1 in a grid-tied inverter with an LCL filter.

OLTF(z) = C(z)GRC(z)GLCL
dd (z). Open-loop transfer function of a grid-tied inverter with an

LCL filter and an enhanced resonant current controller.

2. Enhanced Resonant Current Controller for Grid-Connected

Converters with LCL Filter

Conventional resonant controllers (RCs) are commonly used in the current control of

grid-tied converters with LCL filter due to their advantages, such as zero steady-state error

at both fundamental sequences, easy design process, and straightforward implementation.

Nevertheless, these traditional solutions do not permit to place the closed-loop poles of

the system in convenient locations when dealing with a fourth-order plant model like the

LCL filter plus the computation delay. Therefore, the reference tracking and the distur-

bance rejection are deficient in terms of transient behavior and depend on the LCL filter.

Furthermore, an additional active damping method usually has to be designed to ensure sta-

bility. This section presents an enhanced current RC with stable and fast response, negligi-

ble overshoot, good disturbance rejection, and low controller effort for grid-tied converters

with LCL filter. The developed solution uses a direct discrete-time pole-placement strategy

from the classical control theory (using transfer functions), involving two extra filters, to

enhance the performance of the RC. In this manner, the complexity of state-space methods

from modern control theory is avoided. Simulation and experimental results are provided

to verify the effectiveness of the proposed control scheme.

The increasing popularity of renewable energy sources and distributed power genera-

tion systems [65] is imposing higher requirements on the grid-connected converters. Fast

regulation is required to compensate for time-varying events (e.g., voltage sags or fluctu-

ating output power of wind generation systems) [66, 67]. Among the different converter

types, the voltage source converters (VSCs) is commonly used in this type of application

due to its controllability, compact design, and ease of interface with power systems [68].

However, VSCs need a filter to attenuate the high-frequency switching currents. The

LCL filter is the recommended option because of its compact size and good perfor-

mance [69]. Contrarily to the attenuation of 20dB per decade that a conventional L fil-

ter provides above its cutoff frequency, LCL filters attenuate the grid-side current with a

slope of 60dB per decade above their resonant frequency. This increased performance

Research work included in this section has been published in the journal IEEE Transactions on Power

Electronics [1] and presented at the IEEE Energy Conversion Congress and Exposition (ECCE 2017) [10]. The

work in [10] received the IEEE Energy Conversion Congress and Exposition (ECCE) second prize paper award

from the IAS Industrial Power Converters Committee. This section has a supplementary downloadable video

available at http://ieeexplore.ieee.org, provided by the authors. In this video, the experimental setup and the

procedure to carry out the fifth test presented in this section is shown. This material is 276 MB in size. This

work was supported by the Spanish Ministry of Education, Culture and Sport under the Grant Program for the

doctoral stage FPU14/00683, as well as by the Spanish Ministry of Science and Innovation and by the European

Commission, European Regional Development Fund (ERDF) under project DPI2016-75832.
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of the LCL filter is caused by its higher order [70]. A fundamental element that af-

fects the performance of a grid-tied converter is the current controller. Among the sev-

eral control structures that can be adopted, resonant controllers (RCs) are commonly

used [71, 72, 70, 37, 47, 73, 74, 75, 39, 76, 50, 51, 67, 36]. They permit to control with zero

steady-state error both the positive and the negative sequences of the current [71]. In addi-

tion, they offer an easy design process and straightforward implementation. The previously

proposed RCs (tuned at the fundamental frequency of the grid) can be classified into three

main categories: proportional-resonant [72, 70, 37, 47, 73, 74, 75, 39, 76, 50, 51]; vector

proportional-integral [67]; and variations of these RCs, which improve the stability margins

for certain LCL filters and for high ratios of fundamental-to-sampling frequency (e.g., by

adding a phase compensation scheme [36, 71]). These references propose tuning methods

for the controller gains, but they do not guarantee a closed-loop pole position independent

of the LCL filter used.

Traditional RCs do not have enough order (they are second-order transfer functions) to

completely control the dynamics of such a relatively high-order plant model that comprises

the LCL filter model plus the computation and modulation delays (one and a half samples,

respectively [15]). In other words, this type of controller cannot arbitrarily establish the

position of the closed-loop poles of the system because their locations depend on the LCL

filter installed. This degrades the system’s reference-tracking and disturbance-rejection re-

sponses and sometimes even the stability. Recently, the authors of [77] have proposed a

transfer-function-based current controller for grid-tied inverters with an L filter that uses a

direct pole-placement technique resulting in an enhanced transient response when compared

to the classic design. However, to the authors’ knowledge, a transfer-function-based pole-

placement strategy has not yet been applied to a voltage source converters (VSCs) with an

LCL filter. When an LCL filter is considered, the strategy proposed in [77] is not suitable.

In addition, it should be noticed that a pole-placement approach is especially convenient in

this case because of the reduced stability that results when an LCL filter is used with a clas-

sic design. This stability problem was analyzed in [47], where a threshold was found for the

resonant frequency of the LCL filter: fs/6 (with fs being the sampling frequency). Such

a critical frequency value determines the region where an additional damping mechanism

is necessary to achieve stability. When the grid-side current is controlled, the frequency

region where conventional RCs are unstable is below fs/6 [47].

Although the damping of the LCL filter can be implemented passively or actively, the

latter is usually preferred because passive damping causes extra losses and reduces the effi-

ciency of the system [78]. The different active damping schemes can be classified according

to the signal that is fed back. Commonly, the capacitor current [74, 76, 79], the capacitor

voltage [37, 72, 75], or the grid-side current [50, 80, 51] are the variables involved in the

damping scheme. However, these solutions need extra sensors or mechanisms to estimate

the additional signals. This increases the complexity of the control, and some algorithms

also have sensitivity problems and reduce the overall robustness of the system (e.g., deriva-

tive filtering of a signal usually increases the noise [37]). In addition, the active damping

techniques only provide a stable system [74, 76, 79, 72, 75, 50, 80, 51], but they do not

optimize the transient response in terms of controller effort, overshoot, axis decoupling,

or speed. In order to avoid these problems, new solutions often resort to state-space con-

trollers from modern control theory that have a more complex design process compared to
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conventional RCs [1].

Some of the proposed current RCs for VSCs with LCL filter control the converter-side

current rather than the grid-side current [51]. However, to have precise control of the power

and distortion factors of the current injected into the grid, the grid-side current should be

measured or estimated accurately [29]. A good estimation requires a precise model of the

plant, which sometimes (especially in the case of VSCs connected to weak grids) is not

available to the designer.

In addition, there is an increasing trend in the field of control of power converters that

strives to achieve designs with faster dynamics (higher bandwidth) [67]; but sometimes

such work comes from abstract mathematical proposals [75] where it is difficult to assess

their practical and physical consequences in terms of controller effort and robustness to

plant parameter variations and disturbances.

This section presents an enhanced current resonant controller (RC) for grid-connected

converters with LCL filter. The proposed controller includes two filters that enhance the be-

havior of the system: a loop filter, which contains an resonant controller (RC) and a prefilter.

It is designed in a systematic way and gives a consistent (in agreement with the design)

and fast transient response (using all the available bandwidth), with low controller effort,

no overshoot, and good robustness to disturbances and variations in the grid impedance,

which makes it particularly suitable for operation in a weak grid. These improvements are

achieved independently of the LCL-filter resonant frequency (above and below fs/6) and

sampling frequency used, and without adding an extra active damping method. The mathe-

matical background of the presented current controller is based on a direct pole-placement

strategy from the classical control theory (using transfer functions). The proposed design

process overcomes the problems mentioned above of previously proposed RCs (i.e., the

closed-loop poles are placed in convenient locations) and give performance comparable to

state-space controllers that use modern control theory [1], but based on a traditional control

structure with a simpler design process and a lower computational load. Since transfer func-

tion control theory is typically used in the field of current controllers in power applications,

this solution is more valuable for practicing power-electronic engineers or researchers. In

addition, the assessment of robustness is commonly studied using a transfer function anal-

ysis [47, 77]. Another advantage of the proposal, compared to [1], is the huge reduction in

the computational load, which makes the proposal particularly suited for implementation in

an embedded controller.

The rest of the section is organized as follows. Section 2.1 introduces the model of the

plant, the resonant controller (RC), and a feedforward. Then, in Section 2.2, the loop filter

and the prefilter are designed and the performance of the proposed current controller con-

cerning its time response is analyzed. Next, in Section 2.3, its robustness to grid-impedance

variations is assessed. In Section 2.4, the theory is validated by simulation and experimental

results. Finally, Section 2.8 summarizes the work.

2.1. Transfer-Function Modeling of the Plant and the Resonant Controller

This section presents the model of the augmented plant (i.e., including the resonant con-

troller (RC)) and the expression of a disturbance feedforward gain for the grid-side current

controller shown in Figure 12, where L1, L2, and C represent the reactive elements of the
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Figure 12. Grid-connected voltage source converters (VSCs) with an LCL filter and a grid-

side current controller.

LCL filter; R1, R2, and Rc model the equivalent series resistances of the filter (R2 also

includes the equivalent loss resistance of the voltage source converters (VSCs) [15]); u′
d,abc

is the voltage source converters (VSCs) output voltage; i1,abc, i2,abc, and vabc are the LCL-

filter state variables (the grid-side current, the converter-side current, and the capacitor volt-

age, respectively); vg,abc is the grid voltage; and i∗1,dq denotes the grid-side current reference

in the dq frame. The following modeling process successively calculates transfer functions

that relate the variables of interest; each new transfer-function model is constructed from

the model obtained in the previous stage. The resultant transfer function, denoted as aug-

mented plant model, consists in an resonant controller (RC) and the discrete model of the

LCL filter plus the computation and modulation delays, and is calculated in Section 2.1.1.

This transfer function is used later, in Section 2.2, where the pole-placement is applied to

design the remaining two filters of the controller. Finally, a feedforward gain to improve

the disturbance rejection is calculated in Section 2.1.2.

2.1.1. Model of the Augmented Plant

First, a continuous model that relates the grid-side current i1(t) to the voltage source con-

verters (VSCs) output voltage u′
d(t) for the LCL filter shown in Figure 13 is defined (when

no reference frame in a subscript of a variable is detailed, the αβ frame with an amplitude-

invariant transformation is assumed). The grid impedance seen at the PCC Zg is assumed

to be zero in the model for the design of the controller because its value is unknown at the

design stage (and often even variable); its effect is analyzed in Section 2.3. The resulting

transfer function in continuous time that relates the converter output voltage u′
d with the

grid-side current i1 when the effect of the grid voltage vg is not considered is

GLCL(s) =
i1
u′

d

∣∣∣∣ [

Zg=0]vg=0

=
Zc

Z2(Z1 + Zc) + Z1Zc
, (8)

where Z1, Z2, and Zc are the impedances of the reactive elements including losses:

Z1 = sL1 + R1, Z2 = sL2 + R2, Zc = 1/(sC) + Rc. (9)
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Figure 13. Stationary-frame resonant controller (RC), grid-voltage feedforward, and plant

diagram: LCL filter, PWM (modeled as a ZOH), and one-sample computation delay.

Next, (8) is discretized by using a zero-order hold (ZOH) equivalent [81]. The ef-

fect of the ZOH is mainly to introduce a phase shift that corresponds to a time delay of

Ts/2 [81]. This discretization method takes into account the half a sample delay added by

the PWM [15]. This effect is illustrated in Figure 14. The expression of a half-a-sample

delay is

GPWM delay(s) = e−sTs
2 . (10)

This term adds an extra 90◦ phase lag to the plant model at the Nyquist frequency:

∠GPWM delay(s)

∣∣∣∣
s=jπfs

= ∠e−π/2. (11)

The resulting model relates the PWM voltage reference (before the ZOH) ud(k) with

the sampled grid-side current i1(k):

GLCL
d =

i1
ud

∣∣∣∣ [

Zg=0]vg=0

= (1− z−1)Z

{
L−1

[
GLCL(s)

s

]}
(12)

where Z [x(k)] and L [x(t)] denote the Laplace and Z transforms of the signal x, respec-

tively. Then, a one-sample input (computation) delay is added to (12):

GLCL
dd = z−1GLCL

d . (13)

Furthermore, the resonant controller (RC) CRC(z), which eliminates any steady-state

error in the grid-side current at the fundamental grid frequency ωg, is

CRC(z) =
1

z−2 − 2cos(ωgTs)z−1 + 1
. (14)

This transfer function places two conjugated open-loop poles at the fundamental grid fre-

quency ωg (i.e., at positions z = e±jωgTs, where Ts = 1/fs is the sampling period) so as
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Figure 14. Bode diagrams showing that when the continuous LCL-filter model GLCL(s)
is discretized by using a ZOH equivalent, a half-a-sample delay, which models the PWM

delay, is added to the resultant discrete model GLCL
d .

to control both positive and negative sequences. No other poles or zeros are added to (14).

Instead, the proposed controller defers to C(z) and H(z) the task of adding extra degrees

of freedom. In this manner, the design process is simplified and a consistent performance

is obtained independently of the LCL filter used.

Hence, the model of the augmented plant (i.e., including the resonant controller (RC)),

depicted in Figure 13, is

GLCL
add (z) = CRC(z)GLCL

dd . (15)

2.1.2. Disturbance Feedforward

A feedforward of the grid voltage vg is implemented (cf. Figure 13) to improve the dis-

turbance rejection and provide a smooth start of the converter. Nevertheless, when a weak

grid is considered, the voltage feedforward can be reduced to improve the robustness, as

explained in Section 2.3. Therefore, in this case, the authors recommend removing the volt-

age feedforward by setting Kf to zero. When the controller output u is zero, the capacitor

voltage v should be equal to the grid-side voltage vg in order for the grid-side current to be

zero i1 = 0. Consequently, the necessary feedforward voltage that should be generated at
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Figure 15. Scheme of the model of the plant and the proposed controller structure.

the converter output u′
d is

u′
d =

(Z2 + Zc)vg

Zc
. (16)

If the effect of computation and modulation delay is compensated at the fundamental grid

frequency component in the feedforward voltage uf , then the resultant feedforward gain is

Kf =
uf

vg
=

(Z2 + Zc)e
j1.5ωgTs

Zc
. (17)

2.2. Design of Loop Filter and the Prefilter

The proposed controller (shown in Figure 15) uses an output error feedback structure in-

volving a loop filter and a prefilter [81]. The loop filter consists in two transfer functions,

namely, C(z) and CRC(z); and the prefilter is H(z).

C(z) and H(z) are described throughout this section. With the developed scheme,

only the grid-side current1 i1,abc and the grid voltage vg,abc are measured. These variables

are transformed to the αβ frame, resulting in i1 and vg. The grid-side current references

of the current controller in the positive- and negative-sequence dq frames2 are i∗1,dq+ and

i∗1,dq−, respectively. They are transformed to the αβ frame before they are applied to the

prefilter. The phase of the positive-sequence fundamental grid voltage θ is estimated by a

PLL. The feedforward uf of the grid voltage vg is added at the controller output u. Finally,

the resulting sum is saturated (to take such effect of the modulator into account), obtaining

the saturated PWM voltage reference usat. In the following, the two filters C(z) and H(z)

1Since zero-sequence current cannot flow, two current sensors are enough.
2The synchronous frames permit an independent control of the active and reactive power.
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that are included in the controller (in addition to the resonant controller (RC)) are designed.

However, in order to obtain a good design, a previous knowledge of the bandwidth of the

plant is required to define the dominant frequency of the system.

2.2.1. Assessment of the Dominant Frequency of the System According to the

Available Bandwidth

As mentioned in the Introduction, the physical and practical implications of the design deci-

sions, such as the bandwidth of the controller, should not be hidden behind the mathematical

formulation. The response to broadband signals like sags or reference current changes is

determined by the bandwidth of the controller. If a high bandwidth is set in the controller,

fast references (high frequencies) can be followed. Regarding disturbances, a fast compen-

sation is obtained. However, a fundamental fact about power-system models is that they do

not exhibit good frequency response fidelity with the real power system beyond a certain

frequency. This is due to plant parameter variations, unmodeled dynamics, power limits, or

nonlinearities, to name a few. Here, the focus is placed on the voltage limits of the voltage

source converters (VSCs) (represented by the saturator in Figure 15) in relation with the

low-pass characteristics of the LCL filter. In the following, an analysis of the current slew-

rate limitation and its implications on the current controller is presented. Since the LCL

filter heavily blocks the grid-side current above the resonant frequency ωres, the voltage

source converters (VSCs) needs to generate a high actuation (possibly entering into over-

modulation) when high frequencies (fast signals) are commanded [1]. This limitation does

not depend on the type of control scheme adopted, but on the LCL filter and dc-bus voltage

of the voltage source converters (VSCs).

The voltage source converters (VSCs) output voltage is bounded and depends on the

dc-bus voltage vdc. The maximum amplitude of the voltage step that the voltage source

converters (VSCs) can apply per phase to the LCL filter (in the linear region of the PWM)

is u′
d,max − vg = (2/3)vdc − vg. The slew rate Sr (defined as the rate of change of current

per unit of time, i.e., the time differentiation of i1) that this step generates in the grid-side

current is

Sr =
z − 1

Ts

I1(z) =
z − 1

Ts︸ ︷︷ ︸
Time diff.

(
2vdc

3
− vg

)
z

z − 1︸ ︷︷ ︸
Voltage step

GLCL
d︸ ︷︷ ︸

LCL filter

. (18)

On the other hand, a sinusoid of frequency fdom and amplitude Ap has a maximum slew rate

of Ssin
r = 2πfdomAp. In this manner, the bandwidth of the current controller should be set

according to the amplitude Ap and slope Ssin
r of the maximum expected current references

and never exceed the bandwidth in the real open-loop system, which is limited by the slew

rate (18). Therefore, the available bandwidth is

BWA =
Sr

2πAp
. (19)

This value yields an upper limit for the dominant frequency of the system fdom. In order

to ensure a negligible effect of the damped resonant poles of the LCL filter on the system

response (as demonstrated later in Section 2.4), the following condition should also be met:
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fdom ≤ fres/2 [1]. Therefore, the proposed controller has a dominant pole at a natural

frequency

fdom ≤ min

{
Sr

2πAp
,
fres

2

}
. (20)
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Figure 16. Continued on next page.
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Figure 16. Roots of the complete closed-loop system (without the prefilter). a Pole map

(includes the open-loop poles of the plant and of the resonant controller (RC)) for a single-

update scheme. b Pole map (includes the open-loop poles of the plant and of the resonant

controller (RC)) for a double-update scheme. a Zero map for a single-update scheme. b

Zero map for a double-update scheme.

2.2.2. Radial Projection and Closed-Loop Pole Placement by Means of C(z)

Radial projection (applied here to the resonant poles of the LCL filter) is a technique that

minimizes control usage by simply adding damping to lightly-damped open-loop poles

without changing their frequency [81]. Thus, the proposed closed-loop location of the
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resonant poles is made dependent on the resonant frequency of the LCL filter so as to en-

sure uniform performance concerning the control effort regardless of the LCL filter used.

Hence, a good response in combination with low controller effort are attained.

The proposed pole location aims to give a constant and predictable system performance,

in combination with low controller effort, irrespectively of the LCL filter used. C(z) is

the part of the controller transfer function that is used to place the closed-loop poles of

the system in the desired locations, and it is calculated according to the proposed pole-

placement strategy.

The desired closed-loop pole locations are defined in the following. The number of

closed-loop poles of the complete system is nine: four poles from the plant GLCL
dd , two

poles from the resonant controller (RC) CRC(z), and three poles from the controller C(z).

Therefore, nine closed-loop pole positions should be defined.

On the one hand, the transfer function of the plant model (13) has four (open-loop)

poles, which have a direct relation with the physical system. Three of these poles model the

LCL filter, which has two complex conjugate poles pol
1,2 (its resonant poles) at the resonant

frequency and a real pole pol
3 at zero frequency. The fourth pole pol

4 models the computation

delay and it is placed at the origin of the z-plane. These four poles are shown in Figure 16b,

which depicts the pole map of the system. To maintain the required controller effort low, the

closed-loop poles related to a physical system (as in this case) should be kept close to the

corresponding open-loop poles whenever the response is not significantly degraded [81, 1].

The two resonant poles of the LCL filter impose serious limitations on the transient

response. In order to provide a good response and keep the control effort low, a radial

projection [81] of the resonant poles of the plant is used. As previously explained, this

technique minimizes control usage by simply adding damping (a damping factor ζ of 0.7 is

used) to lightly-damped open-loop poles without changing their natural frequency [81] [cf.

pcl
1,2 in Figure 16b].

The third pole of the LCL filter pol
3 is displaced to a higher natural frequency [ see pcl

3 , in

Figure 16b ] and is set to be the dominant pole of the system. A natural frequency fdom [cf.

(20)] is recommended for the dominant pole pcl
3 , as obtained from the available-bandwidth

analysis.

The delay pole pol
4 is not moved because it is already in an optimum location (at the

origin of the z-plane).

On the other hand, the rest of the poles do not correspond to any physical system: pol
5,6,

the two resonant poles of CRC(z); and pol
7,8,9, the three poles of C(z). Hence, the locations

of these poles are not restricted to yield a low control effort. Therefore, a larger bandwidth

(faster poles) can be set. In this manner, it is advisable to place the corresponding closed-

loop poles (pcl
5,6,7,8,9) at natural frequencies higher (and sufficiently damped) than that of the

dominant pole pcl
3 so as to ensure that the system dynamics are similar to those of this pole

alone [81]. The locations already defined for pcl
1,2,4 are also assigned to these closed-loop

poles (cf. Table 3). An analogous reasoning was applied in [1] to place the poles of the

observer in a state-feedback controller.

Table 3 summarizes the proposed locations for the closed-loop poles of the plant and

the controller. Section 2.5 presents the mathematical details of the pole-placement design

method applied to the system, so that the poles are effectively placed in such desired loca-
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tions. In addition, the computational load of the proposed controller is given in Section 2.6.

As mentioned in Section I, the design process is straightforward compared with other

techniques, because of the use of a direct discrete-time pole-placement strategy. The poles

are in the desired locations [cf. Table 3] provided that the grid impedance is zero, because

the design process takes into account the resonant frequency of the LCL filter.

Table 3. Pole Placement

Poles
Position in the z-plane

Open-loop Closed-loop

GLCL
d

LCL filter

Radial projection of resonant poles to ζ = 0.7.

pol
1,2 = e±jωresTs

pcl
1,2 = e−(ζωres±jωres

√
1−ζ2)Ts

Moved to make it the dominant pole, with a high bandwidth.

pol
3 = 1 pcl

3 = e−ωdomTs

Comp.

delay

Not moved; already in a fast and damped location.

pol
4 = 0 pcl

4 = 0

CRC(z)
Resonant

controller

Moved to twice the frequency of the dominant pole.

pol
5,6 = e±jωgTs pcl

5,6 = e−2ωdomTs

C(z)
controller

Placed at natural frequencies higher (and sufficiently damped) than that of the dominant

pole pcl
3 . The open-loop pole positions of C(z) (the roots of its denominator) are obtained

from its denominator coefficients n0, n1, n2, and n3, which are given in Section 2.5.

pol
7,8,9 = roots([n3, n2, n1, n0]) pcl

7,9 = pcl
1,2 pcl

8 = pcl
4

2.2.3. Prefilter for Eliminating the Slow Zeros

Although the location of the poles determines the system modes3, it is the location of the

zeros which determines the proportion in which these modes are combined in order to

produce the system response [81].

On the one hand, the LCL filter model (8) does not have any zeros. However, all

discrete-time models obtained by discretization of continuous ones turn out to have rela-

tive degree one, irrespective of the relative degree of the original continuous system [54].

The relative degree of a transfer function is the difference between the degree of the de-

nominator (number of poles) and that of the numerator (number of zeros). Therefore, when

the third-order LCL filter model is discretized, two fast (placed at much higher natural fre-

quencies than the dominant pole) zeros z1,2 appear. These sampling zeros (introduced by

the discretization process [82]) should never be canceled or compensated [54], in order

to avoid high-frequency oscillations. Figure 16b shows the zero map of the closed-loop

system, where these zeros can be seen.

On the other hand, the controller C(z) has five zeros [cf. Figure 16b]: two slow zeros

(much closer to the stability boundary than the system dominant pole) z3,4, one fast zero

3The system modes of a linear system determine the system behavior. Any zero-input response of a linear

system is a linear combination of its system modes [81].
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Figure 17. Root locus of the closed-loop system (without the prefilter) for a sweep in the

resonant frequency of the LCL filter.

z5, and two non-minimum-phase zeros z6,7 whose location varies significantly with the

resonant frequency of the LCL filter. This variation in the location of the zeros is shown

in Figure 17, which depicts the root locus of the closed-loop system for a sweep in the

resonant frequency of the LCL filter.

In order to obtain a good transient response, it should be ensured that there are no

zeros with natural frequencies below that of the dominant pole [54]. The effect of the

zeros z1,2,5,6,7 on the response is negligible because they are placed in regions of natural

frequencies above that of the dominant pole. However, there are two slow zeros, z3,4 [cf.

Figures 4(b) and 5], which should be removed. Hence, the following prefilter H(z) is added,

as depicted in Figure 15, in order to cancel the two slow zeros z3,4 with two additional poles:

H(z) =
z

(z − z3)(z − z4)
. (21)

The added zero at the origin cancels pcl
4 ; hence, the system response is one sample faster.

This prefilter also modifies the gain and phase of the closed-loop system at the grid fre-

quency; therefore, a pair of complex gains K+ and K− are added (cf. Figure 15) to restore

the unity gain:

K+ =
1

H(ejωgTs)
and K− =

1

H(e−jωgTs)
. (22)

In summary, the controller changes the dynamics of the open-loop plant to the desired

closed-loop dynamics. The open-loop plant model GLCL
dd does not have a flat frequency
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Figure 18. Effect of the proposed controller on the LCL-filter resonance frequency is ana-

lyzed through Bode magnitude plots.

response. It has a pole at dc and two complex-conjugate poles at the resonant frequency

of the LCL filter, cf. Figure 18. When the loop filter is installed, the closed-loop transfer

function of the system is

Gcl(z) =
i1
i∗1

∣∣∣∣
vg=0

=
C(z)CRC (z)GLCL

dd

1 + C(z)CRC(z)GLCL
dd

. (23)

This transfer function has a damped response, as expected from the proposed closed-loop

poles locations, cf. Figure 18. Nevertheless, the obtained response still does not have the

desired flat low-pass response. C(z) introduces two slow zeros at a frequency fsz that is

lower than the frequency of the dominant pole of the system fdom. These zeros are the

cause of the swell in the frequency response of the system. By adding the prefilter, the

desired closed-loop response is obtained, cf. Figure 18. The final bandwidth of the current

controller is slightly less than the specified fdom because of the extra non-dominant poles

of the system; however, the response approximates accurately that of a first order of system.

2.3. Sensitivity to Grid-Impedance Variations

The robustness analysis to the grid impedance is structured into three parts. In the first

place, the parameters involved in the analysis are discussed. This permits to generalize
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the conclusions obtained to any LCL filter and sampling frequency. In the second place,

a robustness analysis is carried out using a Nyquist diagram to obtain the phase and gain

margins of the system for all combinations of LCL filter values and sampling frequencies.

A frequency region 1/10 ≤ fres/fs ≤ 1/4, which includes the different regions established

in [47], is chosen. In the third place, the effect of the grid impedance on the gain and

phase margins of the system is analyzed. Such analysis gives an insight to the previous

mathematical results and helps to understand the practical implications of increasing the

grid impedance.

In order to analyze the robustness of the proposed controller to variations in the grid

impedance, first, the parameters involved in the analysis need to be presented. The open-

loop transfer function (OLTF) is the transfer function that determines the stability of the

system. It is the transfer function where the gain and phase margins of the system are cal-

culated, and also where the Nyquist stability criterion is applied. The OLTF of the proposal

is the product of the loop filter times the discrete-time plant model (cf. Figure 15):

OLTF = C(z)CRC(z)︸ ︷︷ ︸
Loop filter

GLCL
dd . (24)

The plant model depends on seven parameters: the filter reactive values L1, L2, and

C; the ESRs R1, R2, and Rc; and the sampling frequency fs. In addition, the designer

also specifies an extra parameter fdom, which sets the desired bandwidth of the current

controller. In order to reduce the number of parameters in the robustness analysis, the ESRs

of the LCL filter are considered to be zero. This simplification assumes a high-quality-factor

resonant LCL filter, which is a worst-case scenario in terms of stability. The ESRs damp the

resonant poles and the dc pole of the LCL filter and yield a more stable filter. Therefore the

results and conclusions derived in this analysis can also be applied to lower-quality-factor

LCL filters. The parameter fdom is defined as one third of the resonant frequency of the

LCL filter for the analysis.

Although the physical nature of the problem can be best understood in terms of the

physical parameters (L1, L2, Cf ), it is the frequency-domain parameters (poles and zeros)

that best serve the purpose of this first part of the robustness analysis. If the ESRs are

assumed to be zero, then the discrete-time plant model [cf. (4)] can also be expressed in the

zero-pole-gain form as

GLCL
dd =

Gain︷︸︸︷
K

Sampling zeros︷ ︸︸ ︷
(z − z1)(z − z2)

z︸︷︷︸
Comp. delay

(z − 1)︸ ︷︷ ︸
DC pole

(z − pol
1 )(z − pol

2 )︸ ︷︷ ︸
Resonant poles

. (25)

This model has one pole at dc, z = 1; one pole at the origin, which models the computa-

tional delay; two resonant poles pol
1,2 [cf. Figure 4(a)]; two sampling zeros z1,2 [cf. Figure

4(b)]; and a constant gain K to complete the zero-pole-gain form of the model. The location

of both pol
1,2 and z1,2 depends on the ratio of the LCL-filter resonant frequency to sampling

frequency fres/fs.
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The proposed controller design gives a loop filter that yields the same closed-loop poles

(cf. Table I) irrespectively of the particular value of K , due to the pole-placement strategy.

In this manner, the OLTF does not depend on the value of the gain K neither. This important

characteristic of the proposed controller is illustrated in Figure 19. As a consequence,

both controllers CLCLa (z) and CLCLb(z), which correspond to plants with filters LCLa

and LCLb [cf. Figure 19a and 19b], yield identical robustness in terms of phase and gain

margins in spite of controlling plants with different LCL filters but the same ratio fres/fs.

Therefore, although the OLTF seems to depend on many parameters, it is the ratio of the

LCL-filter resonant frequency to sampling frequency fres/fs the one that should be varied

in the robustness analysis.

The developed robustness analysis is conducted for a wide sweep of such parameter:

1/10 ≤ fres/fs ≤ 1/4, which includes the value 1/6, where conventional resonant con-

trollers become unstable [47]. Figure 20 shows the Nyquist diagram and the associated

phase and gain margins of the system for a fres/fs sweep. The Nyquist diagram goes sev-

eral times to infinity because of the infinite gain of the OLTF at the grid frequency, at dc, and

at the resonant frequency of the LCL filter. Therefore, in order not to clutter the diagram,

only the part of the plot that corresponds to positive frequencies and is closest to the point

−1 is depicted (the part that corresponds to the negative frequencies is a mirror image).

The results show that the encirclement of the point−1 is performed with an approximately

constant radius. Therefore, there are no sensitivity peaks [71] in the response. Furthermore,

the results are consistent in spite of the large variation in the ratio fres/fs, as expected from

the design process.

This analysis also gives a mathematical assessment of the well-known fact that the

design of the current controller becomes more difficult as the resonant frequency of the

LCL filter approaches the Nyquist frequency (fs/2), because the robustness of the system

is degraded. Nevertheless, such mathematical results do not convey a good understanding

of the robustness to a variation in a physical parameter such as the grid impedance. In order

to tackle this problem, a careful study of the effect of such parameter, in terms of gain and

phase margins, is presented next.

The previous stability margins correspond to a system where the grid impedance is zero,

i.e., with nominal plant parameters. When a nonzero grid impedance is considered and the

voltage feedforward is removed, the continuous plant model becomes

GLCL(s, Rg, Lg) =
i1

u′
d

˛
˛
˛
˛ [
Kf=0]vg=0

=
Zc

Z2(Z1 + Zg + Zc) + (Z1 + Zg)Zc

, (26)

where

Zg = Rg + sLg, Z1 = R1 + sL1, Z2 = R2 + sL2, Zc = 1/(sC). (27)

The feedforward of the grid voltage is implemented to improve the disturbance rejection

during transient events, e.g., a sag fault and provide a smooth start of the converter. How-

ever, the voltage feedforward changes the closed-loop poles of the system when a grid

impedance is considered. Therefore, in the case of a weak grid, the authors recommend

removing the voltage feedforward by setting Kf to zero. On the one hand, the steady-state
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Figure 19. Illustration of the fact that the open-loop transfer function (OLTF) does not

depend on the gain of the plant model. a-b Example of two LCL filters with the same

resonant frequency and with different values in their reactive elements. c The resulting

OLTFs are identical.

response of the system is not affected because the resonant controller ensures zero-steady

error at both fundamental sequences of the grid voltage. Furthermore, the transient response
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Figure 20. Robustness analysis for a sweep in the ratio fres/fs from 1/10 to 1/4. a Nyquist

diagrams. b Stability margins.

to reference commands continues to be fast and damped.

This last part of the robustness study resorts to a numerical evaluation of the discrete

plant model GLCL
dd obtained from the modified continuous plant model (26) for a set of

representative grid-impedance values and the parameters of LCL filter I from Table 4. Such

study permits to obtain an insight into the problem and avoid the complexity of an analytical

analysis.

Figure 21 and Figure 22 show the frequency response of the discrete-time plant model

GLCL
dd when the reactive and ohmic components of the grid impedance are independently

increased. For a clearer evaluation of their effect, the ohmic and reactive components of the
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Figure 21. Effect of the resistive component of the grid impedance Rg (Lg = 0) on the

plant model.

grid impedance are discussed separately. First, the effect of Rg is discussed assuming that

Lg is zero. Then, Lg is modified while Rg is zero.

On the one hand, Figure 21 shows that if Rg is increased, then the magnitude of the

plant model is reduced, especially at the highest-gain frequency ranges, namely at dc and at

the resonant frequency. At the phase crossover frequency fgm, the frequency where the gain

margin is measured, the magnitude change is minimum; hence, robustness is maintained.

In order to assess the effect of Rg on the phase of the OLTF, it is important to recall that,

in an inductor, current lags voltage by 90◦, whereas in a resistor, both magnitudes are in

phase. Therefore, increasing Rg while Lg is kept constant also reduces the phase lag of

the system at a wide range of frequencies, including the gain crossover frequency fpm, the

frequency where the phase margin is measured. This improves the stability, as expected

from the higher damping of the system.

On the other hand, Figure 22 shows that increasing Lg has a similar effect to rising Rg

because it also boosts the overall impedance of the filter. Therefore, a lower magnitude in

the plant model (and in the OLTF) is obtained. However, increasing the grid inductance also

lowers the resonant frequency of the system. When the resonant frequency is lowered, the

gain of the OLTF dramatically increases at the frequency of the new resonant frequency.

If this change in the resonant frequency is big enough to reach the phase crossover fre-

quency, then the system becomes unstable, because there is no gain margin large enough to

compensate for the infinite gain of an LCL filter at the resonant frequency.

In order to complete the analysis, Figure 23 shows the resultant Nyquist diagram when

both the reactive and ohmic components are modified simultaneously. On the one hand,
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Figure 22. Effect of the reactive component of the grid impedance Lg (Rg=0) on the plant

model.

Figures 23(a)-(c) display the effect of increasing the grid inductance from zero to a value of

0.3 p.u. for three values of grid resistance (0, 0.1, and 0.3 p.u.). On the other other hand,

Figures 23(d)-(f) present the effect of increasing the grid resistance from zero to a value

of 0.3 p.u. for three values of grid inductance (0, 0.1, and 0.3 p.u.). As indicated above,

increasing Rg results in greater system stability whereas rising Lg improves the gain margin

but reduces the phase margin because of the change in the resonant frequency. When Lg is

0.3 p.u. and Rg is zero, the system reaches the stability boundary.

As a conclusion from the numerical results, a brief qualitative analysis is presented here.

For a given modulator reference voltage u, the grid-side current is usually reduced as the

grid impedance is increased (Ohm’s law). Therefore, increasing the grid impedance has

a similar effect to reducing the controller gain, which typically increases the stability of a

system. There are some subtleties which are neglected in this simple reasoning; hence, a

complete and careful study of the numerical results is recommended for a comprehensive

understanding of the problem. In order to drive the system into instability, a value of Lg

equal to 0.3p.u. is required, which is higher than the inductance of a properly designed LCL

filter. Since during normal operation the grid impedance is much lower than such value, it

can be concluded that the proposed controller is robust to changes in the grid impedance.

When the grid impedance becomes greater than such a large value, e.g. during islanded

operation, a voltage controller should be used in place of a current controller.
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Figure 23. Nyquist diagram of the system that shows the effect of the grid impedance on

the open-loop transfer function (OLTF). a-c Sweep in Lg while Rg is kept constant. d-f

Sweep in Rg while Lg is kept constant.

2.4. Simulation and Experimental Results

The experimental results are carried out in a 10-kW voltage source converters (VSCs) work-

ing as an inverter with a dc-bus voltage of vdc = 730V and connected to a 400-V line-to-line
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three-phase grid of 50 Hz. The switching frequency is fsw = 2.5kHz, and the dead-time is

3 µs. A low switching frequency reduces switching losses in the voltage source converters

(VSCs) and it represents a worst-case scenario in terms of the effect of the computation

and modulation delays. A double-update sampling strategy is used, resulting in a sampling

frequency fs of 5 kHz. Two LCL filters with different resonant frequencies fres (above and

below the threshold fs/6 [47]) are used to connect the voltage source converters (VSCs)

to the grid. The filter parameters are presented in Table 4. Filter I was designed accord-

ing to [83] in order to obtain a high filter performance in combination with low reactive

values. The available bandwidth [cf. (19)] with filter I and filter II is 230 Hz and 200 Hz,

respectively, according to Section 2.2.1 (Ap = 10A and Sr = 14500 A/s for filter I, and

Sr = 12500 A/s for filter II). The implemented controllers are designed using the proposed

method with a dominant frequency equal to the available bandwidth. Figures 24a and 24b

show a diagram and a photograph of the experimental setup, respectively. In addition, a

video demonstration that the authors feel it would enhance the reader’s understanding of

the research contribution has also been included.

The reference tracking (of both sequences) and the disturbance rejection (of both se-

quences) are tested for each of the LCL filters. The last test assesses the robustness of the

controller to an increase in the grid inductance (filter I is used). The proposed scheme in-

cludes a resonant controller (14), which gives an infinite open-loop gain at both the positive

and negative sequences of the grid frequency; therefore, zero steady-state error is achieved

at the frequencies fg and −fg of the αβ frame.

In order to test the controller under unbalanced conditions, five tests are carried out. The

frequency spectrum of the current reference for each of the five tests is shown in Figure 25.

During tests 1, 2, 3, and 5, the current reference only contains one sequence at a time. This

allows to visualize the results in a synchronous frame to measure the transient parameters

without having a 100-Hz signal interfering with the dc signal of interest, cf. Figure 25b.

It should be remembered that the subscript in a variable name denotes the reference

frame of the variable. In this manner, dq+ (dq-) denotes a positive (negative) sequence

reference frame, i.e., a synchronous frame that spins at the same (opposite) frequency as

the grid fundamental frequency. When no reference frame in a subscript of a variable

is detailed, the αβ frame is assumed, which is the reference frame where the proposed

controller operates.

• Test 1 (cf. Figure 26) commands a balanced current reference (i∗1,dq+ = 8A and

i∗1,dq− = 0A).

• Test 2 (cf. Figure 27) commands a negative-sequence current reference (i∗1,dq+ = 0A

and i∗1,dq− = 8A).

• Test 3 (cf. Figure 28) keeps the current reference constant and balanced (i∗1,dq+ =
4.5A and i∗1,dq− = 0A) while a sag fault occurs. The grid voltage is unbalanced

(vg,dq− 6= 0) during the sag fault.

• Test 4 (cf. Figure 29) generates a current reference according to a positive-negative-

sequence compensation strategy during the sag fault [84]. Therefore, the commanded

current reference contains both sequences simultaneously (i∗1,dq+ = 7A and i∗1,dq− =
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Figure 25. Frequency spectrum of the current reference for each of the five tests that are

carried out in Section V. a Current reference expressed in the αβ frame i∗1. b Current

reference expressed in the dq+ frame i∗1,dq+.

3A). The results are presented in the αβ frame to avoid displaying a dc component

combined with a double-frequency component (cf. Figure 25b).

• Test 5 (cf. Figure 30) contains two subtests.

– Test 5a evaluates the reference-tracking performance by commanding a bal-

anced current reference (i∗1,dq+ = 6A and i∗1,dq− = 0A).

– Test 5b appraises the disturbance-rejection capability under the same conditions

as Test 3, namely, an unbalanced grid voltage caused by a sag fault.

Discrete-time linear simulations obtained with Matlab are shown superimposed to the

experimental results. The oscilloscope captures show the reference signal i∗1, the simulated

response isim1 , and the measured response i1. The experimental response accurately matches

that predicted by the simulation, as shown in Figures 26–29, in spite of it using a simple

linear averaged model. The minor differences that appear between the simulated and the

measured grid-side current are caused by nonidealities not taken into account in the system

model, such as the nonlinear nature of the voltage source converters (VSCs).

First, the reference-tracking capability of the system is shown in Figures 26 and 27. In

order to test the transient response of the current controller, a reference step in the d axis

is generated. Figure 26 shows this reference step for the positive-sequence dq frame (dq+).

The measured currents i1,abc are also transformed to a synchronous frame rotating at the

same frequency. This transformation permits to measure the transient-response parameters

(rise time, settling time and overshoot) in the variable i1,dq. The 10%–90% rise time of

the experimental response i1 in Figure 26 is approximately 1.5ms for filter I and 1.75ms
for filter II. These values are in accordance with those of a first-order system of the same
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Table 4. LCL Filter, ESRs, and Grid Impedance Parameters

Param. Filter I Filter II

L1 3.75 mH, 0.07 p.u. 5.4 mH, 0.11 p.u.

L2 3.75 mH, 0.07 p.u. 5.4 mH, 0.11 p.u.

C 15µF , 0.07 p.u. 18µF , 0.09 p.u.

fres 950 Hz 722 Hz

ESRs R1 0.5Ω, 0.03 p.u. 0.5Ω, 0.03 p.u.

R2 1.0Ω, 0.06 p.u. 1.0Ω, 0.06 p.u.

Rc 0.1Ω, 0.01 p.u. 0.1Ω, 0.01 p.u.

Zg Rg 2.5Ω, 0.15 p.u.

Lg 5.4 mH, 0.10 p.u.

bandwidth, T10%−90% = 2.2/(2πfdom). Negligible overshoot and good axis decoupling are

attained because the response is mainly determined by the well-damped dominant closed-

loop pole pcl
3 (see Figure 16) placed at the natural frequency fdom. Next, Figure 27 shows

a reference step of the same amplitude, but now in the negative-sequence dq frame (dq−).

The obtained response has roughly the same transient-response parameters as in Figure 26,

because the proposed enhanced resonant controller (RC) manages to treat both sequences

in the same manner.

Next, the disturbance-rejection capability of the controller to sags in the grid voltage is

assessed. Sags usually cause unbalanced voltage grid conditions. In particular, a 40%-depth

type-C sag [85], which contains both voltage sequences, is generated with a three-phase ac

voltage source for the remaining tests. In the first disturbance test (see Figure 28), the

current reference i∗1,dq+ is kept constant. The settling time to within 2% makes it possible

to evaluate the time required by the current controller to recover from a sag disturbance.

A value of settling time tst = 4ms is obtained, which is slightly greater (but still short)

than the tst = 4/(2πfdom) of a first-order system; this is due to the effect of the extra

non-dominant closed-loop poles. The next test (Figure 29) evaluates the reference-tracking

capability under the same sag. A reference step i∗1 is generated according to the positive-

negative-sequence compensation strategy [84]. Since the currents now have a positive and

a negative sequence, they are shown in stationary frame. A fast and well damped response

is also obtained when both effects are combined.

In the previous tests, it can be seen that the transient-response parameters (rise time,

overshoot, and settling time) are determined by the selected dominant natural frequency

fdom, defined during the design process. They do not depend on the LCL filter reso-

nant frequency. The oscilloscope captures obtained with filter I (fres < fs/6), shown

in Figures 26a–29a display similar transient characteristics to those made with filter II

(fres > fs/6), shown in Figures 26b–29b.

Finally, an experimental test was carried out to assess the robustness of the con-

troller when connected to a weak grid. The weak grid has an impedance of value
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Figure 26. Experimental and simulation waveforms (i1,dq and isim
1,dq, respectively) for a

reference step i∗1,q+ in the positive synchronous frame dq+ rotating at the fundamental grid

frequency ωg . a LCL filter I b LCL filter II.

Zg = 0.15 + j0.10 p.u., which is one of the values analyzed in Section 2.3, cf. Fig-

ure 23e. The test is composed of two parts. In Figure 30a, a reference step is commanded

to test the reference-tracking response and, in Figure 30a, the disturbance rejection is tested

under the same voltage sag as in Figure 28. The responses are not significantly modified

compared to Figures 26 and 28. In conclusion, the stability of the system is preserved even

with substantial deviations in the plant parameters. This behavior is in accordance with the

theoretical analysis presented in Section 2.3.
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Figure 27. Experimental and simulation waveforms (i1,dq and isim
1,dq, respectively) for a

reference step i∗1,q− in the negative synchronous frame dq− rotating at the fundamental

grid frequency ωg. a LCL filter I b LCL filter II.

2.5. Pole-Placement Equations to Locate the Poles at the Desired Locations

from Table 1

The augmented plant model (i.e., including the resonant controller (RC)) in (15) has order

six and a relative degree of four:

GLCL
add (z) =

B(z)

A(z)
(28)
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Figure 28. Experimental and simulation waveforms (i1,dq and isim
1,dq, respectively) for a 40%-

depth type-C sag in vg,abc while keeping the reference i∗1,dq constant. a LCL filter I. b LCL

filter II.

where

A(z) = a6z
6 + a5z

5 + a4z
4 + a3z

3 + a2z
2 + a1z + 0

B(z) = b2z
2 + b1z + b0. (29)

The controller transfer function C(z) is

C(z) =
M(z)

N (z)
. (30)
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Figure 29. Experimental and simulation waveforms (i1,αβ and isim
1,αβ, respectively) for a

40%-depth type-C sag in vg,abc. The reference step i∗1 is calculated according to the so-

called positive-negative-sequence compensation strategy [84]. a LCL filter I. b LCL filter

II.

This controller permits to obtain the ten coefficients of the desired system characteristic

polynomial Acl according to the closed-loop pole locations defined in Section 2.2:

Acl = A(z)N (z) + B(z)M(z)

= d9z
9 + d8z

8 + d7z
7 + d6z

6 + d5z
5

+d4z
4 + d3z

3 + d2z
2 + d1z + d0 (31)

where the roots of the characteristic polynomial are the desired closed-loop poles of the
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Figure 30. Experimental, simulation, and reference waveforms (i1,dq, isim
1,dq, and i∗1,q+, re-

spectively) in the positive synchronous frame dq+ when the converter is connected to a

weak grid and the LCL filter I is installed. a A reference step. b A 40%-depth type-C

voltage sag in vg,abc.

system from Table 3:

Acl = (z − pcl
1 )(z − pcl

2 ) · · · (z − pcl
9 ).

To reduce the order of the complete system, the controller C(z) is designed to have the

lowest order possible. C(z) can have a negative relative degree of two (which gives the

minimum order achievable for the system) because the complete controller C(z)CRC(z) is

still proper4.

4A proper transfer function is that in which the degree of the numerator does not exceed the degree of the
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Hence, since the controller C(z) has ten parameters and a negative relative degree of

two, the following two polynomials [which give a third-order transfer function for C(z)] are

obtained:

M(z) = m5z
5 + m4z

4 + m3z
3 + m2z

2 + m1z + m0

N (z) = n3z
3 + n2z

2 + n1z + n0. (32)

The polynomial Diophantine equation in (31) can be expressed in matrix notation as

Sc = d (33)

where

S =





a6 0 0 0 0 0 0 0 0 0

a5 a6 0 0 0 0 0 0 0 0
a4 a5 a6 0 b2 0 0 0 0 0
a3 a4 a5 a6 b1 b2 0 0 0 0

a2 a3 a4 a5 b0 b1 b2 0 0 0
a1 a2 a3 a4 0 b0 b1 b2 0 0

0 a1 a2 a3 0 0 b0 b1 b2 0
0 0 a1 a2 0 0 0 b0 b1 b2

0 0 0 a1 0 0 0 0 b0 b1

0 0 0 0 0 0 0 0 0 b0





c =
[
n3 n2 n1 n0 m5 m4 m3 m2 m1 m0

]T

d =
[
d9 d8 d7 d6 d5 d4 d3 d2 d1 d0

]T
. (34)

Therefore, the coefficients of the controller C(z) that place the closed-loop poles at the

desired locations are obtained by solving5 this system of linear equations:

c = S−1d. (35)

2.6. Computational Load

The computational load of the proposed transfer function controller is analyzed in number

of operations and compared with an equivalent state-space controller. This is commonly

regarded as valid for assessing the computational burden without further experimental ver-

ification [86].

The proposed controller implements two transfer functions, which are the prefilter and

the loop filter. The prefilter (21) is a second-order transfer function with a relative degree

of one (the difference between the number of poles and the number of zeros). The loop

filter is the product of CRC(z) [cf. (14)] times C(z) [cf. (30) and (32)]. This yields

a strictly-proper (the same number of poles and zeros) fifth-order transfer function. The

computational load required by a discrete transfer function is proportional to the number

of coefficients. Each coefficient requires a multiplication of a complex variable by a real

denominator [81]. This ensures that the system is causal and can be implemented in a real control device.
5Sylvester’s theorem [54] ensures that S is invertible.
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coefficient and a complex addition to be performed. At most, the number of coefficients

in a transfer function is equal to the number of poles and zeros plus two. A multiplication

requires two two floating-point operations (flops) and a complex addition is performed in

two two flops. Therefore, this controller has a constant complexity of 34 two floating-point

operations (flops). The total number of two flops per second that the proposed current

controller executes is 34fs. In the presented implementation (fs = 5 kHz), a figure of 170

kilo flops per second is obtained.

On the other hand, the state space controller in [1] requires the implementation of an

observer and a control law. The observer equation is

x̂b(k) = (Fbb −KoFab)︸ ︷︷ ︸
5×5

x̂b(k − 1)︸ ︷︷ ︸
5×1

+ Ko︸︷︷︸
5×1

i1(k)︸ ︷︷ ︸
1×1

+ (Fba −KoFaa)︸ ︷︷ ︸
5×1

i1(k − 1)︸ ︷︷ ︸
1×1

+ (Gb −KoGa)︸ ︷︷ ︸
5×1

u(k− 1)︸ ︷︷ ︸
1×1

. (36)

The control law equation is

u(k) = Kf︸︷︷︸
1×1

i∗1︸︷︷︸
1×1

−
[
Kc 1 0

]
︸ ︷︷ ︸

1×6

[
i1
x̂b

]

︸ ︷︷ ︸
6×1

. (37)

Therefore, the number of operations that this controller requires is 47 multiplications of

complex variables by real coefficients and 47 complex additions. This results in a constant

complexity of 188 two flops (188fs flops per second.

As a consequence, the computational load of the proposed controller is less than five

times that of [1], which makes the former particularly suited for an implementation in a

embedded controller when a high switching frequency is required.

2.7. Example of Design Code

A reference script that summarizes the computations presented through the section for the

design of the proposed controller is shown in Figure 31. The inputs of the script are the LCL

filter parameters L1, L2, and C; the estimated equivalent loss resistances R1, R2 and Rc; the

fundamental grid frequency ωg; and the sampling period Ts. The outputs are the controller

C(z), the resonant controller (RC) CRC(z), the feedforward gain Kf , the prefilter H(z) and

the reference gains K
±

. These transfer functions and gains are needed to implement the

proposed control structure (cf. Figure 15).

2.8. Summary

This section has presented an enhanced current RC for grid-tied converters with LCL filter.

The developed method is based on direct discrete-time pole placement from the classi-

cal control theory, involving two extra filters. It provides a simple design process of the

controller for a wide range of LCL filter values and it ensures stable operation without
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% MODELING OF THE PLANT

% LCL filter in continuous time

s = tf(’s’); Zc = 1/(s*C)+Rc;

Z1 = s*L1+R1; Z2 = s*L2+R2;

G_s = Zc/((Z1+Zc)*Z2+Z1*Zc);

% LCL filter in discrete time

G_d = c2d(G_s,Ts,’zoh’);

% LCL filter plus 1 sample compu. delay

G_dd = tf([1],[1 0],Ts)*G_d;

% Resonant controller in discrete time

Crc = tf([1],[1 -2*cos(wg*Ts) 1],Ts);

% LCL filter, 1 sample delay and res. model

G_add = Crc*G_dd;

% CONTROLLER DESIGN USING POLE PLACEMENT

fdom = 200; damp = 0.7;

wres = sqrt((L1+L2)/(L1*L2*C));

% Controller C(z):

p1 = exp(-2*pi*fdom*Ts);

p2 = exp((-damp*wres+1i*wres*sqrt(1-dampˆ2))*Ts);

p3 = exp(-2*pi*2*fdom*Ts);

poles = [0 ; 0 ; p1 ; p2 ; p2 ; ...

conj(p2) ; conj(p2) ; p3 ; p3];

Acl = poly(poles);

C = poleplacement(G_add,Acl);

% Feedforward gain, Kf

lcl_gain = evalfr((Zl1+Zc)/Zc,exp(1i*wg*Ts));

delay = exp(1i*1.5*wg*Ts);

Kf = lcl_gain*delay;

% Prefilter: H(z)

zeros_sys = roots(C.num{1});

slow_ceros = [zeros_sys(3) ; zeros_sys(4)];

F = tf([1 0],poly(slow_ceros),Ts);

% Reference gain, Kpn

Kp = 1/evalfr(F,exp(1i*wg*Ts));

Kn = 1/evalfr(F,exp(-1i*wg*Ts));

Figure 31. Example script that summarizes the computations that are necessary to design

the proposed controller.

additional damping methods. The available bandwidth is examined in order to define the

frequency of the dominant pole in the system. As a result, a fast reference-tracking capa-

bility with negligible overshoot and low controller effort are attained in combination with

a fast disturbance rejection. The sensitivity to variations in the grid inductance is low due

to the proposed pole-placement strategy. The proposed controller also has the well-known

characteristics of the conventional resonant controllers (RCs), e.g., zero steady-state error

at both fundamental sequences, and a simple implementation with a low computational load

compared to state-space controllers from modern control theory. The design was validated

with both simulations and experiments.
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3. Positive- and Negative-Sequence Current Controller with

Direct Discrete-Time Pole Placement for Grid-Tied

Converters with LCL Filter

Traditionally, the current control of grid-tied converters with LCL filter is based on

proportional-resonant or proportional-integral controllers, which often need an additional

active damping method to achieve stability. These solutions do not permit to place the

closed-loop poles in convenient locations when dealing with such high-order plants. This

constraint results in degraded reference-tracking and disturbance-rejection responses. On

the other hand, the existing methods based on direct pole placement or other modern control

strategies, do not control with zero steady-state error both positive and negative sequences

of the grid current, but only the positive one. This limitation is undesirable under unbal-

anced grid conditions. This section presents a current controller for grid-tied converters

with LCL filters based on direct discrete-time pole placement. The proposed controller

makes it possible to control both positive and negative sequences of the grid-side current

with zero steady-state error. Contrarily to the classical resonant controllers, the closed-loop

poles can be placed in convenient locations, yielding a fast response with negligible over-

shoot and low controller effort. Moreover, no additional damping methods of the resonance

are necessary to achieve stable operation, regardless of the switching frequency and LCL

filter used. Simulation and experimental results that validate the contents of this section are

presented.

Grid-connected converters are becoming more popular nowadays due to the increasing

role of renewable energy sources and distributed power generation systems [65]. The volt-

age source converters (VSCs) is one of the most common converter topologies used in this

type of applications. In order to connect the two low-impedance voltage sources (the grid

and the voltage source converters (VSCs)), this solution needs a filter to attenuate the high-

frequency currents generated by the voltage source converters (VSCs). Although different

filter topologies can be considered, the LCL filter is the preferred option as a consequence of

its reduced size and good performance [69] (it attenuates the grid-side current with a slope

of 60dB per decade above the resonant frequency). Nevertheless, the LCL filter presents a

challenging problem to the designer of the current controller, because of its relatively high

order and the small damping of its resonant poles [70].

A crucial part in a grid-tied converter is the current controller. Several current con-

trol strategies can be adopted. On the one hand, there are classical techniques such as

proportional-integral control in one frame [83], in a double synchronous frame [87] and

proportional-resonant [39] controllers. Some of the classical methods, such as [87, 83], are

able to control both the positive and negative sequences. Nonetheless, they offer limited

performance, because they do not permit to arbitrarily place the poles of the closed-loop

system when dealing with a high-order plant such as that corresponding to the LCL filter

Research work included in this section has been published in the journal IEEE Transactions on Power

Electronics [1] and presented at the IEEE Energy Conversion Congress and Exposition (ECCE 2016) [9]. This

work was supported by the Spanish Ministry of Education, Culture and Sport under the Grant Program for the

doctoral stage FPU14/00683, as well as by the Spanish Ministry of Science and Innovation and by the European

Commission, European Regional Development Fund (ERDF) under project DPI2016-75832.
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plus the computational and modulation delay (one and a half samples, respectively [15]).

This results in degraded reference-tracking and disturbance-rejection responses or even in-

stability. Parker et al. [47] have analyzed the stability problem that arises when poles

fall outside the unit circle, and determined that there is a threshold in the resonant fre-

quency of the LCL filter: fs/6. This critical frequency value determines the region where

an additional damping strategy is necessary to make the system stable when controlling

the grid-side current. The damping of the LCL filter can be implemented passively or

actively. Although passive damping is the most commonly used method [29], it causes

extra losses and reduces the efficiency of the system [78]. Active damping strategies over-

come this problem. They usually rely on feeding back a signal obtained by filtering the

capacitor current [74, 76, 79, 49], the capacitor voltage [37, 72, 88, 75], or the grid-side

current [50, 80, 51]. Therefore, additional sensors or estimation mechanisms (e.g., deriving

the capacitor voltage to obtain the capacitor current [37]) are needed. Furthermore, esti-

mation mechanisms such as the derivative filtering usually present sensitivity problems to

noise [37]. In addition, although active damping techniques move the closed-loop poles to

stable regions [74, 76, 79, 49, 72, 88, 75, 50, 80, 51, 37], they still do not offer the freedom

of placing the poles in a good location in terms of transient response, controller effort, and

robustness to disturbances and parameter variations.

On the other hand, modern control theory offers different methods such as linear

quadratic (LQ) control [89], optimal control [90], model predictive control [91, 92], includ-

ing dead-beat control [93, 94], adaptive control [95], and direct pole placement (i.e., state-

feedback, which utilizes a compensator and an observer) [96, 97, 98, 99, 100, 101, 102].

These techniques already account for the damping of the open-loop poles of the plant,

making it unnecessary to add more degrees of freedom or extra feedback branches to the

controller to achieve a stable response.

Nevertheless, the solutions based on linear quadratic (LQ) or optimal control require

a laborious selection of parameters that depend on the particular LCL filter and switching

frequency used. Furthermore, in [89, 90], there is not a direct relation between the design

process and the performance obtained in the real system, in terms of controller effort and

transient response. The ones based on pole placement are able to avoid these inconvenients.

However, the previously proposed methods based on state-space control (including both

the direct-pole-placement and linear quadratic (LQ) ones) [89, 97, 98, 99, 100, 101] do not

model the plant losses of the VSC, the filter, and the grid impedance. This simplification

represents the least damped scenario for the resonance of the LCL filter [99]. However, if

the state-feedback controller is designed with a plant model different from the real plant,

the response of the real system worsens. Therefore, estimated losses should be taken into

account in the design of the controller in order to avoid a detriment of the performance. In

addition, the designs in [89, 97, 98, 99, 100, 101] only control with zero steady-state error

the positive sequence of the current, which makes the controller unsuitable for unbalanced

grid conditions. In [96], a state-feedback controller is combined with an internal model con-

troller to overcome this problem. Nevertheless, a detailed analysis for each particular LCL

filter is needed, in order to evaluate the interactions that appear between both controllers.

In [102, 94, 96, 93, 76] robust controllers to grid impedance uncertainties are proposed;

however, they are not tested under voltage sag faults. In case of sudden voltage dips, the

dynamics of common grid-side current controllers, such as [102, 94, 96, 93, 76], are nor-



Current and Voltage Control of AC Power Electronic Converters in Microgrids 63

vdc

vC,abc

L2

i2,abcu
′

d,abc

R2
L1

i1,abc

R1

vg,abc

Rc

C

State-space
resonant

current control.i
∗

1,dq

i1,abc

vg,abc

Firing

signals

Figure 32. Grid-tied voltage source converters (VSCs) with LCL filter and grid-side current

controller.

mally too slow to prevent large current transients. Finally, the model predictive controllers

in [91, 92] offer a fast transient response; however the switching frequency of the converter

is variable because the switching states are directly selected by the control. This generates

interharmonics in the grid-side current, which are hard to filter [91].

This section presents a grid-side current controller for grid-tied converters with LCL

filter that is able to control both positive and negative sequences of the fundamental grid

frequency. The presented current controller uses the direct pole-placement strategy from

the state-space theory. Contrarily to the classical controllers, the closed-loop poles are

placed in convenient locations regardless of the LCL-filter resonant frequency and sampling

frequency, and without adding an extra active damping method. Placing the poles in the

specified locations results in a predictable and fast transient response, with low controller

effort and no overshoot, and a good robustness to disturbances. Thus, a direct relation

exists between the design process and the performance of the real system. Moreover, the

reference-tracking and the disturbance-rejection capabilities, as well as the controller effort,

do not depend on the LCL-filter resonance and sampling frequency used, when the design

is performed according to the real values.

In addition, the controller structure used in this section (state-command structure) pro-

vides a better response to reference tracking than the structure typically used with transfer

function design (output-error-command structure), where the controller is placed in the di-

rect path between the reference and the plant input. Furthermore, the controller also takes

estimated plant losses into account, in order to avoid the detriment of the robustness and

performance. The robustness of the control to parameter variations, including those of the

grid impedance, is also evaluated, obtaining a low sensitivity.

After this introduction, Section 3.1 presents the models of the plant and the grid voltage

disturbance. Next, in Section 3.2, the compensator and the observer are designed, and the

performance of the proposed current controller concerning its time response is analyzed.

Then, in Section 3.3, its robustness is assessed by evaluating the sensitivity to model pa-
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rameter variations and the disturbance-rejection capability. In Section 3.4, simulation and

experimental results that validate the theory are presented. Summary in Section 3.7 close

the work.

3.1. Modeling of the Plant and the Disturbance

This section presents the models of the system dynamics (plant and disturbances) for the

grid-side current controller shown in Figure 32, where L1, L2, and C represent the reactive

elements of the LCL filter; R1, R2, and Rc model the ESRs of the filter and the voltage

source converters (VSCs) [15]; ud,abc is the voltage source converters (VSCs) output volt-

age; i1,abc, i2,abc, and vabc are the LCL-filter state variables (the converter-side current, the

grid-side current, and the capacitor voltage, respectively); vg,abc is the grid voltage; and

i∗1,dq denotes the grid-side current reference in the dq frame. Since the grid-side current is

controlled, the impedance that the voltage source converters (VSCs) presents at the PCC

can be arbitrarily specified. This permits working at unity power factor (generating a cur-

rent reference with i∗q = 0). In this manner, no reactive power exchange between the grid

and the voltage source converters (VSCs) is drawn during operation. The modeling process

takes place in several steps throughout the section; each step adds features to the model

obtained in the previous stage.

3.1.1. The Model of the Plant for the Compensator

In the first place, a continuous model, including losses, of the LCL filter in stationary frame

is presented. This model relates the grid-side current i1(t) to the voltage source converters

(VSCs) output voltage u′
d(t) for the LCL filter of the plant shown in Figure 33a (the absence

of reference frame in a subscript of a variable means αβ frame). The first-order differential

equations in the continuous domain (written in state-space form) are

dxLCL(t)

dt
=





−R1
L1

0 1
L1

0 −R2
L2

−1
L2

CRcR1−L1
CL1

L2−CRcR2
CL2

−(RcL1+RcL2)
L1L2





︸ ︷︷ ︸
ALCL

xLCL(t)

+
[
0 1

L2

Rc

L2

]T

︸ ︷︷ ︸
BLCL

u′
d(t)

i1(t) =
[
1 0 0

]
︸ ︷︷ ︸

CLCL

xLCL(t)

xLCL(t) =
[
i1 i2 v

]T
. (38)

Boldface denotes a vector or a matrix. Equation (38) does not include the effect of the grid

voltage vg applied at the PCC in the state variables. This voltage disturbance is handled in

a special way, using a disturbance estimation method [81], as explained later.
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Figure 33. Stationary-frame plant diagrams: LCL filter, PWM (modeled as a ZOH), and

one-sample computational delay. a Real plant model: the grid voltage vg is applied at the

PCC. b Equivalent plant model: the grid voltage vg is eliminated and an input equivalent

disturbance w is defined.

Next, (38) is discretized by using a ZOH equivalent [81]:

ALCL
d = eALCL Ts

BLCL
d = ALCL−1(eALCL Ts − I4)B

LCL

CLCL
d = CLCL, (39)

where I4 is the 4×4 identity matrix. The sampling period Ts is equal to a switching period

if a single-update strategy is used, and half the switching period in the case of a double-

update strategy [59]. The PWM with triangular carrier, when approximated as a ZOH,

takes into account the half a sample delay added by the voltage source converters (VSCs)

PWM [15] (more accurate converter discretization methods for different carrier signals can

be found in [103, 104, 105]). The resulting model relates the modulator voltage reference

ud(k) with the sampled grid-side current i1(k):

xLCL
d (k + 1) = ALCL

d xLCL
d (k) + BLCL

d ud(k)

i1(k) = CLCL
d xLCL

d (k). (40)

Then, a one-sample input (computational) delay is added. The model of this delay on

the modulator voltage u(k) is [81]

ud(k + 1) = u(k). (41)



66 Diego Pérez-Estévez and Jesús Doval-Gandoy

In this manner, combining (40) and (41), the system model that takes the computational

delay into account is

[
xLCL

d (k + 1)
ud(k + 1)

]

︸ ︷︷ ︸
xLCL

dd
(k+1)

=

[
ALCL

d BLCL
d

0 0

]

︸ ︷︷ ︸
ALCL

dd

[
xLCL

d (k)
ud(k)

]

︸ ︷︷ ︸
xLCL

dd
(k)

+

[
0

1

]

︸︷︷︸
BLCL

dd

u(k)

i1 =
[
CLCL

d 0
]

︸ ︷︷ ︸
CLCL

dd

[
xLCL

d (k)

ud(k)

]

︸ ︷︷ ︸
xLCL

dd
(k)

xLCL
dd (k) =

[
i1 i2 v ud

]T
. (42)

The resultant model relates the grid-side current i1(k) to the modulator voltage u(k) in

the plant shown in Figure 33a. Equation (42) is the plant model to be controlled by the

compensator.

3.1.2. The Model of the Plant and the Disturbance for the Observer

In order to eliminate the steady-state error due to the grid voltage vg (no feedforward of

vg is implemented) and plant modeling mismatches, the proposed controller includes a res-

onant action in the observer. The resonant action is obtained by placing two conjugated

open-loop poles in the observer at the fundamental grid-voltage frequency ωg (i.e., at po-

sition z = e±jωgTs) so as to control both positive and negative sequences. There are two

different possibilities for implementing the disturbance model in the control (in this case,

the resonant action) by means of state-space methods: state augmentation and disturbance

estimation [81]. The latter is chosen here for the reasons explained in the next section,

and determines the way in which the plant and the disturbance should be modeled for the

observer.

In the following, the model of the plant and the disturbance for the observer is de-

veloped. First, the grid voltage vg is eliminated from the PCC and an input equivalent

disturbance w is defined [81], as shown in Figure 33b. Next, a model of the disturbance w

should be specified. A sinusoidal disturbance w(t) of frequency ω(g), which contains both

sequences (two complex conjugate poles in its model), is a solution of

d2 w(t)

dt2
= −ω2

g w(t) (43)

which, in matrix notation, corresponds to

dr(t)

dt
=

[
0 1
−ω2

g 0

]

︸ ︷︷ ︸
Adis

r(t)

w(t) =
[
1 0

]
︸ ︷︷ ︸
Cdis

r(t) (44)
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where

r(t) =
[
r1 r2

]T
=

[
w dw/dt

]T
. (45)

Then, (44) is discretized by using a ZOH equivalent (again, to model the PWM effect):

Adis
d = eAdis Ts

Cdis
d = Cdis, (46)

where I2 is the 2× 2 identity matrix. The resultant discrete-time disturbance model is

r(k + 1) = Adis
d r(k)

w(k) = Cdis
d r(k). (47)

In order to design an observer that estimates the input-equivalent disturbance w [see

Figure 33b] at frequencies ±ω(g), the previous plant model (42) is augmented with the

disturbance model (47) in order to include the resonant action:

[
x

LCL

dd
(k + 1)

r(k + 1)

]

︸ ︷︷ ︸
xLCL

add
(K+1)

=

[
A

LCL

dd
B

LCL

dd
C

dis

d

0 A
dis

d

]

︸ ︷︷ ︸
ALCL

add

[
x

LCL

dd
(k)

r(k)

]

︸ ︷︷ ︸
xLCL

add
(k)

+

[
B

LCL

dd

0

]

︸ ︷︷ ︸
BLCL

add

u(k)

i1(k) =
[
C

LCL

dd
0
]

︸ ︷︷ ︸
CLCL

add

[
x

LCL

dd
(k)

r(k)

]

︸ ︷︷ ︸
xLCL

add
(k)

x
LCL

add
(k) =

[
i1 i2 v ud r1 r2

]T
. (48)

This is the model of the plant and disturbance that the observer uses to estimate the LCL

state xLCL
dd (k) and the input-equivalent grid-voltage disturbance w.

Notice that the sinusoidal disturbance w cannot be controlled; hence, it is not included

in the model used by the compensator. Nevertheless, it does need to be known to be com-

pensated; thus, it is included in the observer model [81].

3.2. Compensator and Observer Design Using Pole Placement

Figure 34 shows the proposed controller architecture. The caret on a variable name indi-

cates that the variable is an estimate calculated by the observer, also named estimator [81].

The developed scheme only measures one state variable, the grid-side current6 i1,abc. This

state variable is transformed to the αβ frame, the one where the controller is implemented,

resulting in i1. The inputs of the observer are the reference voltage after passing through

the saturator usat and the measured grid-side current i1. The input of the controller is the

grid-side current reference i∗1. The equation that the reduced-order observer implements is

x̂LCL
addb

(k) =
(
ALCL

addbb
−Ko ALCL

addab

)
x̂LCL

addb
(k − 1) +

+Koi1(k) +
(
ALCL

addba
−Ko ALCL

addaa

)
i1(k − 1) +

+
(
BLCL

addb
−Ko BLCL

adda

)
u(k − 1). (49)

6This can be accomplished with two current sensors, assuming no zero-sequence current is present.
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Figure 34. Proposed controller architecture.

The constants ALCL
addaa

, ALCL
addbb

, ALCL
addab

, ALCL
addba

, BLCL
adda

, BLCL
addb

, Ko used in (49) are given in

the Section 3.5 Using the estimated state x̂LCL
addb

(k) from (49), the modulator voltage in (34)

is

u(k) = Kf i∗1 −
[
Kc 1 0

] [
i1

x̂LCL
addb

]
. (50)

It should be noticed that
(
x̂LCL

addb

)T
=

[(
x̂LCL

ddb

)T
r1 r2

]
includes the unmeasured states

of the plant
(
x̂LCL

ddb

)T
= [i2 v ud] and the disturbance estimation r1 and r2. In the im-

plementation of the current controller from Figure 34, the observer (49) uses usat(k − 1)

instead of u(k − 1). This gives a particularly simple anti-windup mechanism for this con-

troller structure [54].

In order to obtain a fast response, the following two design choices are adopted: a state-

command structure for the reference-input structure, and a disturbance-estimation structure

for the resonant control. These two selections are explained in the following:
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1. The state-command structure [81] is chosen because it presents a better response

to situations related to reference tracking than that typically obtained with transfer-

function design (output error command structure). The latter places the controller in

the direct path between the reference and the plant input. On the other hand, the state-

command structure, provides a direct path to the plant (through the feedforward gain

Kf and the saturator) for references to pass (see Figure 34) and avoids exciting the

controller modes. Thus, a faster response is obtained. This advantage is particularly

worthy of note when high-order controllers, such as the proposed one, are used.

2. Among the two possibilities to implement the resonant action, state augmentation

and disturbance estimation, the latter is adopted here. The first, state augmentation,

adds the resonant action in the direct path from reference to plant input resulting in

a slower response to reference changes because of the excited extra modes. In the

case of the integral control, it is possible to place an additional zero that cancels the

extra closed-loop pole introduced by the integrator [99]. However, this cancellation

is never perfect due to plant uncertainties. The second possibility, disturbance es-

timation, implements the resonant action as part of the observer. Therefore, only

disturbance rejection is affected by the extra two poles introduced by the resonant

action.

The response to broad-band signals like sags or reference current changes is determined

by the bandwidth of the controller. High-bandwidth controllers allow fast signals (high fre-

quencies) to pass in the case of references, or to be compensated in the case of disturbances.

However, the speed at which the output can be controlled is limited to the available con-

troller effort. The LCL filter attenuates signals above the resonant frequency wres with a

slope of 60dB per decade. Therefore, this low-pass behavior demands a huge effort from

the controller when a high bandwidth is tried to be set. This fact results in the voltage

source converters (VSCs) entering into overmodulation. All types of current controllers

have to cope with this fundamental limitation. The pole-placement strategy is designed in

this section according to a radial projection [81] of the resonant poles of the plant so as to

provide a good response while keeping the control effort low.

The compensator gain Kc and observer gain Ko (cf. Figure 34), which determine the

closed-loop poles of the system, are calculated according to the pole-placement strategy.

Matlab has two functions, acker and place, that can be used to calculate these two

gains. (a design script is given in Section 3.6). Using direct discrete-time pole placement

makes the design process straightforward compared with other state-space techniques such

as linear quadratic (LQ), where weighting matrices that are weakly connected to the per-

formance specifications need to be specified [81]. In any case, it is necessary to define the

position of the closed-loop poles. This is a crucial task that determines the performance

of the control algorithm. In the following, the criteria developed to assign the closed-loop

poles of the compensator and the observer are explained in detail. Note that the closed-loop

poles of the complete system are the union of the compensator closed-loop poles and the

observer closed-loop poles.

The plant model in (42) has four poles. The LCL filter has two complex conjugate poles

pol
1,2 (the resonant poles) at the resonant frequency and a real pole pol

3 at zero frequency. In
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Table 5. Compensator Pole Placement

Poles
Position in the z-plane

Open-loop Closed-loop

LCL

filter

Radial projection of LCL resonant poles, ζ = 0.7.

pol
1,2 = e±j ωres Ts

pcl
1,2 =

e(−ζ ωres ±j ωres

√
1−ζ2) Ts

Moved to obtain higher bandwidth and to make it the

dominant pole.

pol
3 = 1 pcl

3 = e−ωdom Ts

Comp.

delay

Not moved; already in an optimum location.

pol
4 = 0 pcl

4 = 0

addition, the computational delay adds a fourth pole pol
4 to the model, at the origin of the

z-plane. These four poles are shown in Figure 35, which depicts the pole map of the system.

In order not to unnecessarily increase the controller effort, the closed-loop poles

should be kept close to the open-loop poles whenever the response is not significantly de-

graded [81]. Table 5 summarizes the proposed locations for the closed-loop poles of the

compensator. The proposed current controller only reallocates three poles of the LCL fil-

ter (pol
1,2,3). One of them is displaced to a higher frequency (see pcl

3 , in Figure 35); on the

other hand, the other two are reallocated in a more damped region (pcl
1,2) to obtain a fast

and damped response by means of radial projection (a damping factor ζ of 0.7 is used).

The delay pole pol
4 is already in an optimum location, so it is not moved. A frequency

fdom = ωdom/2π = 150 Hz is recommended for the dominant pole pcl
3 , because it en-

sures a negligible effect of the damped resonant poles pcl
1,2 on the system response (resonant

frequencies above twice the dominant frequency, fres > 300 Hz, are expected). In this

manner, contrarily to other current controllers, the response is not affected by the LCL filter

choice. It should be noticed that the parameter fdom can be modified to a value different

from the recommended 150 Hz.

3.2.1. Compensator Design

However, further increasing the frequency of the dominant pole would demand more con-

trol effort to the voltage source converters (VSCs), because the magnitude of the transfer

function that relates the grid-side current with the voltage source converters (VSCs) out-

put GLCL(s) = i1/u′
d rolls off at 20dB per decade at frequencies below the resonant

frequency [47].

Despite the fact that different LCL filters may have resonant poles in a wide frequency

range (see pol
1,2 in Table 5), all LCL filters have a pole at zero frequency (see pol

3 in Table 5).

Since this pole is moved and set to be the dominant pole of the system (see pcl
3 in Table 5),

the system bandwidth does not depend on the LCL filter used, but on this dominant closed-

loop pole, and a consistent performance is obtained irrespectively of the filter installed.
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3.2.2. Design of the Reduced-Order Observer

After the compensator closed-loop poles have been defined, the placement criteria of the

observer closed-loop poles should be established. Table 6 summarizes the proposed location

for the closed-loop poles of the observer. They are also shown in the pole map of the

complete system in Figure 35. Now the pole assignment is not restricted to yield a low

control effort, because the observer does not drive any actuator, but simply calculates the

state of the system. Therefore, a larger bandwidth can be set, and it is advisable to place

the observer closed-loop poles (pcl
5,6,7,9) at frequencies higher (and damped) than that of

the dominant pole of the compensator pcl
3 so as to provide similar dynamics to those of

the compensator alone [81]. The computational delay pole pcl
8 is not moved because it is

already in an optimum location.

pol1,5

pol2,6

pol3,7

pol9

pol10

pcl1,5

pcl2,6

pcl3pcl7,9

ω = ωres

ζ = 0.7

−1 1

−1

0

1

Re(z)

Im(z)

Open-loop poles Closed-loop poles

p4
ol
,8 p4

cl
,8

Figure 35. Open- and closed-loop pole map of the complete system.

Regarding the selection of the type of observer, there are three alternatives [81]: the pre-

dictor estimator, the current estimator and the reduced-order estimator. Here, the reduced-

order estimator is recommended because of the following reasons. The predictor estimator

uses the next-to-last current measurement i1(k− 1), instead of the last measurement i1(k),

which gives a more recent state of the plant. The current estimator cannot be implemented

in plants where there are pure delays, as the z−1 term of the computational delay. The

reduced-order estimator eliminates one pole7 (pol
10), making the response faster. This reduc-

7The reduced-order estimator reduces its number of poles according to the number of state variables that are
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Table 6. Observer Pole Placement

Poles
Position in the z-plane

Open-loop Closed-loop

LCL

filter

Radial projection of resonant poles to ζ = 0.7.

pol
5,6 = e±j ωres Ts

pcl
5,6 = e

“

−ζ ωres ±j ωres

√
1− ζ2

”

Ts

Moved to twice the frequency of the dominant pole.

pol
7 = 1 pcl

7 = e−2 ωdom Ts

Comp.

delay

Not moved; already in an optimum location.

pol
8 = 0 pcl

8 = 0

Resonant

action

Moved to twice the frequency of the dominant pole.

pol
9,10 = e±j ω(g) Ts pcl

9 = e−2 ωdom Ts

tion in the order of the observer is of special convenience in order to obtain a fast disturbance

rejection.

3.3. Parameter Sensitivity

A system that keeps a good regulation in the face of variations in the plant parameters is

said to have low sensitivity to those parameters. In the case of a grid-tied inverter, there are

several variables whose variation from the nominal value should be considered. Namely,

the grid impedance Zg (which has an inductive part Lg and a resistive part Rg), the real (or

actual) LCL filter parameters (Lr
1, Lr

2 and Cr) [99], and the real ESR of the voltage source

converters (VSCs) [15] and of the LCL filter (Rr
1, Rr

2, and Rr
c).

3.3.1. Stability Regions

Since there are several degrees of freedom in the plant variation, a set of representative

worst-case scenario parameter values should be selected. This idea was also used in [99],

where different stability regions were calculated for various real LCL filter parameters val-

ues that differ by a certain amount from the nominal value. In addition, an inductive grid,

as in [99], is considered. The stability of the closed-loop system is analyzed by calculating

the damping factor of the most unstable closed-loop pole (i.e., the smallest one) for each

of the combinations of parameters considered. Now the plant is modified from the ideal

values (L1, L2 and C) of Figure 33a, used to design the controller, to the real (or actual)

values (Lr
1, Lr

2 + Lg and Cr), as shown in Figure 36. The following three different cases

are studied: 1) the filter inductances are the nominal ones: Lr
1 = L1 and Lr

2 = L2; 2) the

filter inductances are 10% larger than the nominal values: Lr
1 = 1.1L1 and Lr

2 = 1.1L2; 3)

the filter inductances are 10% smaller than the nominal ones: Lr
1 = 0.9L1 and Lr

2 = 0.9L2.

In all the cases, the real filter capacitance Cr is varied from 0.2C to 2C and the grid induc-

directly measured [81]. The proposed implementation only measures one state variable: the grid-side current

i1.
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Figure 36. Space-vector circuit model in αβ coordinates of the real LCL filter, with values

different from the nominal LCL filter of Figure 33a, connected to a grid with impedance

Zg = Rg + jωLg.
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Figure 37. Stability regions for variations in grid inductance Lg and the real LCL filter

capacitance Cr . a LCL filter inductances with nominal values. b LCL filter inductances

with values 10% bigger than nominal. c LCL filter inductances with values 10% smaller

than nominal.

tance Lg, from zero to L1. Figure 37 shows the resulting stability regions. It can be seen

that the bigger the changes in the inductance or capacitance are, the smaller the damping

factor of the least damped pole is. When the damping factor reaches zero, the system be-

comes unstable. For a 10% tolerance in the filter components, the analysis predicts a stable

operation (ζ > 0) in a wide range of situations. The system is specially robust to variations

in the grid inductance Lg. Comparable results were obtained for the controller proposed

in [99].

Selecting L1 = L2 a minimum cost of the total inductor L1 + L2 is obtained [69]

(as done, e.g., in [69, 70, 79, 97, 101, 105]. Unmatched filter inductances could be consid-

ered [83] (e.g., L2 > L1 to reduce the rating of the switches for a required fres) but a higher

total inductor value would be obtained. From the control point of view, these changes do

not have significant impact on the performance of the system because the position of the

open-loop poles of the plant depends on the resultant resonant frequency, independently of

the particular LCL filter values (L1, C, and L2) which give this resonant frequency.
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3.3.2. Root Locus for Lg and ESRs Sweeps and Pole Map for a Weak Grid

Any variation from the plant parameters used to design the controller will result in the

closed-loop poles moving away from the desired location. The following analysis calcu-

lates the root locus of the closed-loop poles when certain parameters (Lg and the ESRs) are

modified so as to evaluate the effect, as a whole, on all the closed-loop poles of the con-

troller. Figure 38 shows the root locus of the transfer function from the current reference

i∗1 to the grid-side current i1 in two cases: when the grid inductance is increased, and when

the ESRs are not negligible but they are ignored in the controller design. It also shows the

pole map of the system when the voltage source converters (VSCs) is connected to a weak

grid and the grid impedance is not included in the model used for the control design (the

ESRs, for r = 1, are taken into account).

The parameters of filter II from Table 7 are used for the analysis.

Figure 38a shows a sweep in the grid inductance Lg from zero to a value equal to the

LCL filter grid-side inductance L1. There are four poles that exhibit a greater sensitivity. As

shown in the root locus, the sensitivity is not constant with parameter variation. Small initial

variations cause big displacement in these four poles, whereas large additional parameter

changes do not significantly worsen the response. However, the least damped poles are still

the two complex conjugate poles associated with the resonance of the LCL filter; hence,

they are still the ones that determine the stability.

Figure 38b shows the effect of adding the ESRs of the filter components and the voltage

source converters (VSCs) (Rr
1 = rR1; Rr

2 = rR2; Rr
c = rRc with r ∈ [0, 1]) for a

controller designed without taking them into account, i.e., assuming r = 0, as in [99], and

connected to an ideal grid (Zg = 0). As it happens, any deviation from the nominal model

moves the closed-loop poles from their desired location, degrading the control performance.

Therefore, if estimated ESR values are available to the designer, it is recommended to take

them into account. In any case, the variations in the ESRs only have a small effect on the

transient response; thus, the proposed controller can be considered to be robust to them.

Figure 38b also shows the closed-loop poles when the voltage source converters (VSCs) is

connected to a weak grid. Now the grid impedance is the parameter that is not accounted

for in the model, instead of the ESRs of the filter and the converter. The considered grid

impedance Zg = 0.11 p.u. has a resistive part of 1.2ω, Rg = 0.11 p.u., and a reactive part

of 330µH, Lg = 0.01 p.u. (weak grids typically have a mainly resistive character [106]).

This weak grid causes the closed-loop poles to move from the desired locations (worsening

to a certain extent the response) when its impedance is not included in the plant model used

to design the controller. Nevertheless, its effect (the pole movement) is small due to the

robustness of the proposed controller.

3.4. Experimental Results

The proposed current controller is tested in a 20-kW voltage source converters (VSCs)

working as an inverter and connected to a 400-V line-to-line 50-Hz three-phase grid. A

three-phase ac voltage source was used to generate voltage sags as shown in Figure 39. The

switching and sampling frequency is fs = 2.5kHz, with 3-µs dead-time. A low switching

frequency reduces switching losses in the voltage source converters (VSCs) and it represents

a worst-case scenario in terms of the effect of the computation and modulation delays.
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Figure 38. Root locus of the complete system under different parameter variations. a The

grid inductance Lg is increased from zero to a value equal to the LCL-filter grid-side in-

ductance L1. b Effect of adding the ESR of the filter components and the voltage source

converters (VSCs) for a controller designed with ideal plant parameters and operated with

a plant with parameters Rr
1 = rR1, Rr

2 = rR2, and Rr
c = rRc; and closed-loop poles

when the voltage source converters (VSCs) is connected to a weak grid of impedance

Zg = 0.11p.u. (the ESRs, for r = 1, are included in the model used to design the controller

and the grid impedance Zg is not included).

Moreover, since the single-update strategy represents the worst-case control scenario, this

one was chosen for the implementation. A double-update strategy executes the control

algorithm at twice the speed of a single-update strategy [59]. Therefore, the computational

delay is reduced. The dc-bus voltage is vdc = 750V. The two filters with different resonant

frequencies fres presented in Table 7 are used to connect the voltage source converters

(VSCs) to the grid. The design of filter I was carried out according to [83], obtaining

a 1.4% of grid-side current ripple. Filter II was designed to validate the proposed current
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Figure 39. Space vector at the instant tsag when the type-C sag happens (including its

decomposition into symmetrical components), and its steady-state trajectory (during normal

operation and in the fault condition).

controller in a wide range of resonant frequencies of the LCL filter. Therefore, two different

resonant frequencies for the LCL filter (fres,1 = 791 Hz and fres,2 = 367 Hz) are chosen

(above and below fs/6 = 417 Hz) in order to assess the stability and performance of the

proposed controller in both stability regions established in [47]. If a higher sample rate were

used, a resonant frequency below fs/6 could also be obtained without increasing the value

of the reactive elements. This would reduce the problems associated with high reactive

values, such as higher losses, high voltage drop on the filter, and considerable reactive

power drawing from the voltage source converters (VSCs). Unless otherwise stated, the

LCL filter installed in each case corresponds to the filter parameters adopted for the design

of the controller. Figures 40a and 40b show a diagram and a photograph of the experimental

setup, respectively.

The following characteristics are tested with the controller being designed for each of

the LCL filters: reference tracking of both sequences [Figures 41a–44a for LCL filter I, and

Figures 41b–44b for LCL filter II], disturbance rejection of both sequences [Figures 45a–

48a for LCL filter I, and Figures 45b–48b for LCL filter II], disturbance rejection to voltage

harmonics (Figure 49), and parameter sensitivity (Figure 50 and Figure 51). Each test

shows the reference signal i∗1, the simulated response isim1 , and the measured response i1.

The simulated response accurately matches the experimental response in all the tests. The

nonlinear effects of the voltage source converters (VSCs) and the interaction between the

current controller and the PLL causes the negligible differences that can be observed be-

tween i1 and isim1 . Although no phase jump is caused in the positive sequence of the grid
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Figure 40. Experimental setup. a Diagram. b Photograph.

voltage [85] and the PLL bandwidth is small, disturbances in the form of harmonics, noise,

or transients present in the grid voltage can be introduced in the phase generated by the

PLL [107].

Figure 41 and Figure 42 show a reference step in the q axis of the positive-sequence dq
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frame (dq+ frame). The currents are also expressed in a synchronous frame rotating at the

same frequency, so as to obtain a representation of characteristic parameters of dc signals

(rise time, settling time, overshoot, and steady-state error) and the absence of cross cou-

pling. The 10%–90% rise time of the measured response i1 in Figure 41 is approximately

2.5ms. This value is slightly greater than the rise time of a first-order system of the same

bandwidth, T10%−90% = ln |9| /(2πfdom) = 2.33ms, due to the effect of the extra poles.

Negligible overshoot is attained, as expected from the well-damped dominant closed-loop

pole pcl
3 (see Figure 35) placed at the frequency fdom. The low-order harmonics (mainly

sixth-order harmonic in the dq-frame) correspond to the fifth and seventh harmonics caused

by nonlinearities of the voltage source converters (VSCs). Figure 43 and Figure 44 shows

an identical reference step, but now in the negative-sequence dq frame (dq- frame). The

resulting response is of similar form to that obtained for the step in the other sequence (cf.

Figure 41), as intended, because the resonant action treats both sequences equally.

Figures 45–51 display the robustness of the controller to both disturbances (e.g., sags

and harmonics in the grid voltage) and parameter variations. Figure 45 and Figure 46 shows

the capability of the current controller to reject disturbances in the form of voltage sags (the

sag contains both voltage sequences). A 40%-depth type-C sag [85] is generated with the

three-phase ac-voltage source, while keeping the references constant. The settling time

to within 2% is 6ms, which is slightly greater than the Tst = −ln |0.02|/(2π fdom) =
4.15ms associated to a first-order system; again due to the effect of the extra poles. The

grid voltage at the instant when the voltage sag occurs has some high frequency oscillations

[cf. Figure 45a - 48a] when the filter with lower impedance (filter I) is used. This is due

to the limitation of the three-phase voltage source (model Pacific 360-AMX) to generate

the defined voltage sag accurately at the PCC when connected to such a low impedance

load (the voltage source converters (VSCs) with filter I). This undesirable effect increases

Table 7. LCL Filter Parameters

Parameter Filter I Filter II∗ Filter III∗ Filter IV∗

L1 2.7mH 7.5mH 15mH 6.75mH
L2 2.7mH 7.5mH 15mH 6.75mH
C 30µF 50µF 30µF 15µF

R1 0.25Ω 0.5Ω 0.5Ω 0.5Ω

R2 0.5Ω 0.75Ω 1Ω 0.5Ω

Rc 0.1Ω 0.1Ω 0.1Ω 0.1Ω

fres 791Hz 367Hz 330Hz 707Hz
∗

Filter II, III, and IV are not intended to be a high-performance filter design like filter I, but to validate the
proposed current controller in a wide range of resonant frequencies of the LCL filter (below and above fs/6).
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the settling time of the system. In order to see the response of the controller to reference

changes during a sag condition, Figures 47 and 48 show the reference-tracking capability

under the same sag as in Figure 45. The reference step i∗1 is calculated according the so-

called positive-negative-sequence compensation strategy [84]. In this case, both currents,

the grid-side current i1 and its reference i∗1, are shown in stationary frame because they

both have a positive and a negative sequence simultaneously. The response is also fast

and well damped when these effects (reference tracking and disturbance rejection of both

sequences) are combined, as expected from the lineal model the system. The response may

vary slightly depending on the initial phase of the sag, without altering the validity of such

conclusion.

As anticipated, the rise time, the overshoot, and the settling time: all do not depend on
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Figure 41. Continued on next page.
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Figure 41. Experimental and simulation waveforms (i1,dq and isim
1,dq, respectively) for a

reference step i∗1,q+ in the positive synchronous frame dq+ rotating at the fundamental grid

frequency ωg . a LCL filter I, b LCL filter II, c LCL filter III, and d LCL filter IV.

the LCL filter resonant frequency. This can be seen by comparing the oscilloscope captures

obtained with filter I (fres < fs/6), shown in Figures 41a–48a, with those made with filter

II (fres > fs/6), shown in Figures 41b–48b. This behavior results from the pole-placement

criteria used in the design of the controller.

Figure 49 shows the response to a reference step in the positive-sequence dq frame

under the following conditions. The grid voltage has the following low-order voltage har-

monics: V3 = 0.5%, V5 = 0.3%, V7 = 2.1% and V9 = 0.7%, where the subscript denotes
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Figure 42. Experimental phase currents (i1,abc) for a reference step i∗1,q+ in the imaginary

component (i1,q+) of the positive synchronous frame dq+ rotating at the fundamental grid

frequency ωg . a LCL filter I and b LCL filter II. c LCL filter III.

the harmonic order. The PLL [107] includes a moving average filter, which eliminates their

effect on the phase estimation. The fifth and seventh voltage harmonics cause the 500-

mA sixth-harmonic current that can be seen in the dq frame. The harmonic current is low

because of the good robustness of the controller to the grid voltage harmonics. Figure 50
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Figure 43. Continued on next page.
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Figure 43. Experimental and simulation waveforms (i1,dq and isim
1,dq, respectively) for a

reference step i∗1,q− in the negative synchronous frame dq- rotating at the fundamental grid

frequency ωg . a LCL filter I and b LCL filter II. c LCL filter III. d LCL filter IV.

shows the robustness of the control to variations in the plant parameters. In order to do

this, a design is made according to the filter I parameters, but the real plant in the setup has

the inductances of filter II (L1 and L2 are 2.8 times bigger than their nominal values). The
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Figure 44. Continued on next page.
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Figure 44. Experimental phase currents (i1,abc) for a reference step i∗1,q− in the imaginary

component (i1,q−) of the negative synchronous frame dq- rotating at the fundamental grid

frequency ωg . a LCL filter I and b LCL filter II. c LCL filter III.

response exhibits a certain overshoot and axis cross-coupling because of the closed-loop

poles displaced due to this discrepancy. Nevertheless, the system is stable despite the large

parameter variations.

In Figure 51, the voltage source converters (VSCs) is connected to the weak grid pre-

sented in Section 3.3. The weak grid is emulated by an impedance in series with the grid

voltage. In this case, the dynamics of the PLL are coupled to the dynamics of the cur-
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rent controller [108, 109]. Nevertheless, no significant variations in the transient response

parameters are observed.

3.5. Observer Formulas

A state-feedback control needs to reconstruct the system state variables. This Section de-

rives the equation that the reduced-order estimator implements to calculate the unmeasured

state variables. The estimator uses the model of the observed system (48). To obtain an

estimator for only the unmeasured part of the state vector, a partition of the state vector

xLCL
add (k) is defined: xLCL

adda
(k) = i1(k) is the measured part, which is the grid-side current;

and xLCL
addb

(k) = [i2 v ud r1 r2]
T

includes the rest of the state variables to be estimated.

Therefore, the resultant system description, from (48), becomes

[
xLCL

adda
(k + 1)

xLCL
addb

(k + 1)

]

︸ ︷︷ ︸
xLCL

add
(K+1)

=

[
ALCL

addaa
ALCL

addab

ALCL
addba

ALCL
addbb

]

︸ ︷︷ ︸
ALCL

add

[
xLCL

adda
(k)

xLCL
addb

(k)

]

︸ ︷︷ ︸
xLCL

add
(k)

+

[
BLCL

adda

BLCL
addb

]

︸ ︷︷ ︸
BLCL

add

u(k)

i1(k) =
[
1 0

] [
xLCL

adda
(k)

xLCL
addb

(k)

]

︸ ︷︷ ︸
xLCL

add
(k)

. (51)

Then, the observer gain Ko for the reduced-order estimator is calculated so as

to have the observer closed-loop poles at the desired positions. This can be done

by solving Ackermann’s estimator formula [81] by executing one of the following

two Matlab commands: Ko = place

[(
ALCL

addbb

)T
,
(
ALCL

addab

)T
, p

]
or Ko =

acker

[(
ALCL

addbb

)T
,
(
ALCL

addab

)T
, p

]
, where p is a vector with the desired poles.

Notice that the current state estimation x̂LCL
addb

(k) of (49) depends on the last mea-

surement available i1(k). Moreover, the dynamics of the observer are determined by

ALCL
addbb

−Ko ALCL
addab

, which has one eigenvalue (pole) less than the system matrix ALCL
add .

Finally, the feedforward gain Kf is computed. When the feedback path is closed using

the previously calculated feedback gain Kc, cf. Figure 34, the resultant closed-loop system

is

xLCL
dd (k + 1) =

ALCL
cl︷ ︸︸ ︷(

ALCL
dd −BLCL

dd Kc

)
xLCL

dd (k) + Kf BLCL
dd i∗1(k)

i1(k) = CLCL
dd xLCL

dd (k). (52)

Such system has the following closed-loop transfer function from its reference i∗1(k) to its

output i1(k):

T (f) = Kf CLCL
dd

(
ej2π f TsI4 −ALCL

cl

)−1
BLCL

dd . (53)
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Figure 45. Continued on next page.
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Figure 45. Experimental and simulation waveforms (i1,dq and isim
1,dq, respectively) for a 40%-

depth type-C sag vg,abc [85] while keeping the reference i∗1,dq constant. a LCL filter I and b

LCL filter II. c LCL filter III. d LCL filter IV.
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Figure 46. Continued on next page.

In order to achieve unity gain at the nominal grid frequency, e.g., T ∗
LCL(fg), the feedforward

gain Kf is

Kf =
1

CLCL
dd

(
ej2π fg TsI4 −ALCL

cl

)−1
BLCL

dd

. (54)
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Figure 46. Experimental phase currents (i1,abc) for a 40%-depth type-C sag vg,abc [85]

while keeping the reference constant. a LCL filter I. b LCL filter II. c LCL filter III.

This concludes the design of the compensator.

3.6. Example of Design Code

Figure 52 shows an example script that condenses all the computations that are necessary

to design the controller presented in this section. The inputs of the script are the system

matrices of the continuous LCL filter A, B and C, defined in (38), the resonant frequency

of the filter fres, and the fundamental grid frequency ωg. The outputs are the compensator

gain Kc, the reduced-order observer gain Ko, and the feedforward gain Kf . These three

gains are needed to implement the proposed control structure (cf. Figure 34).
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Figure 47. Continued on next page.
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Figure 47. Experimental and simulation waveforms (i1 and isim
1 , respectively) for a 40%-

depth type-C sag vg,abc [85]. The reference step i∗1 is calculated according to the so-called

positive-negative-sequence compensation strategy [84]. a LCL filter I and b LCL filter II. c

LCL filter III. d LCL filter IV.
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Figure 48. Continued on next page.
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Figure 48. Experimental phase currents (i1,abc) for a 40%-depth type-C sag vg,abc [85].

The reference step i∗1 is calculated according to the so-called positive-negative-sequence

compensation strategy [84]. a LCL filter I and b LCL filter II. c LCL filter III.
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Figure 49. Waveforms for a reference step i∗1,q+ in the positive synchronous frame dq+.

The grid voltage has the following low-order voltage harmonics: V3 = 1.2V, V5 = 0.7V,

V7 = 4.8V and V9 = 1.6V. a Experimental and simulation synchronous-frame waveforms

(i1,dq+ and isim
1,dq+, respectively). LCL filter I is used for the test. a Experimental and

simulation synchronous-frame waveforms (i1,dq+ and isim
1,dq+, respectively). LCL filter III is

used for the test. c Experimental phase currents i1,abc. LCL filter I is used for the test.
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Figure 50. Waveforms for a reference step i∗1,q+ in the positive synchronous frame dq+. The

filter inductances, L1 and L2, are 2.8 times bigger than their nominal values. a Experimental

and simulation synchronous-frame waveforms (i1,dq+ and isim
1,dq+, respectively), using filter I

nominal values. a Experimental and simulation synchronous-frame waveforms (i1,dq+ and

isim
1,dq+, respectively), using filter II nominal values. c Experimental phase currents i1,abc,

using filter I nominal values.
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Figure 51. Waveforms for a reference step i∗1,dq+ in the positive synchronous frame dq+

rotating at the fundamental grid frequency and connected to a weak grid vg,abc with a grid

impedance Zg = 0.11 p.u. a Experimental synchronous-frame currents i1,dq+ using the

LCL filter I. b Experimental synchronous-frame currents i1,dq+ using the LCL filter III. c

Experimental phase currents i1,abc using the LCL filter I.
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% MODELING OF THE PLANT AND THE DISTURBANCE

% LCL filter in continuous time

sys = ss(A,B,C,0);

% LCL filter in discrete time

sys_d = c2d(sys,Ts,’zoh’);

[A_d,B_d,C_d,H_d] = ssdata(sys_d);

% LCL filter plus 1 sample compu. delay

A_dd = [A_d B_d(:,1) ; 0 0 0 0];

B_dd = [0;0;0;1] ;

C_dd = [C_d 0];

sys_dd = ss(A_dd,B_dd,C_dd,0,Ts);

% Sinusoidal disturbance in continuous time

Adist = [0 1 ; -wgˆ2 0];

% Sinusoidal disturbance in discrete time

[Adist_d,Bdist_d] = c2d(Adist,[0;0],Ts);

Cdist_d = [1 0];

% LCL filt., 1 sample delay and dist. model

A_add = [A_dd B_dd*Hd ; zeros(2,4) Adist_d ];

B_add = [B_dd ; Bdist_d];

C_add = [C_dd 0 0];

sys_add = ss(A_add,B_add,C_add,[],Ts);

% COMPENSATOR AND OBSERVER DESIGN

% USING POLE PLACEMENT

fdom = 150; damp = 0.7;

wres = sqrt((L1+L2)/(L1*L2*Cf));

% Compensator gain, Kc

p1 = exp(-2*pi*fdom*Ts);

p2 = exp(-damp*wres+1i*wres*sqrt(1-dampˆ2)*Ts);

poles_comp = [0 ; p2 ; conj(p2) ; p1];

Kc = acker(A_dd,B_dd(:,1),poles_comp);

% Observer gain, Ko

p3 = exp(-2*pi*2*fdom*Ts);

poles_obs = [ 0 ; p2 ; conj(p2) ; p3 ; p3];

Faa = A_add(1,1);

Fbb = A_add(2:end,2:end);

Fab = A_add(1,2:end);

Fba = A_add(2:end,1);

Ga = B_add(1);

Gb = B_add(2:end);

Ko = acker(Fbb’,Fab’,poles_obs)’;

% Feedforward gain, Kf

[Nx,Nu,Kf] = refi(A_dd,B_dd(:,1),C_dd,K);

Figure 52. Example script that condenses all the computations that are necessary to design

the proposed controller.
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3.7. Summary

This section has presented a current controller of both positive and negative grid-side cur-

rent sequences for grid-tied converters with LCL filter. The proposed controller offers fast

reference-tracking capability with negligible overshoot and low controller effort, regardless

of the switching frequency and LCL filter used: fres above or below fs/6. The controller

has also been proved to be robust to disturbances such as voltage sags and low-order voltage

harmonics, even when combined with reference changes in both sequences. The sensitivity

to parameter variations was analyzed obtaining a low sensitivity. The developed method

(based on direct discrete-time pole placement) provides a simple process for the design of

the controller, and includes estimated losses of the plant in the model. This method makes it

possible to design a controller for any plant based on an LCL filter so that a stable operation

is ensured, without additional damping methods. The design was verified using simulations

and experiments.

4. Generalized Multi-Frequency Current Controller for

Grid-Connected Converters With LCL Filter

This section presents a grid-side current controller for grid-tied inverters with LCL filter,

including harmonic current elimination. The proposed controller only measures the grid

current and voltage and it combines excellent dynamic characteristics with good robust-

ness. Contrarily to previously proposed harmonic-current controllers, the presented so-

lution offers a generalized method that gives a consistent (with minimal variation in the

reference-tracking dynamics) and stable performance irrespectively of the number of cur-

rent harmonics to be canceled and of the resonant frequency of the LCL filter (provided that

it is lower than the Nyquist frequency). The response to reference commands is completely

damped and fast. The response speed is set in accordance with the low-pass characteristic

of the LCL filter so as to limit the control effort. Concerning the disturbance rejection, the

controller offers an infinite impedance to any disturbances (such as grid voltage harmonics)

at a set of arbitrarily specified frequencies. This allows the designer to eliminate all the

undesired current harmonics with a simple design process. In addition, the performance of

the presented controller is evaluated in terms of a fundamental tradeoff that exists between

robustness to variations in the grid impedance and the number of frequency components re-

jected. Finally, simulation and experimental results that validate the proposal are presented.

Distributed power generation systems (DPGSs) and microgrids are gaining popularity

due to the increasing use of renewable energy sources [65]. In this context, the voltage

source converters (VSCs) plays a crucial role in the effective integration of the different

Research work included in this section has been published in the journal IEEE Transactions on Industry

Applications [8] and presented at the IEEE Energy Conversion Congress and Exposition (ECCE 2017) [8].

The work in [11] received the IEEE Energy Conversion Congress and Exposition (ECCE) first prize paper

award from the IAS Renewable and Sustainable Energy Conversion Systems Committee. This work was sup-

ported by the Spanish Ministry of Education, Culture and Sport under the Grant Program for the doctoral stage

FPU14/00683, as well as by the Spanish Ministry of Science and Innovation and by the European Commission,

European Regional Development Fund (ERDF) under project DPI2016-75832.
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elements that conform a microgrid. The electronic power conditioning and control of the

energy production are central aspects that should be addressed for a successful integration

of DPGSs. However, the large penetration of these systems demands more stringent in-

terconnection requirements [110]. In order to meet these requisites under different grid

conditions [111], a current controller with harmonic control becomes necessary to elim-

inate harmonics caused by grid voltage harmonics and voltage source converters (VSCs)

nonlinearities.

Current harmonics produce increased losses, operational problems, and equipment de-

terioration [110]. LCL filters are commonly used in place of traditional L filters because

they attenuate current harmonics generated by the switching voltage of the voltage source

converters (VSCs) with a slope of 60 dB per decade [69]. This high attenuation allows the

designer to reduce the reactive elements while maintaining a low switching ripple in the

grid-side current. Nonetheless, this improved performance of the LCL filter also augments

the complexity of the system to be controlled due to the appearance of a high-quality-factor

resonant circuit [69].

Different controllers for grid-tied VSCs with LCL filter capable of eliminating low-

order harmonics in the grid-side current have been proposed [29, 30, 31, 32, 33, 34, 35, 36,

37, 38, 39, 40, 41, 43, 44]. Some of the proposed solutions use techniques from modern

control theory [29, 44] or sophisticated feedforward schemes [30, 31]; however, conven-

tional PI [32, 33, 34, 35] and proportional-resonant (PR) [36, 38, 37, 39, 40, 41, 43] con-

trollers placed in different frames (so as to selectively target the desired harmonics) are the

most commonly adopted solutions in the literature.

A common problem of these solutions [29, 99, 1, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39,

40, 41, 44] is the existence of a tradeoff between the reference-tracking and the disturbance-

rejection capability during transients [40]: if the reference tracking is improved by a change

in the controller gains, then the disturbance rejection worsens (and viceversa). In addition,

the transient response (to both disturbance and reference changes) is degraded as the number

of controlled harmonics (or the number of paralleled regulators) increases, because of the

additional poles in the system [40].

Another common problem of these harmonic-current controllers is the reduced sta-

bility margin when an LCL filter is used [37], due to the aforementioned resonance.

In [50, 48, 51], such problem has been studied for the case of a single-frequency controller

using PI or PR controllers. The solution presented in [50] can provide a stable system

for a wide range of resonant frequencies of the LCL filter measuring only the grid-side

current. The method proposed in [48] introduces a time delay to achieve stability when

the grid-side current is fed back. In [51], an active damping technique for the resonance

of the LCL is presented. However, such results cannot be directly applied to a system

with a multi-frequency controller because adding more integral or resonant parts to the

system changes its robustness. To the authors’ knowledge, a transfer-function-based con-

troller that meets a multi-frequency control requirement and can provide a stable operation

for a wide range of resonant-to-sampling-frequency ratios using only the grid-side current

measurements has not been published yet. Consequently, additional damping mechanisms

[41, 30, 31, 37, 43] are often needed to achieve stability under certain ratios of sampling-

to-resonant frequency [47]. Finally, direct pole-placement schemes such as [99, 1, 44] give

good robustness and good dynamics with a simple structure, but they do not completely
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eliminate the grid-induced current harmonics: only the fundamental frequency of the grid

voltage is controlled with zero steady-state error.

This section is an extension of the conference presentation [8] and proposes a current

controller for grid-tied inverters that offers an infinite impedance to voltage disturbances at

an arbitrarily specified set of frequencies. This work has the following advantages compared

to previous multi-frequency proposals:

• A stable operation, irrespectively of the resonant frequency of the LCL filter fres,

provided that it is lower than the Nyquist frequency of the digital controller fs/2. In

particular, the presented method has been experimentally verified when fres is equal

to the critical resonant frequency where a conventional controller cannot stabilize the

system (fres = fs/6) [47].

• A better robustness to variations in the grid impedance compared to recently pub-

lished PR- or PI-based controllers due to the absence of a critical resonant frequency

where the system becomes unstable. An analysis of the robustness depending on the

number of current harmonics controlled with zero steady-state error is also included.

• An improved reference-tracking performance without affecting the disturbance-

rejection capabilities. The response to reference commands is equivalent to that of a

first-order system (without overshoot, nor axis crosscoupling) and the speed can be

set at the design stage in accordance with the low-pass characteristic of the LCL filter

so as to limit the controller effort and avoid overmodulation.

As regards the computational load, the controller proposed in this section requires a

higher computational load, as given in Section 4.7, in comparison to transfer-function-based

methods. Nonetheless, modern microcontrollers can successfully execute the required op-

erations without problems even when a large number of frequencies are controlled with

zero steady-state error.

After this introduction, Section 4.1 presents the model of the plant (the voltage source

converters (VSCs) and the LCL filter) and the disturbances. Next, in Section 4.2 such model

is used to design the observer included in the controller. Section 4.3 demonstrates and

justifies the characteristics and performance of the proposed controller. Section 4.4 assesses

the robustness of the proposal to variations in the grid impedance. Section 4.5 presents

simulation and experimental results that validate the theory. Summary in Section 4.9 close

the section.

4.1. Modeling of the Plant and the Disturbance

This section presents the state-space model of the plant and the disturbance used to design

the controller. Figure 53 depicts the physical plant, which consists of a voltage source

converters (VSCs) connected to the grid using an LCL filter. L1, L2, and C are the values

of the reactive elements of the LCL filter. R1, R2, and Rc model the equivalent series

resistances of the filter and the voltage source converters (VSCs) [15]. vg,abc is the grid

voltage at the PCC. Rg and Lg are the values of the resistive and inductive components of

the grid impedance Zg. Since these values are usually unknown, they are assumed to be

zero to design the controller. i1,abc and i∗1,dq denote the measured grid-side current in the
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abc frame and the grid-side current reference in the dq frame, respectively. If the subscript

in a variable does not specify a reference frame, the αβ frame is assumed.

vdc

vC,abc

L2

i2,abcu
dl,abc

R2
L1

i1,abc

R1

PCC

Rg

Lg

vg

Rc

C

Zg

Generalized
multi-frequency

grid-side
current control.i

∗

1,dq

i1,abc

vg,abc

Firing

signals

Figure 53. Grid-tied voltage source converters (VSCs) with LCL filter and grid-side multi-

frequency current controller.

A block diagram representation of the plant model in the αβ frame is shown in Fig-

ure 54, where usat is the saturated controller output voltage; ud is the PWM voltage ref-

erence, e.g., it is the one-sample-delayed saturated controller output voltage; and u′
d is the

voltage source converters (VSCs) output voltage.

The discrete-time modeling process that describes the LCL filter, the PWM, and the

computational delay of this system was presented in section 3. Such modeling process takes

place in several steps; each step adds features to the model obtained in the previous stage,

cf. Figure 54. In the first place, a continuous model of the LCL filter in stationary frame is

presented. Next, the continuous model is discretized by using a ZOH equivalent [81]. Then,

a one-sample input (computational) delay is added. The final model relates the grid-side

current i1(k) to the modulator voltage u(k) in the plant shown in Figure 54:

xLCL
dd (k + 1) = ALCL

dd xLCL
dd (k) + BLCL

dd u(k)

i1(k) = CLCL
dd xLCL

dd (k).

xLCL
dd (k) =

[
i1 i2 vC ud

]T
. (55)

In order to obtain zero steady-state error in the grid-side current at a set of desired

frequencies, the model of the plant in (55) is augmented with a complex disturbance model

that includes the selected frequencies.

An h-order harmonic voltage disturbance as a function of time wh(t) in the αβ frame

has the following expression:

wh(t) = Ahej(ω(g)ht+φh) (56)

where Ah and φh are the amplitude and initial phase, respectively. The grid fundamental

frequency is ωg = 2πfg. The sign of h defines the sequence (positive or negative) of
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Discrete-time filter and computational delay model.

Figure 54. Stationary-frame plant diagrams: LCL filter, PWM (modeled as a ZOH), and

one-sample computational delay.

the harmonic [36]. Zero-sequence voltage harmonics are not included in the disturbance

model because they do not produce any current circulation in a three-wire system. A multi-

frequency disturbance w(t) that is composed of n harmonics (h1, h2, . . . , hn) is modeled

using (56) as

w(t) = wh1(t) + wh2(t) + · · ·+ whn(t). (57)

This disturbance equation models all the harmonics (and the fundamental components, for

h = ±1) that are to be rejected with zero steady-state error.

The single-frequency disturbance wh(t) in (56) is a solution of the following differential

equation:

dwh(t)

dt
= jωghwh(t). (58)

Hence, the multi-frequency disturbance in (57) can be expressed in matrix notation as a

solution of

dr(t)

dt
=





jωgh1 0 · · · 0
0 jωgh2 · · · 0
...

...
. . .

...

0 0 · · · jωghn





︸ ︷︷ ︸
Adis

r(t)

w(t) =
[
1 1 · · · 1

]
︸ ︷︷ ︸

Cdis

r(t) (59)

where

r(t) =
[
wh1 wh2 · · · whn

]T
. (60)
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Then, the model in (59) is discretized by using a ZOH equivalent [81] (to model the

PWM effect) [1]:

Adis
d = eAdis Ts

Cdis
d = Cdis. (61)

The resultant discrete multi-frequency disturbance model is

r(k + 1) = Adis
d r(k)

w(t) = Cdis
d r(k). (62)

Finally, the complete system model is obtained by augmenting the plant model (55)

with the input disturbance model (62):

[
xLCL

dd (k + 1)

r(k + 1)

]

︸ ︷︷ ︸
xLCL

add
(K+1)

=

[
ALCL

dd BLCL
dd Cdis

0 Adis

]

︸ ︷︷ ︸
ALCL

add

[
xLCL

dd (k)

r(k)

]

︸ ︷︷ ︸
xLCL

add
(k)

+

[
BLCL

dd

0

]

︸ ︷︷ ︸
BLCL

add

u(k)

i1(k) =
[
CLCL

dd 0
]

︸ ︷︷ ︸
CLCL

add

[
xLCL

dd (k)
r(k)

]

︸ ︷︷ ︸
xLCL

add
(k)

xLCL
add (k) =

[(
xLCL

dd (k)
)T

wh1 wh2 · · · whn

]T
. (63)

This augmented model adds to the plant model a resonant action r, which is applied at

the plant input. This model is used in the next section to develop the proposed observer,

which estimates the plant state xLCL
dd (k) and the required input-equivalent voltage distur-

bance w that results in zero steady-state error in the grid-side current at the design-selected

frequencies.

4.2. Structure and Design of the Controller

The proposed controller (cf. Figure 55) aims to control the positive and negative sequences

of the fundamental and the typical low-order harmonics of the grid current. The proposed

controller structure, cf. Figure 55, contains two main parts: a compensator and a multifre-

quency observer. Additionally, a saturator and a grid voltage feedforward is also included.

The grid voltage feedforward ensures a bumpless start and improves the response to volt-

age sags. The saturator provides to the observer a more accurate value of the voltage source

converters (VSCs) output voltage when overmodulation occurs. With such controller struc-

ture, the wind-up problem is avoided by feeding back the saturated control signal usat to

the observer rather than the control output u because the estimated states are correct and

the consistency between the observer and the real plant states is maintained. This elim-

inates wind-up problems in the observer when the voltage source converters (VSCs) is

commanded with a reference that cannot be achieved [1, 54].

In order to carry out the design of the compensator and the observer, the principle of

separation of estimation and control is applied. In this manner, the design of the observer
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Figure 55. Proposed multi-frequency grid-side current controller in the αβ frame.

and the design of the compensator are performed independently and, when combined, they

keep their properties [54].

In view of this, on the one hand, the compensator is designed to provide a good tran-

sient response to reference changes. A damped response to reference commands equivalent

to a first-order system is obtained due to the adopted direct discrete-time pole-placement

strategy. The bandwidth that can be achieved is only limited by the sampling rate and the

available bandwidth in the physical system (where overmodulation does not occur, cf. [2,

Sec. III-A]).

On the other hand, the observer calculates the estimated plant state vector x̂3 using the

measured grid-side current i1 and the saturated controller output voltage usat. The proposed

design provides a good robustness against changes in the grid impedance, as explained in

Section 4.3, and removes the effect of grid voltage disturbances by providing zero steady-

state error in the grid-side current at a set of design-selected frequencies.

The compensator contains two gains, namely, a feedback gain Kc and a reference feed-

forward gain Kf . The proposed design method to obtain these two gains uses a direct

discrete-time pole-placement strategy which only depends on the resonant frequency of the

LCL filter fres, the sampling period of the digital controller Ts, and the desired reference-

tracking bandwidth fdom. In the following, the required steps to obtain both gains are de-

tailed.

First, the proposed closed-loop poles of the plant are computed according to [1, Table I].
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Then, Ackermann’s formula is applied to compute the gain Kc that yields a closed-loop

system with the specified closed-loop poles:

Kc =
ˆ

0 0 0 1
˜

h

BLCL
dd ALCL

dd BLCL
dd

“

ALCL
dd

”2
BLCL

dd

“

ALCL
dd

”3
BLCL

dd

i

Acl(A
LCL
dd ),

where Acl is the characteristic polynomial, whose roots are the desired closed-loop poles

of the system. The expression of Acl evaluated at ALCL
dd is

Acl

“

A
LCL
dd

”

=
“

A
LCL
dd − pcl

1 I4

” “

A
LCL
dd − pcl

2 I4

” “

A
LCL
dd − pcl

3 I4

”

A
LCL
dd .

When the feedback path is closed using the previously calculated feedback gain Kc, cf.

Figure 55, the resultant closed-loop system is

xLCL
dd (k + 1) =

ALCL
cl︷ ︸︸ ︷(

ALCL
dd −BLCL

dd Kc

)
xLCL

dd (k) + KfB
LCL
dd i∗1(k)

i1(k) = CLCL
dd xLCL

dd (k). (64)

Such system has the following closed-loop transfer function from its reference i∗1(k) to its

output i1(k):

T (f) = KfC
LCL
dd

(
ej2πfTsI4 −ALCL

cl

)−1
BLCL

dd . (65)

In order to achieve unity gain at the nominal grid frequency, e.g., T (fg) = 1, the feedfor-

ward gain Kf is

Kf =
1

CLCL
dd

(
ej2πfgTsI4 −ALCL

cl

)−1
BLCL

dd

. (66)

This concludes the design of the compensator.

Concerning the design of the observer, now the system model in (63) has a high order.

Consequently, it is not easy to design the observer as in [1] (a Luenberger observer with

direct discrete-time pole placement) and achieve a robust system, as further explained in

Section 4.3. In order to avoid this problem and simplify the design process, a Kalman

filter [54] is used in this section.

The Kalman filter consists of the following two equations. The first one is a prediction

equation that estimates the state x̂LCL
add (k) based on the previous state estimate x̂LCL

add (k−1)
and the last actuation on the plant usat(k − 1):

x̂p(k) = ALCL
add x̂LCL

add (k − 1) + BLCL
add usat(k − 1). (67)

The second one is a correction equation that modifies this prediction x̂p(k) based on the

most recent measurement of the grid-side current i1(k):

x̂LCL
add (k) = x̂p(k) + Ko[i1(k)−CLCL

add x̂p(k)] (68)

where Ko is the Kalman gain.
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This constant gain can be obtained in two different ways: by calculating its analytic

expression [81] or by executing an iterative algorithm. Due to its simplicity, the authors

recommend using the algorithm given in Section 4.6.

In order to calculate Ko, two parameters need to be defined: the measurement (or

sensor) noise N and the process (or plant) noise Q. The first parameter, N , can be easily

obtained from the grid-side current measurement i1 when the voltage source converters

(VSCs) is on and disconnected from the grid:

N = E{|i1(k)|2} (69)

where E{◦} denotes mathematical expectation [54] and can be approximated by a time

average of its argument. The second parameter, the process noise Q, represents the uncer-

tainty in the system model and disturbances. The relation between N and Q determines the

bandwidth of the observer. A higher observer bandwidth is obtained if N is reduced (the

grid-side current measurements are accurate) or if Q is increased (the disturbances vary a

lot, e.g., the amplitude of voltage harmonics changes quickly). In the next section, the effect

of Q is analyzed and a value for this parameter is proposed. The details for computing the

Kalman gain Ko using N and Q are given in Section 4.6. The computational complexity

of the control algorithm depending on the number of controlled harmonics is analyzed in

detail in Section 4.7. This study shows that the computational load of the control algorithm

is suitable for an implementation using a microcontroller.

4.3. Performance Analysis of the Proposed Controller

The observer proposed in the previous section can, theoretically, eliminate as many har-

monics as desired because the number n of frequencies where a resonant action (infinite

gain) [1] can be placed is not limited. The only obvious practical limitation is the computa-

tional burden. In any case, current processors can execute the proposed control equations,

which consist only of simple additions and multiplications (cf. Figure 55 and Section 4.7),

without any problems even for large orders [cf. (63)]; hence, this constraint is virtually

eliminated. Unfortunately, the disturbance rejection capability and the robustness of the

grid-tied inverter is restricted by some fundamental limitations that are common to all linear

controllers. In the following, these fundamental constraints are analyzed. A good under-

standing of them also helps to evaluate and choose a convenient value of Q.

First a qualitative analysis, using the sensitivity function, of the tradeoffs involved in

the design of the multi-frequency observer is presented in Section 4.3.1. Then, in Sec-

tion 4.3.2, a quantitative analysis that relates Q with the position of the system poles is

adopted to solve such tradeoffs. Finally, the advantage of the adopted reference-input struc-

ture (state-command) over the reference-input structure typically used with resonant con-

trollers (output-error command) is studied in Section 4.3.3.

4.3.1. Sensitivity Function of the System

The sensitivity function S(f) of the system shows how the controller responds to distur-

bances [54]. It indicates how much the controller modifies (amplifies or attenuates) the
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Figure 56. Graphical interpretation of the Bode integral [cf. (70)], for a multi-frequency

controller, that shows a restriction that applies to the sensitivity function. In this exam-

ple, the controller uses a Luenberger observer with dynamics that are twice as fast as the

dominant pole of the compensator [1].

effect of disturbances (e.g., the grid voltage vg, voltage source converters (VSCs) nonlin-

earities, and plant model mismatches) on the grid-side current with respect to the open-loop

response. The calculation process to obtain S(f) is given in Section 4.8.

Under normal operating conditions [111], the orders of the larger-amplitude harmonics

in the per-phase grid voltage are 3, 5, 7, 9, 11, and 13. In addition, the harmonic orders as-

sociated to the voltage source converters (VSCs) nonlinearities coincide with those of the

grid [112]. These voltage disturbances, under balanced conditions, correspond to the har-

monic orders h = −5, +7,−11, and +13 in the αβ frame. The third and ninth harmonics

are mapped to the zero-sequence component, and they do not cause any current circulation

in a balanced or three-wire system. Furthermore, the negative sequence of the fundamental

grid voltage (h = −1) should also be included in the disturbance model. The reason is that,

although the unbalance of the fundamental component shall be within the range 0% to 3%

during normal operation [111], it can be significantly bigger and become the main voltage

disturbance under a fault condition, such as a voltage sag [111].

In this manner, a multi-frequency controller achieves zero sensitivity S(f) at a set of

arbitrarily specified frequencies [ S(fgh1) = S(fgh2) = · · · = S(fghn) = 0 ], so as to

eliminate the distortion, and a low sensitivity at the resonant frequency of the LCL fres,

in order to improve the lack of attenuation of the LCL filter around this frequency region

and damp the resonance. Figure 56 shows ln |S(f)| when fs is 10 kHz and the harmonics

+1,−1,−5, +7,−11,+13 are controlled. This is accomplished by placing observer open-

loop poles at the desired frequencies [cf. (59)] in conjunction with the model of the plant,

[cf. (55)], as done in (63). In the following, it is shown that if the number of harmonics

controlled with zero steady-state error augments (n increases), then the sensitivity of the

system at other frequencies is amplified. Therefore, the aforementioned set of main har-

monic orders correspond to the frequencies among which the low-sensitivity regions of the

controller should be distributed in order to maximize the performance.
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The sensitivity function must satisfy two requirements [113]: an analytic and an alge-

braic design tradeoff. The first requirement (the analytic design tradeoff) states that, in the

case of a system model with no open-loop poles outside the unit circle, such as (63), the

average attenuation and amplification of disturbances over the complete frequency range

where the controller operates (−fs/2, fs/2) is zero, where fs is the sampling frequency:

∫ fs/2

−fs/2

ln |S(f)|df = 0. (70)

Thus, the choice of the sensitivity function S(f) at one frequency affects its value at other

frequencies. This effect is illustrated in Figure 56. The area above the curve must be equal

to the area below the curve according to (70). Consequently, if the designer increases the

number of frequencies with low sensitivity (to cancel more harmonics), the sensitivity at

other frequencies also increases.

To try to overcome the previous constraint, a higher sampling rate fs could be used. If

the frequency band where the integration is performed widens, the new frequency region

could be used to spread the area associated to sensitivities greater than one and yield a

lower peak magnitude of the sensitivity function. Therefore, a double-update strategy is

recommended because it increases fs, compared to a conventional single-update strategy,

and maintains the same switching frequency. Unfortunately, this approach (increasing fs)

cannot be used indefinitely. There is no significant improvement in sampling faster than a

certain frequency, because of the second requirement, as explained next.

The second requirement (the algebraic design tradeoff) states that the sensitivity func-

tion S(f) and the complementary sensitivity function T (f) are related at all frequen-

cies [54]:

S(f) + T (f) = 1. (71)

The complementary sensitivity function T (f) is the transfer function that relates the grid-

side current i1 with its reference i∗1 when an output-error feedback structure is used. The

calculation process to obtain T (f) is given in Section 4.8. This transfer function should

be close to zero for frequencies above the resonant frequency of the LCL filter, due to the

low-pass behavior of the plant (the LCL filter); otherwise, a high controller effort would

be required, which would cause overmodulation in the voltage source converters (VSCs).

From (71), as T (f) approaches zero, S(f) must approach one [i.e., ln|S(f)| goes to zero].
Therefore, although the designer could be tempted to spread the area with sensitivity greater

than one in Figure 56 over a wide frequency range up to ±fs/2 to reduce the sensitivity

peak, in reality this compensation has to take place in a narrower bandwidth, as ln |S(f)|
must be close to zero beyond the available bandwidth (the resonant frequency of the LCL

filter) of the closed-loop system.

There is another important reason to avoid spreading the red area (sensitivities greater

than one) over high frequencies. The sensitivity function describes how much the controller

modifies (amplifies or attenuates) the effect of disturbances. In order to achieve this control

action, the controller relies on the system model. Nevertheless, this model usually presents

deviations from the real plant, which are especially significant at high frequencies, where
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unmodeled dynamics are more common. Therefore, if the controller responds to distur-

bances in such frequency ranges (i.e., the red area extends to high frequencies), then the

resultant system presents a greater sensitivity to plant and parameter variations.

4.3.2. System Sensitivity with a Luenberger Observer and with a Kalman Filter

Section 4.3.1 has presented two restrictions that the sensitivity function has to meet. These

restrictions limit the performance of the controller by imposing a tradeoff between the

disturbance-rejection capability and the sensitivity of the system to parameter variations.

In what follows, the previous fundamental constraints are analyzed when a Luenberger ob-

server or a Kalman filter are used. In the case of the Kalman filter, the effect of the process

noise parameter Q on the observer poles and on the system sensitivity is shown.

Conventionally, the design of the observer is carried out using frequency-domain tech-

niques and the dynamics of the observer are usually faster than those of the compen-

sator [81]. Nonetheless, although this frequency-domain design approach is convenient

when a small and fixed number of frequencies are controlled, it can result in a bad design

in terms of robustness when applied to a multi-frequency controller.

The physical explanation of this problem that occurs with a conventional design is as

follows. When a complicated (high-order) voltage disturbance is estimated, unmodeled

disturbances in the grid-side current measurements and plant parameter variations cause

greater error in the estimation; therefore, a larger sensitivity is obtained. This problem is

further illustrated and analyzed in the next example.

Figure 56 shows the sensitivity function of a controller designed for the system param-

eters that are used in the experimental setup (cf. Table 8). The harmonics +1, −1, +7,

−5, +13, −11 are controlled with zero steady-state error with a Luenberger observer that

is designed using the criteria included in [1], which are based on the frequency domain.

The system has fourteen closed-loop poles: four poles related to the plant model of the

compensator pp
1,··· ,4 and ten observer poles po

2,··· ,10 (four from the plant model and six from

the disturbance model). The observer poles are placed at twice the frequency of the dom-

inant pole pp
4 (cf. Figure 57) [1]. These closed-loop pole locations give a high sensitivity

(red areas in Figure 56) at frequency ranges above the resonant frequency, which yields

a low robustness. Another inconvenient is the presence of useless low-sensitivity areas

outside the targeted frequencies, which contribute to worsen the performance at other fre-

quencies. An optimum sensitivity function should have sensitivities lower than unity only

at the frequency regions of the targeted harmonics and at the resonant frequency of the LCL

filter. In addition, the sensitivities greater than one should be spread evenly in the rest of

the frequency range where the controller operates, i.e., below the cut off frequency of the

LCL filter. From the previous example it is clear that a better closed-loop pole-placement

strategy is needed when a multi-frequency controller is considered.

Instead of designing the observer according to its dynamic characteristics, which re-

sults in a high sensitivity, a time-domain approach that minimizes the estimation error is

adopted. This method is particularly useful in this case, where a multi-frequency observer

is considered, because it frees the designer from defining the multiple required closed-loop

pole locations. In this manner, Ko is selected to give estimates of the plant state x̂2 and the

grid voltage ŵ that minimize the estimation error under some assumptions. The Kalman
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Figure 57. Closed-loop poles of the system using a direct discrete-time pole-placement

strategy (a Luenberger observer).

filter (cf. Figure 55) is a solution to this minimization problem. This filter minimizes the

mean square error of the estimated state vector x̂3 assuming that the unmodeled distur-

bances that affect the plant Q and the measurement noise of the sensors N are random

and of a certain mean square value. If these two assumptions are valid, then the proposed

solution (the Kalman filter) is also optimal. The uncertainty about the characteristics of the

grid voltage, the plant parameters, and the converter nonlinearities prevents from having

the true N and Q values accurately and obtaining the optimal solution. Nevertheless, in

application of the central limit theorem [114], the combined result of all the small remain-

ing unmodeled effects (e.g., plant model mismatches and other small voltage harmonics)

can be described as random. Therefore, the previous two assumptions are a reasonable ap-

proximation to describe all the aforementioned uncertainties without resorting to a complex

nonlinear time-variable model. The process noise parameter Q assigns a quantitative value

to all these unmodeled effects. The effect of Q is further illustrated in the following.

Figure 58 shows the sensitivity function of the proposed controller (cf. Figure 55) de-

signed for the system parameters that are used in the experimental results (cf. Table 8).

This sensitivity function achieves a better (compared to Figure 56) distribution of the low-

and high-sensitivity frequency regions. In this manner, a more robust system to plant vari-

ations, namely, the grid impedance and the LCL filter parameters, is also obtained. In the

following, the proposed Kalman filter is further analyzed and a value of Q is recommended.
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Figure 59a shows the closed-loop roots of the sensitivity transfer function S(f) for a

sweep in the process noise Q. When Q increases, the observer closed-loop poles move

away from the disturbance zeros. Conversely, as Q approaches zero, the poles get closer to

the disturbance zeros. The Kalman filter reallocates the rest of the observer zeros so as to

yield an optimal sensitivity function for the values of N and Q provided. A detail of their

effect on the magnitude is shown in Figure 59b. The value of Q is changed from 0.01% to

0.2%. The bandwidth of a multi-frequency observer is determined by the width of the low-

sensitivity regions around the frequencies of interest (cf. Figure 58). Wide low-sensitivity

frequency regions eliminate the targeted disturbances fast. The Kalman observer automati-

cally adjusts the bandwidth of the observer (depending on the values of N and Q provided)

by controlling the distance between the closed-loop poles of the observer and the zeros as-

sociated to the disturbances rejected with zero-steady state error, i.e., the disturbance zeros

zd
h. Based on the results of this analysis, a value of 0.1% is here recommended to be used

in the design. This value can be modified from the proposed one to improve the perfor-

mance depending on the particular conditions where the voltage source converters (VSCs)

is installed. If, e.g., the voltage fluctuates significantly (at the fundamental or at harmonic

frequencies) a higher value of Q is recommended. Conversely, if the voltage source con-

verters (VSCs) is connected to a weak grid (the plant parameters vary significantly from the

nominal model), then a lower Q yields a more robust controller.

−fres fres−11fg −5fg −fg +fg +7fg +13fg
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Figure 58. Graphical interpretation of the Bode integral for the proposed multi-frequency

controller.

Furthermore, the plant closed-loop poles pp
1,2,3,4 do not move, as expected from the

pole-placement strategy adopted for the compensator [1]. This permits to obtain a constant

reference-tracking performance irrespectively of the number of harmonics controlled and

the bandwidth selected for the observer. A detailed analysis concerning this fact is given in

Section 4.3.3.

Finally, it is important to notice that the proposed controller and the limitations pre-

sented do not depend on the LCL filter values because the design takes into account the

parameters of the plant to be controlled. The described solution can operate with a res-

onant frequency of the LCL filter above or below fs/6, i.e., the threshold above which
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Figure 59. Sensitivity function S(f) using a Kalman filter in the observer, and a direct

discrete-time pole-placemente strategy [1] to design the compensator. a Closed-loop poles

and zeros. b Detail of the magnitude at one of the controlled harmonics (+13) and at the

resonant frequency of the LCL filter.

conventional controllers have stability problems [47]. The achievable performance depends

on the measured value of N (sensor noise) and the selected value of Q (process noise),

which should be selected in accordance with the amount of unmodeled disturbances that

the current controller has to deal with.

4.3.3. Analysis of the Reference-Tracking Performance of the Proposed

Multi-Frequency Controller

The transfer function from the current reference i∗1 to the grid-side current i1 is determined

by the reference input structure selected. This section analyzes the advantage of the state-
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command structure (the adopted solution) for a multi-frequency current controller over the

traditional output-error feedback. The output-error feedback structure is typically used in

classic transfer-function design [35, 99, 41], where the controller transfer function is driven

by an error signal e = i1 − i∗1.
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Figure 60. Magnitude of the complementary sensitivity function T (f) (the transfer function

that relates the current reference input i∗1 to the grid-side current reference i1) when an

output-error-command structure is used in a multi-frequency controller designed with the

proposed Kalman observer.

On the one hand, when an output-error feedback is chosen, the reference-to-output

transfer function is the complementary sensitivity function T (f) (cf. Figure 60). This trans-

fer function has unity gain at the frequencies controlled with zero steady-state error; how-

ever, it does not have a flat frequency response. In the particular case of a multi-frequency

controller, there are several closed-loop poles at low frequencies [the observer poles in a

state-space controller, cf. Figure 59a, or the controller poles in a classic transfer-function

design] that significantly degrade the transient response to reference commands (non flat

frequency response, cf. Figure 60). Depending on the harmonics controlled, the response

would also vary because the denominator of this transfer function includes the closed-loop

poles of the observer [cf. Figure 59a] or the closed-loop poles of the controller transfer

function in a classic design.

On the other hand, if a state-command structure is used, the reference-to-output trans-

fer function is not T (f). Now the transfer function only contains the closed-loop poles

of the plant, irrespectively of the number of harmonics controlled [81]. Hence, this trans-

fer function has a flat frequency response below the cutoff frequency (cf. Figure 61), as

expected from the plant closed-loop pole locations [1], and mainly determined by the dom-

inant pole. The cutoff frequency (−3dB) is slightly smaller than fdom due to the effect of

the other three non-dominant closed-loop poles of the plant. In this manner, contrarily to a

conventional resonant controller, the state-command structure does not modify or degrade

the reference-tracking capability, irrespectively of the order of the observer [54]. Therefore,

this reference-input structure presents an increasing advantage over the traditional solution

as the number of harmonics controlled n augments.
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Figure 61. Magnitude of the transfer function that relates the current reference input i∗1
to the grid-side current reference i1 when a state-command structure is used in a multi-

frequency controller designed with the proposed Kalman observer.

4.4. Robustness to Grid Impedance Variations

The analysis presented in the previous section explains how the design process determines

the achieved robustness. As explained, in order to obtain a high robustness, the control

action should be focused only at the frequencies where disturbances are expected, namely,

low-order grid-frequency harmonics. However, the previous theoretical analysis does not

indicate the range of grid impedance values where the controller can operate. In this section,

a numerical analysis is carried out to evaluate the stability of the controller for a wide range

of grid impedance values.

The stability is assessed by calculating the time constant of the poles of the closed-loop

system when the grid impedance is increased. This permits to easily assess the change

in the transient response, which is determined by the pole with the slowest time constant.

The time constant (or decay time-constant) of a pole at frequency f and damping ratio ζ is

τ = 1/(2πfζ). Therefore, a time constant with a negative value indicates an unstable pole,

i.e., a pole with negative damping.

In the case of a weak grid, the robustness of the controller can be modified depending

on the feedforward gain implemented [115]. Since the proposed controller does not rely

on a voltage feedforward to achieve stability, the analysis presented in this section was

performed assuming that Kff is zero so as to study the robustness of the current controller

isolated from such effect.

Figure 62 shows regions of grid impedance, whose colors denote the value of the largest

time constant τmax in the system, that is, the time constant of the pole with the slowest dy-

namics. The relation between each color and its corresponding time constant interval is

indicated in the label at the right of the figure. Both the resistive and the reactive compo-

nents of the grid impedance (Rg and Lg respectively) are changed from zero to a value of

1 p.u., cf. base values in Table 8. Three different values of the design parameter Q are

tested, namely, the recommended value of 0.1 % (cf. Section IV-B) and the two limit values

shown in Figure 59a (0.2 % and 0.01 %).
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(a)

(b)

(c)

Figure 62. Stability regions as a function of the grid impedance. a Low bandwidth (Q =

0.01%). b Recommended bandwidth (Q = 0.1%). c High bandwidth (Q = 0.2%).

When Q is set to 0.01 % [low bandwidth, cf. Figure 62a], the resultant design has a

slower response to disturbances compared to the recommended value of Q = 0.1 % due to

its larger time constant under nominal conditions (Rg = Lg = 0). Nevertheless, this design
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has a high robustness and is always stable in spite of changes in the grid impedance value

(Rg, Lg ≤ 1 p.u.).

If Q is set to 0.1 % (recommended bandwidth), a faster rejection of disturbances is

obtained under nominal conditions (Zg = 0 p.u.). However, τmax increases faster, com-

pared to the previous case, as the grid short circuit ratio (SCR) is increased, cf. Fig-

ure 62b. In particular, τmax doubles when the inverter is tied to a weak grid with impedance

Zg = 0.15 + j0.1 p.u., cf. Table 8. Nevertheless, the controller remains stable for values

of the grid inductance Lg smaller than 0.8 p.u., cf. Figure 62b. When the grid impedance

becomes greater than such a large value, e.g., during islanded operation, a voltage controller

should be used in place of a current controller.

Finally, when Q is set to 0.2 %, no further improvements are obtained under nominal

conditions. Nevertheless, the obtained grid-impedance region with a time constant smaller

than 20 ms is smaller than in the previous case because the system is less robust to changes

in the plant parameters.

4.5. Experimental and Simulation Results

The proposed multi-frequency controller is tested in a voltage source converters (VSCs)

working as an inverter connected to a three-phase grid. A three-phase ac voltage source

was used so as to generate the distorted grid voltage and the voltage sags. The switching

frequency is 2.5 kHz and a double-update scheme is used, yielding a sampling frequency

of fs = 5 kHz. Such low switching frequency reduces switching losses in the VSC and it

represents a worst-case scenario in terms of the effect of the computation and modulation

delays. The setup parameters are summarized in Table 8. The LCL filter was designed

according to [83], resulting in a high-performance filter with reduced reactive values. The

grid voltage has the harmonics presented in Table 9 and a total harmonic distortion (THD) of

10.5%. The controller was designed according to the proposed method. The PLL presented

in [107] is used. Figures 63a and 63b show a diagram and a photograph of the experimental

setup, respectively.

The first test shows the effect of the resonant action of the observer. If ŵ is zero in the

control law (cf. Figure 55), the resonant action of the observer is stopped. Figure 64a shows

the effect of enabling ŵ in the controller. Figure 64b displays the grid-side current spectrum

before and after the activation of ŵ. As expected, when the resonant action is enabled, zero

steady-state error is obtained at the controlled harmonics.

In the second test, the reference-tracking capability of the voltage source converters

(VSCs) is evaluated. Figure 65a shows a reference step i∗1,dq in the positive-sequence dq

frame (dq+ frame). The measured grid-side current i1,abc is transformed into the syn-

chronous dq+ frame obtaining i1,dq. Contrarily to the abc representation, the dq profiles

allow to easily visualize the rise time, settling time, overshoot, steady-state error, and

axis cross coupling in the response of the current controller. The 10%–90% rise time

is approximately 1.5ms, as expected from the bandwidth of the system [T10%−90% =
ln |9| /(2πfdom) = 1.2ms]. This is in accordance with [1], where a fdom of 150 Hz (and

other LCL filter) was used and a rise time of 2.5ms was obtained. In addition, negligible

overshoot and good axis decoupling is attained because the response is not affected by the

observer poles, as intended.
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Figure 63. Experimental setup. a Diagram. b Photograph.
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Figure 64. Activation of the resonant action of the controller. a Time domain. b Frequency

domain.
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Figure 65. Normal operation: the voltage harmonics are balanced. a Experimental and

simulation waveforms (i1,dq and isim
1,dq, respectively) for a reference step i∗1,q+ in the positive

synchronous frame dq+ rotating at the fundamental grid frequency fg. b Experimental

spectrum of the grid-side current and the grid-side voltage in the αβ frame (i1 and vg,

respectively).
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Figure 65b shows the spectrum of the grid-side current i1(f) and the grid voltage vg(f)
in the αβ frame (both axis use a linear scale). As expected, the substantial voltage distortion

(−11,−5,−1, +7, +13 harmonics) does not cause any current circulation due to the action

of the proposed multi-frequency controller.

Figure 66 shows the grid-side current waveforms in the abc frame i1,abc and their cor-

responding experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respec-

tively) during the previously described reference step test.

The third test evaluates the robustness of the controller to sags in the grid voltage.

Sags usually cause unbalanced voltage grid conditions. In particular, a 40%-depth type-C

sag [85] is generated. The response to voltage sags in different depth can be easily derived

because the system is composed of a linear controller and a plant that can be described

with a linear model, cf. Figure 55; therefore, the resultant closed-loop system is also linear.

Using the scaling property of linear systems, it can be seen that scaling the input (changing

the depth of a voltage sag) scales the output by the same factor. This type of sag con-

tains both fundamental voltage sequences (±1) in addition to the harmonics described in

Table 9. Figure 67a shows the transient response of the current controller to this voltage

sag. The current reference i∗1,dq+ is kept constant so as to observe the response to the sag

isolated from other actions that also cause transients in the grid-side current. A transient

time of 10ms is obtained due to the dynamics of the Kalman observer [cf. the observer

poles in Fig 59a]. The increase in the disturbance-rejection transient duration (compared

to 6ms in [1]) is an unavoidable limitation, as explained in Section 4.3, because now six

frequencies are being controlled with zero steady-state error instead of just two as in [1].

Notwithstanding, the resulting response is in any case relatively fast.

Figure 67b shows the response in the frequency domain of the controller during the

sag (the spectrum starts being measured 15ms after the sag event to capture the steady-

state regime). In this case, due to the unbalanced grid voltage, both positive and negative

sequences of the harmonic voltages from Table 9 arise in the αβ frame. The controller

continues eliminating the targeted disturbances, including the negative sequence of the fun-

damental (harmonic−1). The new grid-voltage harmonics (−7, +5, and±3) are associated

to the unbalance and are not eliminated; hence, they cause some undesirable current circu-

lation (cf. Figure 58). This explains the increased error during the sag fault [cf. Figures 65

and 67]. Of course, the designer could also include these harmonic frequencies in the de-

sign and eliminate them, at the expense of increasing the sensitivity at other frequencies, as

it has been described in Section 4.3. Nevertheless, the main voltage harmonics, as well as

the fundamental unbalance vg(−fg), which is now the most important voltage disturbance,

are still rejected with zero steady-state error.

Figure 68 shows the grid-side current waveforms in the abc frame i1,abc and their cor-

responding experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respec-

tively) during the previously described 40%-depth type-C sag [85].

The fourth test shows the effect of modifying Q. Two values of Q are tested: the recom-

mended value of 0.1% and one an order of magnitude smaller (0.01%). As aforementioned,

Q controls the width of the blue (low sensitivity) frequency regions shown in Figure 58. In

Figure 69, the grid voltage is changed from a low-distortion situation to the highly-distorted

voltage defined in Table 9. The transient duration in Figure 69b increases with respect to

Figure 69a, as expected, because the observer has a lower bandwidth (cf. Figure 59 and 62).
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Figure 66. Grid-side current waveforms in the abc frame i1,abc and their corresponding

experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respectively). for a

reference step i∗1,q+ in the positive synchronous frame dq+ rotating at the fundamental grid

frequency fg during normal operation, e.g., the voltage harmonics are balanced.

Figure 70 shows the grid-side current waveforms in the abc frame i1,abc and their cor-

responding experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respec-

tively) during the previously described grid-voltage distortion-step test.

In order to assess the robustness of the proposal when connected to a weak grid, the

fifth and last test shows the operation of the controller under the same conditions as in the

third test (a 40%-depth type-C sag with harmonic distortion) but connected to a weak grid.

The weak grid is emulated by an impedance in series with the grid voltage. Now the grid

has an impedance Zg with a value of 0.1 + j0.15 p.u., cf. Table 8. This grid impedance

value is also denoted with a cross mark in Figure 62. Such change causes a small reduction

of the damping of the system, cf. Figure 62b. In particular, when Zg is 0.1 + j0.15 p.u.,

the smallest damping of the system is lower than 0.05 (orange region); whereas, under

nominal conditions, the minimum damping is higher than 0.05 (blue region). According to

the analysis presented in Section 4.3, the stability is not lost when the grid impedance is

changed. Furthermore, the transient dynamics are not significantly modified, as expected

from the small change in the damping of the system. Figure 71a shows the response of

the current controller to the previously described voltage sag. A 5-A overshoot in both

dq axis is obtained, which is slightly smaller than the the 8-A overshoot measured in the

nominal case, see Figure 67a. Such reduction in the current overshoot is due to the increase

in the grid-impedance value, which limits the current during the fault event. Concerning

the settling time, both cases show a settling time of approximately 10-ms. An exact value

cannot be measured because the uncontrolled unbalanced harmonics that appear during
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Figure 67. Operation during a 40%-depth type-C sag [85]. a Experimental and simulation

waveforms (i1,dq and isim
1,dq, respectively). b Experimental spectrum of the grid-side current

and the grid-side voltage in the αβ frame (i1 and vg, respectively). Notice that during the

sag vg(−fg) 6= 0 and the voltage harmonics are unbalanced (the spectrum starts being

measured 15 ms after the sag event to capture the steady-state regime).
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Figure 68. Grid-side current waveforms in the abc frame i1,abc and their corresponding

experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respectively) during

a 40%-depth type-C sag [85]. Notice that during the sag vg(−fg) 6= 0 and the voltage

harmonics are unbalanced.

the sag event cause an additional steady-state error. Contrarily to Figure 67a, now the

measured voltage at the PCC vg,abc contains more switching noise because a voltage divider

is formed by the LCL filter and the grid impedance, cf. Figure 72. Therefore, some of the

large switching harmonics created by the VSC appear at the PCC. Nevertheless, there is

no current circulation at the design selected frequencies in spite of the change in the grid

impedance, cf. Figure 71b, due to the resonant action of the observer.

The next test assesses the response to a step in the reference when an inductive load is

connected to the output. Figure 116 shows the output voltage in the abc frame vsim
C,abc and in

the positive synchronous frame dq+ rotating at the fundamental output frequency vsim
C,dq for a

reference step v∗C,dq from zero to the rated voltage. Compared to the unloaded condition, cf.

Figure 112, the transient response is slightly modified because the plant model changes with

respect to the nominal model when a load is connected. Nonetheless, such change in the

response is small because the proposed design offers a large robustness to plant parameter

variations.

Figure 73a and 73b show the response of the proposed current controller with and with-

out a feedforward of vg, respectively, to a 40%-depth type-C sag [85] when the voltage

source converters (VSCs) is connected to the previously indicated weak grid. In both cases,

a stable operation is obtained. In order to reduce this switching distortion in the visual-

ization, these new oscilloscope captures display the voltage at the PCC vg,abc without its

zero-sequence component v0, as explained above. Figure 74 shows the grid-side current

waveforms in the abc frame i1,abc and their corresponding experimental and simulation
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Figure 69. The grid voltage is changed from a low-distortion situation to the highly distorted

voltage defined in Table 9. a Recommended-bandwidth observer (Q = 0.1%). b Low-

bandwidth observer (Q = 0.01%).
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Figure 70. Grid-side current waveforms in the abc frame i1,abc and their corresponding

experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respectively) when

the grid voltage is changed from a low-distortion situation to the highly distorted voltage

defined in Table 9. a Recommended-bandwidth observer (Q = 0.1%). b Low-bandwidth

observer (Q = 0.01%).
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Figure 71. Operation during a 40%-depth type-C sag [85] with grid impedance of Zg =
0.15 + j0.10 p.u. a Experimental and simulation waveforms (i1,dq and isim

1,dq, respectively).

b Experimental spectrum of the grid-side current and the grid-side voltage in the αβ frame

(i1 and vg, respectively). The spectrum starts being measured 15 ms after the sag event to

capture the steady-state regime.
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Figure 72. The voltage at the PCC is the output of a voltage divider formed by the LCL

filter and the grid impedance Zg.

waveforms in the dq frame (i1,dq and isim
1,dq, respectively) during the previously described

voltage sag.

4.5.1. Experimental Comparison between the Proposed Controller and a Traditional

Multi-Frequency Current Controller

An experimental comparison between the proposed controller and a traditional multi-

frequency current controller is presented below. The new experimental results show the

advantages of the proposed multi-frequency current controller compared to a transfer-

function-based controller. Both the reference-tracking performance and the robustness to

parameter variations are compared. The implemented transfer-function-based controller is

composed of a PR controller tuned at the grid frequency in the αβ frame (±1 harmonics),

and two resonant controllers tuned at the sixth and twelfth harmonics in a synchronous dq

frame rotating at the grid frequency. These last two resonant controllers eliminate the −5

and +7, and the −11, +13 harmonics, respectively, in the αβ frame. The design of these

three resonant controllers was performed according to [37]. The first experimental test

shows the reference-tracking performance of the previously described transfer-function-

based current controller. The same setup parameters are used, cf. Table 8, in order to obtain

a valid comparison. Such parameters result in a resonant frequency close to the critical

resonant frequency where a controller cannot stabilize the system [47] (fres = fs/6.1).
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Figure 73. Effect in the grid-side current i1,dq of the voltage feedforward when the voltage

source converters (VSCs) is connected to a weak grid with an impedance value of 0.15 +
j0.10 p.u. and a 40%-depth type-C sag [85] occurs. a With the recommended feedforward.

b Without a feedforward of the voltage at the PCC (Kff = 0).
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Figure 74. Grid-side current waveforms in the abc frame i1,abc and their corresponding

experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respectively) when

the grid impedance is increased to a value of Zg = 0.15 + j0.10 p.u. and a 40%-depth

type-C sag [85] occurs. a With the recommended feedforward. b Without a feedforward of

the voltage at the PCC (Kff = 0).
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Figure 75. Grid-side current waveforms in the abc frame i1,abc and their corresponding

experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respectively) when

commutation begins (C = 30µF, fres = fs/6.1) and a transfer-function-based controller is

used.
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i1,abc

5A/DIV

i1,d+, i1,q+

i
sim
1,d+, i

sim
1,q+

i
∗

1,d+, i
∗

1,q+

5A/DIV

5ms/DIV

(a)

Figure 76. Continued on next page.
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Figure 76. Grid-side current waveforms in the abc frame i1,abc and their corresponding

experimental and simulation waveforms in the dq frame (i1,dq and isim
1,dq, respectively) for a

reference step i∗1,d+ in the positive synchronous frame dq+ rotating at the fundamental grid

frequency fg. A transfer-function-based controller is used. a C = 25µF, fres = fs/(5.6).

b C = 20µF, fres = fs/(5.0).
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Figure 77. Continued on next page.
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Figure 77. Grid-side current waveforms in the abc frame i1,abc and their corresponding

waveforms in the dq frame i1,dq during weak-grid operation for a reference step i∗1,d+ in the

positive synchronous frame dq+ rotating at the fundamental grid frequency fg for different

values of grid impedance. A transfer-function-based controller is used. a Zg = 0.15 +

j0.02 p.u. (Rg = 2.5 Ω, Lg = 1.2 mH). b Zg = 0.15 + j0.05 p.u. (Rg = 2.5 Ω, Lg =
2.5 mH). c Zg = 0.15 + j0.10 p.u. (Rg = 2.5 Ω, Lg = 5.4 mH).

Figure 75 shows the grid-side current when the voltage source converters (VSCs) is turned

on. The results show that the system is unstable. Contrarily to these results, the proposed

current controller does not have a critical frequency where additional active damping tech-

niques are required to avoid instability, cf. Figure 64-69.
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In the next test, cf. Figure 76, fres is increased by lowering the filter capacitance C
so as to achieve stability. Two values are tested: C = 25µF, fres = fs/(5.6), and

C = 20µF, fres = fs/(5.0). As fres rises, the dynamic performance improves. Neverthe-

less, the transient response to reference commands contains some high-frequency lightly-

damped oscillations and some axis cross-coupling. Contrarily to these results, the proposed

controller provides a first-order response with the desired rise time, see Figures 65a.

The second experimental test assesses the robustness to variations in the grid

impedance. Now the most stable configuration from the previous test, C = 20µF , is used.

Figure 77 shows the reference tracking performance of the transfer-function-based current

controller for three values of grid impedance: Zg = 0.15 + j0.02 p.u. (2.5 Ω, 1.2 mH),

Zg = 0.15 + j0.05 p.u. (2.5 Ω, 2.5 mH), and Zg = 0.15 + j0.10 p.u. (2.5 Ω, 5.4 mH).

When Zg = 0.15 + j0.02 p.u., the system preserves stability. Nonetheless, a slower

response, compared to Figure 76b, is obtained. If Zg is set to a value of 0.15 + j0.05 p.u.,

a marginally stable system is obtained. During steady-state, a high-frequency sustained

oscillation appears due to the large sensitivity of the system at such frequency. When the

reference step is commanded, overcurrent occurs and the voltage source converters (VSCs)

commutation is stopped. Finally, when Zg = 0.15 + j0.10 p.u., the system is unstable.

Contrarily to these results, the proposed controller offers a stable operation for a larger

range of grid impedance values, cf. Section 4.4.

4.6. Steady-State Kalman-Filter Gain

In the following, the procedure to calculate the observer gain Ko (cf. Figure 55) is detailed.

Since the system model is linear and stationary, the algorithm that calculates the Kalman

gain Ko converges to a steady-state value [54]. The computation of this gain can be per-

formed offline to reduce the computational load of the controller.

A simple iterative numerical solution is shown in Algorithm 1.

Algorithm 1 Calculation of the Kalman Gain Ko

Inputs: N , Q, ALCL
add , CLCL

add , ε

1: while ‖Ko(k + 1)−Ko(k)‖2 ≥ ε do

2: Update values from previous iteration

3: P(k)← P(k + 1)

4: Ko(k)← Ko(k + 1)
5: Project the error covariance ahead

6: Pp ← ALCL
add P(k)ALCLTadd + Q

7: Compute the Kalman gain

8: Ko(k + 1)← PpC
LCLTadd/(CLCL

add PpC
LCLTadd + N )

9: Update the error covariance

10: P(k + 1)← (I−Ko(k + 1)CLCL
add )Pp

11: end while
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Figure 78. Result of the first 35 iterations of Algorithm 1 when applied to a system with

the parameters shown in Table 8. a Real component of the elements of the vector Ko. b

Imaginary component of the elements of the vector Ko. c Plot in the complex plane of the

elements of the vector Ko.



Current and Voltage Control of AC Power Electronic Converters in Microgrids 133

Table 8. Experimental Setup Parameters

Base values

Nominal power Pbase 10 kW

Phase voltage Vbase 230 V

Nominal current Ibase 14.5 A

Grid frequency fg 50 Hz

LCL filter

Grid-side inductance L1 2.5 mH (5 %)

Converter-side inductance L2 2.5 mH (5 %)

Filter capacitance C 30µ F (14 %)

Filter resonance fres 815 Hz

Weak grid

Grid inductance Lg 5.4 mH (10 %)

Grid resistance Rg 2.5Ω (15 %)

VSC

Switching frequency 2.5kHz

Dead time 3µ s

DC-bus voltage vdc 750 V

Controller

Sampling frequency fs 5 kHz

Dominant frequency fdom 300 Hz

Measurement noise N 0.01A2

Process noise Q 0.1%

The input parameters of the algorithm are the measurement noise N [cf. (69)]; the

process noise Q, for which a value of 0.1% is recommended (cf. Section 4.3)

Q =
0.1

100





Ibase 0 0 0 0 · · · 0

0 Ibase 0 0 0 · · · 0
0 0 Vbase 0 0 · · · 0

0 0 0 Vbase 0 · · · 0
0 0 0 0 Vbase · · · 0
...

...
...

...
...

. . .
...

0 0 0 0 0 · · · Vbase





; (72)

the model of the plant and the disturbance ALCL
add and CLCL

add [cf. (63)]; and a tolerance ε,

which is used in the stop condition to detect when convergence is achieved. A value of

ε = 10−10 ensures a good precision in the coefficients.
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An analytical solution can be found in [81] and its implementation is available in the

Matlab function kalman. Figure 78 shows the result of the first 35 iterations of Algo-

rithm 1 when applied to a system with the parameters shown in Table 8. In this case, the

design selected frequencies are the grid-frequency harmonics +1,−1,−5, +7,−11, +13;

therefore, the obtained gain Ko is a vector with ten elements: one element for each of the

selected frequencies and four elements for the plant model, cf. (55) and (63):

Ko =
[
k1

o k2
o · · · k10

o

]
. (73)

It should be noticed that when the selected frequencies are not symmetric with respect to

zero hertz, the resultant vector Ko is complex valued.

4.7. Computational Load of the Multi-Frequency Controller

The control equation is (cf. Figure 55)

u(k) = Kfi
∗
1(k) + Kffvg(k)−Kcx̂

LCL
dd (k)− w(k). (74)

Therefore, the number of operations that the control law requires is 6 complex multiplica-

tions and 6 complex additions. Since a complex multiplication requires 6 two floating-point

operations (flops) and a complex addition is performed in two flops, the control law has a

constant complexity of 48 flops.

On the other hand, the observer equations are (67) and (68). The state vector of the

augmented plant model xLCL
add (k) increases its size for every new harmonic that is included

in the disturbance model. The size of xLCL
add (k) is n + 4, e.g., it has three state variables

associated to the LCL filter, one to the computational delay, and n to the disturbance model.

Thus, the observer requires 2n2 + 18n + 40 complex multiplications and n2 + 11n + 26

complex additions. This results in a total of 14n2 + 130n + 292 flops for the observer.

Table 9. Grid Voltage Parameters

Order Sequence∗ h Magnitude

1 + +1 230V

3 0 5 %
5 − −5 6 %

7 + +7 5 %
9 0 1.5 %

11 − −11 3.5 %
13 + +13 3 %

THD 10.5 %
∗

When the sag occurs, the harmonic
voltages are unbalanced (all sequences
are present for each harmonic).
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Therefore, the total number of two flops per second that the current controller executes

is fs(14n2 +130n+340), which is constant for a given number n of controlled harmonics,

and increases with n. In the presented implementation (n = 6 and fs = 5 kHz), a figure

of 8.1 mega flops per second is obtained, which is well below the capability of modern

micro-controllers.

4.8. Derivation Process of the Sensitivity and Complementary Sensitivity

Functions

i
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Figure 79. Block diagram representation of the closed-loop system used to obtain the sen-

sitivity function S(f) and the complementary sensitivity function T (f).

The derivation process to obtain the sensitivity function S(f) and the complementary

sensitivity function T (f) is detailed below. In order to obtain a transfer function between

two variables (an input and an output) the output is calculated as a function of the desired

input, assuming the remaining inputs of the system equal to zero.
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On the one hand, the sensitivity function S(f) relates a disturbance do in the grid current

with the grid current i1, see Figure 79. On the other hand, the complementary sensitivity

function T (f) is the ratio of i1 to a disturbance dm in the measured grid current. Using the

block-diagram representation shown in Figure 79, the state-space model given in (75) on

the top of the next page is obtained. Such model relates i1(k) with do(k) and dm(k).

Therefore, the resultant sensitivity function is

S(f) =
i1
do

= CLCL
cl

(
ej2πfTsI−ALCL

cl

)−1
BLCL

cl,do
+ 1.

In addition, the complementary sensitivity function is

T (f) =
i1
dm

= CLCL
cl

(
ej2πfTsI−ALCL

cl

)−1
BLCL

cl,dm
= −S(f) + 1,

which agrees with the fundamental relation in (71).

4.9. Summary

This section has presented a multi-frequency current controller based on a direct discrete-

time pole-placement strategy and a Kalman filter for grid-tied converters with LCL filter.

In addition to the advantages of previously proposed harmonic-current controllers, the

presented solution responds to commands with a constant, damped, and fast response inde-

pendently of the LCL filter used or the targeted harmonics. The rise-time value for reference

changes is determined by the selected dominant frequency fdom of the compensator.

Concerning the disturbance-rejection capability, the proposed scheme achieves zero

steady-state error in the grid-side current at a set of arbitrarily specified harmonic currents.

Contrarily to the previously proposed solutions, the controller offers an infinite impedance

at these frequencies without altering the response to reference commands or affecting the

stability and robustness of the system, when several current harmonics are being controlled.

It has also been shown that the response to disturbances cannot be simultaneously im-

proved in the steady-state operation and during transients. If the number of controlled

harmonics increases (to reduce the steady-state error), then the transient response to distur-

bances of the controller is degraded. This is an unavoidable tradeoff that applies to all linear

controllers.

The proposal has also been proved robust against alterations in the grid impedance. Sta-

bility is maintained with minimal change in the transient dynamics of the system regardless

of the grid-impedance variation.

The design and the theoretical outcomes have been verified by simulations and experi-

ments.
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5. Grid-Tied Inverter With AC-Voltage Sensorless

Synchronization and Soft-Start

This section presents a novel grid synchronization method with bumpless start which

requires minimal computational load and can selectively track the positive sequence of

the grid voltage in an unbalanced and distorted three-phase weak grid. Only twelve two

floating-point operations (flops) are required to obtain the in-phase and quadrature com-

ponents that define a synchronous frame which tracks the positive sequence of the grid

voltage. Contrarily to a phase-locked loop (PLL), the presented scheme does not require to

measure any ac voltages. Therefore, this sensorless method is particularly suitable in weak-

grid conditions in which the voltage at the point of common coupling (PCC) is different

from the grid voltage and may contain significant noise. The error in the estimated phase

depends on the accuracy of the plant model. If the grid-impedance is assumed to be zero

and the LCL filter parameters are known, both the proposal and a PLL-based scheme result

in the same steady-state error. Experimental results show the advantages of the proposal

compared to a moving average filter (MAF)-based PLL.

Grid-connected converters usually require a phase measurement system in order to syn-

chronize with the grid voltage. Several techniques have been proposed to detect the phase

of the grid voltage [117]. Among these techniques, voltage-sensorless methods are gain-

ing popularity due to advantages such as cost reduction and increased reliability, specially

when a weak grid is considered [118, 119]. Furthermore, some voltage-sensorless methods

can estimate the grid voltage at remote points that cannot be measured, hence improving

the performance of the converter when connected to a weak grid in which the voltage at

the point of common coupling (PCC) is different from the grid voltage.

Different grid voltage estimation techniques have been proposed in the literature. Vir-

tual flux (VF) methods [120, 121, 122] are commonly applied to grid-tied inverters with an

L filter; but they result in a complex synchronization scheme when they are used in a sys-

tem with an LCL filter. Methods based on instantaneous power measurements [123, 124]

provide a simple structure that does not require any integral, derivative, or trigonomet-

ric operations. Nevertheless, they do not completely eliminate steady-state errors caused

by a distorted grid voltage. Observer-based synchronization schemes provide an excellent

performance [125, 126, 127, 128]. However they present a higher computational load com-

pared to previous solutions. In [126] and [127], an external loop with an adaptation law

is added to the current controller in order to synchronize the estimated reference frame

with the positive sequence of the grid voltage. Nonetheless, the plant model used in [126]

and [127] does not include resistive components. Such simplification introduces an steady-

state estimation error, specially during weak-grid conditions. In [128], a continuous-time

extended-state observer is used in combination with a phase-locked loop (PLL) and a PI

current controller. Such design has a slower response compared to a conventional PLL that

directly receives the grid voltage measurements. In [129], a novel controller structure that

Research work included in this section has been published in the journal IEEE Transactions on Industry

Applications [116] and presented at the IEEE Energy Conversion Congress and Exposition (ECCE 2018) [12].

This work was supported by the Spanish Ministry of Science and Innovation and by the European Commission,

European Regional Development Fund (ERDF) under project DPI2016-75832.
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uses a PLL connected to the measured grid current is presented. Such solution removes

steady-state errors that model-based grid voltage estimation methods have when plant pa-

rameter variations are considered; but it requires a known load value to be connected at the

dc bus.

The contribution of this section is a novel grid synchronization method which requires

minimal computational load and provides a fast and accurate estimation of the grid voltage

when connected to a weak grid. The presented synchronization method selectively tracks

the positive sequence of the grid voltage in an unbalanced and distorted three-phase grid.

Moreover, contrarily to a PLL, the presented scheme does not require to measure the grid

voltage, which could affect the performance when connected to a weak grid because the

voltage at the PCC can be different from the grid voltage depending on the grid-side current

value. The proposed structure avoids this interaction between the current controller and

the synchronization mechanism, resulting in a more robust system. Furthermore, it also

removes the grid voltage feedforward. This improves the stability and robustness of the

current controller because it eliminates an additional path for disturbances and noise to

enter the system, a common problem of feedforward schemes.

Concerning the implementation, only twelve two floating-point operations (flops) are

required to obtain the in-phase and quadrature components that define a synchronous frame

which tracks the positive sequence of the grid voltage. The proposed method employs the

information available in the estimated system state vector and it is optimized for a grid-tied

inverter that uses an state-space controller with disturbance estimation [81]; however, it can

be easily adapted to other types of current controllers.

The error in the estimated phase depends on the accuracy of the identified grid

impedance. When the current controller assumes that the grid impedance is zero, both

the proposal and a PLL-based scheme have the same steady-state error. A change in the

LCL filter parameters with respect to their nominal values also introduces an estimation

error. Nevertheless, such error is negligible for the typical component tolerances due to the

low sensitivity of the proposal to variations in the plant parameters. The transient response

is improved compared to a controller that measures the voltage at the PCC because there is

no interaction between the current controller and the synchronization scheme.

The rest of the section is organized as follows. Section 5.1 introduces the proposed

controller structure. Then, in Section 5.2, the operation of the synchronization scheme is

described. Next, in Section 5.3, the robustness of the proposal to plant parameter variations

is assessed. Section 5.4 explains the steady-state and transient performance of the presented

sensorless synchronization method. Section 5.5 describes the bumpless start capability.

In Section 5.6, the theory is validated by simulation and experimental results. Finally,

Section 5.7 summarizes the work.

5.1. Proposed Controller Structure

In order to obtain the best performance, current controllers from modern control theory

use all prior knowledge available at the design stage. In the case of a grid-tied inverter

with an LCL filter, cf. Figure 80, the current controller uses a plant model that represents

the dynamics of the LCL filter, the PWM, and the computational delay. Such discrete-

time model relates the grid-side current i1 with the nominal controller output voltage v
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Figure 80. Voltage source converters (VSCs) with a grid-side current controller connected

to a weak grid with an LCL filter.

when the grid voltage is assumed to be zero and the voltage source converters (VSCs) is

not overmodulating. The mathematical process to obtain such model is presented in the

following.

Figure 80 depicts the physical plant, which consists of a voltage source converters

(VSCs) connected to the grid using an LCL filter. A block diagram representation of the

plant model in the αβ frame is shown in Figure 81, where L1, L2, and C are the values

of the reactive elements of the LCL filter. R1, R2, and Rc model the equivalent series

resistances of the filter and the voltage source converters (VSCs) [15]. vg,abc is the grid

voltage at the PCC. Rg and Lg are the values of the resistive and inductive components of

the grid impedance Zg. Since these values are usually unknown, they are assumed to be

zero to design the controller. i1,abc and i∗1,dq denote the measured grid-side current in the

abc frame and the grid-side current reference in the dq frame, respectively. If the subscript

in a variable does not specify a reference frame, the αβ frame is assumed. The signal v is

the nominal controller output voltage; usat is the saturated controller output voltage; ud is

the PWM voltage reference, e.g., it is the one-sample-delayed saturated controller output

voltage; and u′
d is the voltage source converters (VSCs) output voltage.

The discrete-time modeling process that describes the LCL filter, the PWM, and the

computational delay of this system was presented in section 3. Such modeling process

takes place in several steps; each step adds features to the model obtained in the previous

stage. The final model relates the grid-side current i1(k) to the nominal controller output

voltage v(k) in the plant shown in Figure 81 when the grid voltage vg and the resonant

action w are zero.

xLCL
dd (k + 1) = ALCL

dd xLCL
dd (k) + BLCL

dd v(k)

i1(k) = CLCL
dd xLCL

dd (k).

xLCL
dd (k) =

[
i1 i2 vC ud

]T
. (76)

From the current controller perspective, the grid voltage vg is an unknown disturbance

that affects the value of the grid-side current. Commonly, such disturbance is canceled by
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Figure 81. The augmented plant model includes an input-equivalent disturbance w that

cancels the effect of the unmeasured grid voltage vg on the grid-side current i1 when it is

subtracted from the plant model input. The controller output voltage u contains two terms,

namely, the nominal output voltage v and an input equivalent voltage disturbance w. The

observer estimates w so as to cancel the effect of disturbances such as vg on the grid-side

current i1. When vg is zero, w is also zero.

adding a feedforward of the voltage at the PCC in combination with a PI or a PR controller

to remove any remaining error during steady state. Contrarily to this approach, state-space

controllers with disturbance estimation [81] achieve zero steady-state error by augmenting

the plant model with a disturbance model [1, 8]. Such disturbance model (so called resonant

action) represents an input equivalent disturbance w that is subtracted from the nominal

controller output voltage v to cancel the effect of the grid voltage on the controlled grid-

side current, as shown in Figure 81.

Figure 82 illustrates the complete controller structure [8]. The observer estimates an

augmented state vector x̂LCL
add , which contains an estimation of the plant state vector x̂LCL

dd

and of the input equivalent disturbance ŵ:

x̂LCL
add =

[
x̂LCL

dd ŵ+ ŵ−5 · · · ŵ+13
]T

, (77)

where ŵ+, ŵ−5, ...ŵ+13 are the components of ŵ. Typically, such components are tuned at

the fundamental grid frequency (±fg) and at its main low-order harmonics (−11fg, −5fg,

+7fg, and +13fg).

In order to achieve an ac voltage sensorless operation, the controller structure shown

in Figure 83 is proposed. Compared to Figure 82, this scheme replaces the PLL with a

synchronization algorithm. Contrarily to the PLL, which uses the measured voltage at the

PCC v
PCC

, the proposed synchronization algorithm utilizes the signal ŵ+ estimated by the

observer. Such signal is the symmetrical component of ŵ that cancels the positive sequence

of the grid voltage v+
g . The next section describes the relation between w+ and v+

g . Such

relation is used to synchronize the voltage source converters (VSCs) with the fundamental

component of the grid frequency.

The start-up sequence is also changed in order to achieve a bumpless start without

measuring v
PCC

. In a conventional controller, the observer is reset (the accumulators are
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Figure 82. A conventional state-space current controller is composed of a compensator and

an observer, cf. [8, Figure 3].

set to zero) while the PLL is always running before the voltage source converters (VSCs)

begins commutation in order to avoid wind-up and to obtain the required phase information

for the start-up. The switch included in Figure 82 illustrates this start-up sequence: if the

switch is open, the observer and the PWM are disabled; when the switch closes, a voltage is

applied to the plant (commutation begins) and the observer starts estimating the plant state

xLCL
dd (k) and the input equivalent disturbance w that cancels any remaining steady-state

error in the grid-side current at the frequencies where a resonant action has been included.

Contrarily to a conventional controller, the proposal maintains the observer always run-

ning, cf. Figure 83. A block named bumpless-start generates a voltage ûsat that allows the

observer to estimate the correct system state before commutation begins. This is illustrated

in Figure 83 by a double-throw switch that passes such voltage to the observer when the

voltage source converters (VSCs) is off and the controller output voltage usat is not applied

to the plant, e.g., the PWM is disabled. Section 5.5 explains the theory of operation of the

bumpless observer, which contains a transfer function Gbl(z), and details the design steps

to obtain such transfer function.

5.2. AC-Voltage Sensorless Synchronization

This section describes the proposed ac-voltage sensorless synchronization scheme. First,

the mathematical relation between the input-equivalent disturbance w and the grid volt-
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age vg is calculated. Then, the structure of the synchronization algorithm, which uses the

previous relation, is detailed. Finally a performance analysis is presented.
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Figure 83. Proposed ac-voltage sensorless state-space current controller.

5.2.1. Relation between w and vg

The control law that gives the PWM voltage reference usat when the saturator operates in

its linear range is

usat =

v︷ ︸︸ ︷
Kfi

∗
1 −Kcx̂

LCL
dd −ŵ, (78)

which contains three terms, namely, a feedforward term Kfi
∗
1, a feedback term Kcx̂

LCL
dd ,

and a resonant action term ŵ, cf. Figure 83. The feedback and feedforward terms constitute

the nominal controller output voltage v.

The goal of the resonant action ŵ is to cancel the effect on the grid-side current of any

unmodeled disturbances such as an unknown grid voltage vg, cf. Figure 81. The design

of the observer was presented in [8], but for the purpose of this section, it suffices to say
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that the observer adjusts the amplitude and phase of each of the components of ŵ ( ŵ =
ŵ+ + ŵ− + ŵ−5 + ŵ+7 + ŵ−11 + ŵ+13) so as to achieve zero steady-state error in the grid-

side current at the frequencies where such components are tuned; typically, the fundamental

grid frequency and the main low-order harmonics.

Therefore, the grid voltage can be estimated by filtering ŵ with a discrete-time model

that relates such input-equivalent disturbance with vg. In order to obtain such model, the

grid-side impedance of the LCL filter is assumed to be an open circuit because w cancels

any errors (current circulation) in the grid-side current caused by vg. In such condition, the

capacitor voltage vC is equal to vg, see Figure 84b. Therefore the required model relates the

capacitor voltage vC with the input equivalent voltage disturbance w and includes the PWM

and modulation delays, as shown in Figure 84b. In the following, the derivation process to

obtain such model is presented.

The mathematical modeling process takes place in several steps. Each step adds features

to the model equations obtained in the previous stage. In the first place, a continuous-time

model of the LC filter in the αβ frame, including losses, is presented. This model relates

the capacitor voltage vC to the the averaged PWM output voltage u′
d for the LC filter of the

plant shown in Figure 84. The first-order differential equations in the continuous domain

(written in state-space form) are

dxLC(t)

dt
=

[
−RC

L2

−RCR2
L2

+ 1
C

−1
L2

−R2
L2

]

︸ ︷︷ ︸
ALC

xLC(t) +

[
RC

L2
1

L2

]

︸ ︷︷ ︸
BLC

u′
d(t)

vC(t) =
[
1 0

]
︸ ︷︷ ︸
CLC

xLC(t)

xLC(t) =
[
vC i2

]T
. (79)

Boldface denotes a vector or a matrix. Equation (79) does not include the effect of a load

current io in the state variables. This disturbance is studied later.

Next, (79) is discretized by using a ZOH equivalent [81]. Such discretization method

takes into account the half a sample delay added by the PWM [15].

ALC
d = eALCTs

BLC
d =

(
ALC

)−1
(
eALCTs − I

)
B

CLC
d = CLC . (80)

The resulting model relates the the PWM voltage reference ud with the sampled capacitor

voltage:

xLC
d (k + 1) = ALC

d xLC
d (k) + BLC

d ud(k)

vC(k) = CLC
d xLC

d (k). (81)

Then, a one-sample (computational) input delay is added, cf. Figure 99. The model of

this delay on the controller output voltage v is

ud(k + 1) = u(k). (82)
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Figure 84. Relation between w and vg: b Bode diagram. a Block diagram.

In this manner, combining (81) and (82), the plant model that takes the computational

delay into account is
[
xLC

d (k + 1)
ud(k + 1)

]

︸ ︷︷ ︸
xLC

dd
(k+1)

=

[
ALC

d BLC
d

0 0

]

︸ ︷︷ ︸
ALC

dd

[
xLC

d (k)
ud(k)

]

︸ ︷︷ ︸
xLC

dd
(k)

+

[
0

1

]

︸︷︷︸
BLC

dd

u(k)

vC(k) =
[
CLC

d 0
]

︸ ︷︷ ︸
CLC

dd

[
xLC

d (k)
ud(k)

]

︸ ︷︷ ︸
xLC

dd
(k)

xLC
dd (k) =

[
vC iL ud

]T
. (83)

The resultant model relates the inverter output voltage vC(k) to the controller output voltage
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Figure 85. Block diagram of the synchronization scheme.

u(k), cf. Figure 100a. Equation (83) is the nominal plant model and it is used in Section 6.2

to design the controller.

In order to reduce the computational load when implemented in a real-time platform,

this third-order state-space model is expressed as a transfer function:

GLC(z) =
v

C
(z)

w(z)
= CLC

dd

(
zI−ALC

dd

)−1
BLC

dd . (84)

Figure 84a shows the bode of (84).

Since the phase curve does not significantly change in the frequency range centered

at fg, the real-time implementation replaces the third-order transfer function (84) with a

constant gain so as to further reduce the computational load:

KLC = GLC(ej2πfgTs). (85)

Such simplification does not significantly degrade the performance of the grid-tied inverter

because the maximum phase error introduced, which occurs for a maximum frequency

deviation [130], is comparable to the accuracy of a commercial current sensor (< 0.1◦).

Section 5.3 presents a detailed analysis of the effect of plant parameter variations in the

estimation accuracy.

5.2.2. Synchronization Scheme

The proposed synchronization algorithm consists of four steps, cf. Figure 85. First, the

positive-sequence component of the estimated input-equivalent voltage disturbance ŵ+ is

selected from the augmented state vector provided by the observer x̂LCL
add . Then, this sig-

nal is multiplied by KLC to obtain the estimated positive-sequence component of the grid

voltage v̂+
g . Next, v̂+

g is normalized to yield a space vector with unity magnitude. Finally,

the real and imaginary components of such vector are the in-phase and quadrature signals

(cos θ and sinθ) which define a synchronous frame that is synchronized with the positive

sequence of the fundamental component of the grid voltage.

Figure 86 shows a representation of the signals involved in the synchronization scheme

during steady-state operation. In this example, the design-selected harmonic frequencies
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were the fundamental component with a 40% imbalance and the main low-order harmonics

of the grid voltage, namely, −5fg, +7fg, −11fg, and +13fg. Figure 86c shows a polar

representation of v̂g and two of its symmetrical components v̂+
g and v̂−g , respectively. It

should be noted that, when the sampling period is small compared to a grid fundamental

period, the frequency response of (84) is close to one at low frequencies; therefore, both

ŵ+ and v̂+
g have a similar magnitude and phase. Contrarily, ŵ−11 has a smaller amplitude

than v̂−11
g because such component is tuned at a frequency (11fg) close to the resonant

frequency of the LC circuit; hence Equation (84) introduces a high gain at such frequency.

ŵ = ŵ
+ + ŵ
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ŵ
−11
αβ

5ms/DIV

(a)

v̂g = v̂
+
g + v̂

−

g + v̂
−5
g + v̂

+7
g + v̂

−11
g + v̂

+13
g

300V/DIV

v̂g,αβ

300V/DIV

v̂
+
g,αβ

15V/DIV

v̂
−11
g,αβ

5ms/DIV

(b)

Figure 86. Continued on next page.
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Figure 86. Input equivalent voltage disturbance w and grid voltage vg waveforms in the αβ
frame. a Time-domain representation of w and two of its symmetrical components w+ and

w−11. b Time-domain representation of vg and two of its symmetrical components v+
g , and

v−11
g . c Space-vector trajectories of vg and its main symmetrical components v+

g and v−g .

5.3. Sensitivity of the Estimated Phase to Plant Modeling Errors

This section gives a bound on the error of the estimated phase θerr when the plant parameters

or the grid impedance change with respect to the nominal values. The estimated phase error

is

θerr = θ̂ − θactual, (86)

where θ̂ is the estimated phase and θactual is the phase of the positive sequence of the grid

voltage.

The proposed grid-synchronization method uses two models, namely, GLCL and GLC.

GLCL is a discrete-time model of the LCL filter plus the computational delay that relates

the grid-side current with the plant input voltage when no disturbances, such as the grid

voltage, are considered:

GLCL(z) =
i1
v

=
i1
usat

∣∣∣∣[
]vg=0

. (87)

This model is used by the observer to calculate the input-equivalent voltage disturbance ŵ

and the controller output voltage usat. The mathematical process to derive such model was

presented in [8, Sec. II] and it requires the nominal values of the LCL filter parameters L1,

R1, L2, R2, C, and RC .

The second model GLC is used by the proposed synchronization scheme, cf. (85) and

describes the relation between w and vg.
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Figure 87. Nominal plant model GLCL used by the current controller and real plant model

Gr
LCL. Plant modeling errors are represented by an impedance Zerr.

In order to study the sensitivityof the system to plant parameter variations, the presented

study is organized into two parts. First, a theoretical relation between plant modeling errors

and θerr is introduced. Then, the maximum value of θerr is calculated for a 50% variation in

the plant parameters and for a sweep in the grid impedance value. It should be noticed that

a variation in the grid impedance can be modeled as a change in L1 or R1, cf. Figure 81,

because the grid-side inductor of the LCL filter is in series with the grid impedance and the

proposed controller does not measure the voltage at the PCC.

The real LCL model relates the grid-side current with the plant input voltage when the

grid voltage is zero and the filter parameters are Lr
1, Rr

1, Lr
2, Rr

2, Cr, and Rr
C :

Gr
LCL(z) =

i1
v + verrr

. (88)

Similarly, the real LC model Gr
LC(z) represents the relation between w and vg when the

real filter parameters are considered instead of the nominal values.

Using (87) and (88) the following relation is obtained:

1

Gr
LCL(z)

=
v + verr

i1
=

1

GLCL(z)
+ Zerr, (89)

where the impedance Zerr represents a change in the plant model caused by any plant pa-

rameter variations, cf Figure 87. It should be noticed that Zerr represents a variation in any

of the plant parameters in spite of it being an impedance in series with the grid-side induc-

tance; hence Zerr has a magnitude and phase that depends on the choice of plant parameter

variations.

Figure 88 illustrates (84) and (89) evaluated at the positive sequence of the grid voltage

frequency fg when the filter parameters vary a ±50% with respect to their nominal values.

As shown in Figure 88, the resistive component of Zerr is mainly determined by the resistive

plant modeling error Rerr = R1−Rr
1 +R2−Rr

2. The reactive component of Zerr primarily

depends on the reactive plant modeling error Lerr = L1 − Lr
1 + L2 − Lr

2. Moreover, Zerr

evaluated at fg is not significantly affected by modeling errors on C or RC . Therefore, an

approximation of the magnitude of Zerr is

|Zerr| ≈
√

R2
err + (2πfgLerr)2. (90)
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For a ±50% parameter variation, the following bounds on the resistive and reactive model-

ing errors are obtained:

|Rerr| ≤ max (R1, R2) and |Lerr| ≤ max (L1, L2) . (91)

When such upper bounds are evaluated with the experimental setup parameters used in this

section (L1 = L2 = 0.05 p.u., R1 = R2 = 0.015 p.u.), the value of Zerr is approximately

0.05 p.u. (1Ω, cf. Figure 88).

Concerning the LC model (84), GLC presents a low sensitivity to parameter variations

at low frequencies. A negligible change in GLC occurs at the grid frequency when a 50%

variation in the nominal LC parameters L2, R2, C, and Rc is performed, cf. Figure 88.

Such robustness is a consequence of the large impedance difference between the series

inductor and the parallel capacitor at the grid frequency: 2πfgL2 � 1/(2πfgC). This

impedance difference is maintained even in the presence of large parameter variations and

causes the resulting transfer function to always have a magnitude close to one. Therefore, a

small modeling error is introduced by using KLC in the proposed synchronization scheme,

in spite of it being computed offline using the nominal plant parameters.

Rerr ↓ Rerr ↑

Lerr ↓

Lerr ↑

1Ω

GLC(fg) ≈ G
r
LC(fg)

1/
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g
)
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0.5RC ≤ R
r
C

≤ 1.5RC

Figure 88. Nominal LCL filter impedance 1/GLCL, cf. (87); real LCL filter impedance

1/Gr
LCL, cf. (88); nominal LC gain GLC, cf. (84); and real LC gain Gr

LC at the grid frequency

fg when a ±50% variation in the nominal plant parameters L1, L2, R1, R2, C, and RC is

considered.

When there are plant modeling errors, i.e., Zerr 6= 0, the observer estimates an input

equivalent voltage disturbance ŵ that cancels the effect of vg and of verr. At the positive
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g = ŵ1GLC(fg) ≈ ŵ1G
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Figure 89. Phase estimation error: a Nominal case. b Worst case.

sequence of the fundamental grid frequency, such cancellation is expressed as:

v̂+
g = ŵ1GLC(fg) = v+

g + v+
err. (92)

Equation (92) uses the nominal LC model GLC instead of the real model Gr
LC because

plant parameter variations do not significantly affect the response of such model at the

fundamental grid frequency, as explained previously.

In the nominal case, Zerr and verr are zero; therefore, v̂+
g is equal to v+

g and θerr is zero,

cf. Figure 89a. When the plant parameters vary, θerr can be non zero depending on the mag-

nitude and phase of verr, as illustrated in Figure 89b. The maximum θerr is obtained when

the amplitude of verr is maximum and the phase is 90◦ with respect to w+Gr
LC, cf. Fig-

ure 89b. Such condition results in the following upper bound for the error in the estimated

phase

θerr ≤ sin−1

∣∣∣∣
verr

vg

∣∣∣∣ ≤ sin−1 ibase|Zerr|

vbase

. (93)

When Zerr represents an unmodeled grid impedance Zg , the error in the estimated phase

(93) can be expressed in terms of the grid short circuit ratio (SCR), SCR = Zbase/|Zg|:

θerr ≤ sin−1 1

SCR
. (94)

Equation (94) is shown in Figure 90 and is explained in detail in the next section.

5.4. Performance Analysis of the Proposal

The proposed synchronization scheme provides a robust operation under distorted or unbal-

anced grid conditions thanks to the symmetrical component decomposition performed by

the observer.

Concerning the steady-state performance, the presented method provides the same es-

timation accuracy as a PLL if the LCL filter parameters are known and the grid impedance

value is considered zero. In such conditions, both solutions provide the phase of the volt-

age at the PCC, which can be different than the phase of the grid voltage depending on the

value of the grid impedance and the grid-side current. Nonetheless, if the grid impedance

value is added to the grid-side impedance (L1 and R1) in the plant model, cf. (87), then

the proposed method yields the actual phase of the grid voltage θactual. In this manner, the

proposal avoids the phase estimation error that a PLL introduces due to the grid impedance.
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Figure 90. Maximum phase estimation error θerr and minimum achievable power factor

cos θerr as a function of the grid short circuit ratio (SCR) when the grid impedance is not

included in the model used by the current controller.

On the other hand, when the LCL filter parameters are not known, the proposed method

introduces an steady-state estimation error. The error introduced is equivalent to an error

caused by an unmodeled grid impedance of value Rerr + j2πLerr. As mentioned previously,

changes in the nominal capacitor parameters C and RC have a negligible effect on the

estimation error.

Grid-tied inverters are usually required to operate at unity power factor. Nonetheless,

when a phase estimation error occurs, the inverter operates at a lower power factor. Fig-

ure 90 plots θerr, cf. (94), and the resultant power factor cos θerr for a sweep in the magnitude

of Zerr from 0.05 p.u. to a value of 1 p.u. When a 50% variation in the plant parameters is

considered, the magnitude of Zerr is smaller than 1 Ω, as explained previously, and the esti-

mation error in such condition is negligible (cos θerr ≤ 0.98), cf. Figure 90. Moreover, the

estimated phase error is not significant for short circuit ratio (SCR) values greater than 5.

Regarding the transient performance, the proposed scheme has the same bandwidth as

the current controller because both systems use the same state vector x̂LCL
add ; hence, the

observer determines the dynamics of both the current controller and the synchronization

scheme. Therefore, when a transient, such as a voltage sag, occurs in the grid voltage, both

the current controller and the proposed synchronization method converge at the same rate

to the new steady-state regime. Further increasing the bandwidth of the synchronization

mechanism does not provide any real benefit because the performance is ultimately limited

by the current controller dynamics.

It should be noticed that, contrary to a PLL-based scheme [118, 119], there is no interac-

tion between the current controller and the synchronization algorithm because the voltage at



Current and Voltage Control of AC Power Electronic Converters in Microgrids 153

the PCC is not measured and the dynamics of both systems are determined by the observer.

The frequency range where synchronization occurs is established by the bandwidth

of the resonant action in the current controller. In this manner the locking range of the

synchronization algorithm is matched to the frequency range where the current controller

operates.

Finally, the proposal requires a minimal computational load. Only a complex multi-

plication and a complex division (12 flops) are required, cf. Figure 85, because the syn-

chronization scheme employs the information available in the state-vector of the current-

controller observer.

5.5. Bumpless Start

This section explains how to obtain a bumpless start without measuring the voltage at

the PCC. The proposed method can be applied to any observer-based current controller

with disturbance estimation [81] that measures the grid-side current.

When the voltage source converters (VSCs) is on, wind-up occurs if the plant input usat

is different from the controller output u, e.g., when overmodulation occurs. In this situation,

the controller estimated states do not correspond with the actual system states. Contrarily to

PI and PR controllers, observer-based controllers avoid this inconsistency by feeding back

the saturated controller output usat when the voltage source converters (VSCs) is on (the

switch S1 is closed, cf. Figure 82).

However, when the voltage source converters (VSCs) is off, the signal applied to the

plant input is not determined by the controller or the converter because the voltage source

converters (VSCs) output is in a high-impedance mode. This is represented by the switch

S1 in the open position in Figure 82. Traditionally, the current controller is reseted (the

accumulators are set to zero) when the voltage source converters (VSCs) is off so as to

avoid wind-up problems, as illustrated by the the dashed line in Figure 82.

Contrarily to this approach, the proposed ac-voltage sensorless controller maintains

the observer active when the converter is off. Figure 83 illustrates the proposed start up

sequence. Before commutation begins (S1 is open), the observer receives a virtual voltage

ûsat obtained by filtering the measured grid-side current with a transfer function Gbl(z) that

provides the estimation of the plant model input voltage ûsat. In this manner, the observer

estimates the correct plant state xLCL
dd (k) and the input equivalent disturbance w that allows

for a bumpless start. In the following, the derivation process to obtain Gbl(z) is detailed.

As illustrated in Figure 91a, the output of the voltage source converters (VSCs) is in a

high impedance state before the converter starts switching because the switching transistors

are all off. Therefore, the voltage at the output of the voltage source converters (VSCs) u′
d

is equal to the capacitor voltage vC because the converter-side current is zero.

u′
d = −

i1
sC

. (95)

However, the observer requires the plant model input voltage usat, cf. Figure 81, in order

to estimate the system state. This signal is a time-shifted version of u′
d, which includes

the effect of the computational (one sample) and the modulation (half a sample) delays.

Therefore, the continuous-time transfer function that relates the grid-side current with usat
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is

Gbl(s) =
usat

i1
=

1

sC
es1.5Ts. (96)

In order to implement (96) in a real-time controller, two problems should be addressed,

namely, its non-causality and its infinite gain at dc. The discrete-time equivalent of the

causal part of (96) using using a backward rectangular rule is

G′
bl(z) =

usat

i1
=

Ts

C

z

z − 1
. (97)

The discrete backward rule introduces a phase roll-up at high frequencies which helps to

model the non-causal delay, cf. Figure 91b. Finally, the dc pole of (97) is moved to a higher

frequency flow in order to clip the low-frequency gain. The authors recommend a value of

10 Hz for flow. The resultant first-order discrete-time transfer function is

Gbl(z) =
usat

i1
=

Ts

C

z

z − ej2πflowTs
. (98)

Figure 91b shows the bode of (98) and compares it to (96). As expected, both transfer

functions have a similar response at the fundamental component and the main low order

harmonics of the grid frequency, which are located within the shaded region. Furthermore,

at low frequencies, the gain is limited to reduce the sensitivity to noise and to a dc offset in

the current measurement. At high frequencies, a phase modeling error appears due to the

non-causal delay in (96). Nevertheless, such high frequency modeling error has a negligible

effect in the performance as verified in the experimental results.

5.6. Experimental Results

The proposed ac-voltage sensorless method is tested in a 10-kW voltage source converters

(VSCs) working as an inverter and connected to a 400-V line-to-line 50-Hz three-phase

grid. A three-phase ac voltage source was used to generate transient events in the grid

voltage, such as a sag and phase and frequency jumps. The grid voltage has the harmonics

presented in Table 14. The performance of the proposal is compared with that of a moving

average filter (MAF)-based PLL [131] which uses the measured voltage at the PCC vPCC .

Table 19 summarizes the setup parameters. Figures 92a and 92b show a diagram and a

photograph of the experimental setup, respectively.

The first test assesses the operation of the proposed synchronization scheme when con-

nected to a weak grid with a distorted voltage. The weak grid is emulated by an impedance

in series with the grid voltage. The grid impedance is Zg = 10Ω (SCR = 1.6). Figure 93a

shows the estimated phase θ̂ and the phase of the positive sequence of the fundamental

component of the grid voltage θactual, which is directly obtained from the three-phase ac

source. The proposal provides zero phase error θ̂ − θactual, whereas a PLL introduces an

error θPLL−θactual due to the change in the voltage at the PCC v
PCC,abc as the grid-side cur-

rent i1,abc increases. Figure 93b shows the spectrum of θ̂ and θ
PLL

. Both solutions achieve

an excellent performance with a low distortion in spite of the large grid voltage distortion

thanks to the moving average filter (MAF) in the case of the PLL and to the resonant action
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Figure 91. Plant model before the converter starts switching. a Block diagram. The voltage

at the output of the ZOH is equal to the capacitor voltage. b Bode diagrams.

of the current controller as regards the proposal. The presented method has a non-zero noise

amplitude compared to the PLL at the harmonic frequencies that are not controlled by the

current controller, such as unbalanced grid harmonics−7fg, ±3fg, +5fg and even grid har-

monics. Nevertheless, at the frequencies where the resonant action of the current controller

is tuned −11fg, −5fg, ±fg, +7fg, and +13fg, the proposal achieves a greater attenuation

compared to the moving average filter (MAF)-based PLL due to its higher bandwidth.

The second test assesses the sensitivity of the proposal to parameter variations. Fig-

ure 94a shows the synchronization performance when the grid impedance value Zg is in-

cluded in the plant model. Now the PLL yields a larger error, compared to Figure 93a,

because the current reference step is generated in the q axis instead of the d axis. Such

current reference results in a grid-side current with a different phase angle. As explained
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Figure 92. Experimental setup of the grid-connected inverter. a Diagram. b Photograph.
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Figure 93. Synchronization performance when connected to a weak grid with a distorted

grid voltage at the PCC v
PCC,abc. a Time domain waveforms: estimated phase θ̂, phase of

the positive sequence of the fundamental component of the grid voltage θactual, estimation

error θ̂ − θactual, PLL error θ
PLL
− θactual, and grid-side current i1,abc. b Spectrum of the

estimated phase fft{cosθ̂ +jsinθ̂} and of a moving average filter (MAF)-based PLL [131]

fft{cosθPLL +jsinθPLL}.
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in Section 5.3, the estimation error depends on the value of the grid-side current, cf. Fig-

ure 89b. Contrarily to a PLL, the proposed synchronization scheme does not introduce an

error in the estimated phase when the grid-side current is increased provided that the grid

impedance value is included in the plant model used to design the controller. If the grid

impedance value is not included in the plant model, then both solutions result in the same

steady-state error, cf. Figure 94b.

The third test, cf. Figure 95, shows the transient response to a 40◦ phase step and to

a 2-Hz frequency jump in the grid-voltage. When a 40◦ phase step occurs in the the grid

voltage, cf. Figure 95a, the proposed sensorless method converges to the new phase in one

fundamental cycle of the grid voltage and has a faster transient response compared to a mov-

ing average filter (MAF)-based PLL. In addition, the phase estimation error is eliminated

at the same rate as the grid-side current error generated by the voltage transient because the

dynamics of both signals are determined by the observer. When a 2-Hz frequency jump that

switches between the grid-frequency limits according to [111] is generated, cf. Figure 95b,

the proposed sensorless method yields a smaller estimation error compared to the PLL due

to its higher bandwidth and a similar transient response duration.

The forth test assesses the voltage sag ride-through capability of the synchronization

scheme, cf. Figure 96. During a sag with a distorted voltage, the estimation error θ̂−θactual

slightly increases due to the appearance of unbalanced voltage harmonics in the grid voltage

which are not eliminated by the current controller. Contrarily to the proposal, the PLL does

not introduce an additional error thanks to the moving average filter (MAF) filter. Never-

theless, the fundamental unbalance is successfully eliminated from the estimated phase θ̂,

which is the main voltage disturbance, and both schemes provide an adequate phase signal

with negligible steady-state error. Furthermore, a sensorless scheme avoids measuring and

introducing into the controller a distorted voltage v
PCC,abc, which can degrade the perfor-

Table 10. Grid Voltage Parameters

Order Sequence∗ h Magnitude

1 + +1 230V

3 0 5%
5 − −5 6%
7 + +7 5%
9 0 1.5%
11 − −11 3.5%
13 + +13 3%

THD 10.5%

∗
When a sag occurs, the harmonic voltages are unbalanced

(all

sequences are present for each harmonic).
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mance of the controller.

The fifth test evaluates the proposed bumpless start scheme. When the voltage source

converters (VSCs) is off, an uncontrolled grid-side current circulates through the circuit

formed by the grid-side inductance and the capacitor of the LCL filter. A large current

distortion is observed because some of the grid voltage harmonics are close to the resonant

frequency of the resultant LC circuit. Figure 97 displays the voltage at the PCC and the

grid-side current when the voltage source converters (VSCs) is turned on with its current

reference i∗1,dq set to zero. As expected from the theoretical analysis, a smooth start is ob-

tained without measuring v
PCC,abc in spite of the highly distorted grid voltage. A one-cycle

transient is obtained, which is in accordance with the bandwidth of the current controller.

5.7. Summary

This section has presented a sensorless grid synchronization method which requires mini-

mal computational load and provides a fast and accurate estimation of the grid voltage when

Table 11. Experimental Setup Parameters

Base values

Nominal power Pbase 10 kW

Phase voltage Vbase 230 V

Nominal current Ibase 14.5 A

Grid frequency fg 50 Hz

LCL filter

Grid-side inductance L1 2.5 mH (0.05 p.u.)

Converter-side inductance L2 2.5 mH (0.05 p.u.)

Filter capacitance C 30µF (0.14 p.u.)

Grid-side ESR R1 0.25Ω (0.015 p.u.)

Converter-side ESR R2 0.25Ω (0.015 p.u.)

Capacitor ESR RC 0.1Ω (0.006 p.u.)

Filter resonance fres 815 Hz

Weak grid

Grid impedance Zg 10Ω (0.6 p.u.)

Short circuit ratio SCR 1.6

voltage source converters (VSCs)

Switching frequency 2.5 kHz

Sampling frequency 5 kHz

Dead time 3µs

DC-bus voltage vdc 700 V
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Figure 94. Synchronization performance when connected to a weak grid with an impedance

of value Zg = 10Ω and a distorted grid voltage at the PCC v
PCC,abc. Estimated phase θ̂,

phase calculated by a moving average filter (MAF)-based PLL θPLL , phase of the positive

sequence of the fundamental component of the grid voltage θactual, estimation error θ̂ −

θactual, PLL error θPLL − θactual, and grid-side current i1,abc. a The grid impedance value

Zg is included in the plant model used to design the controller. b The grid impedance value

Zg is not included in the plant model; the controller considers Zg is zero.
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Figure 95. Estimated phase θ̂, phase calculated by a moving average filter (MAF)-based

PLL θPLL , phase of the positive sequence of the fundamental component of the grid voltage

θactual, estimation error θ̂ − θactual, PLL error θ
PLL
− θactual, grid-side current i1,abc, and

voltage at the PCC vPCC,abc. a A 40◦ phase jump. b A 2-Hz frequency step.

connected to a weak grid. The interaction between the proposed synchronization method

and the current controller is avoided in spite of them having the same bandwidth. A small
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Figure 96. Estimated phase θ̂, phase of the positive sequence of the fundamental component

of the grid voltage θtrue , estimation error θ̂ − θtrue, PLL error θ
PLL
− θtrue , and voltage at

the PCC v
PCC,abc before and during a 40%-depth type-C sag.
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Figure 97. Grid-side current i1,abc and voltage at the PCC v
PCC,abc when the voltage source

converters (VSCs) is turned on with a zero current reference i∗1,dq.

estimation error is obtained due to the low sensitivity of the proposal to plant modeling

errors. If the grid-impedance is assumed to be zero, both the proposal and a PLL-based

scheme result in the same steady-state error. Contrarily to a PLL, the presented scheme
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does not require to measure the grid voltage, which could affect the performance under

weak grid conditions, when the voltage at the PCC is different from the grid voltage and it

is coupled to the grid-side current. A bumpless start capability provides a soft start and a

sensorless operation in any grid conditions.

6. AC-Voltage Harmonic Control for Stand-Alone

and Weak-Grid-Tied Converter

This section presents an ac voltage controller with a high robustness to plant model

variations which can operate under a wide range of loads. A robust voltage controller is

required in a droop-controlled inverter which operates in island mode with other generators

or is connected to a grid. In such modes of operation, the voltage source converters (VSCs)

can experience large load impedance variations depending on the number of parallel gen-

erators or the grid impedance value. The transient performance is improved by selectively

minimizing the output impedance of the system at the frequencies which typically contain

the largest components of the output current. Complete harmonic control is achieved due to

its zero output impedance at a set of design-selected frequencies. The proposed controller

only measures the output voltage; hence, it uses a single-loop structure that uses all avail-

able bandwidth. The design process only requires, as input parameters, the LC filter values,

the sampling frequency, and a set of harmonics where load-current circulation is expected.

Voltage controllers are an essential component in the performance of a voltage source

converters (VSCs) that operates in island operation mode[57] or connected to a microgrid

(MG) using a droop control [14, 132, 133].

In order to regulate the ac voltage, inverters commonly use a double-loop [55, 56] or

a single-loop controller [52]. Double-loop structures provide a stable system using simple

(low-order) proportional-integral (PI) or PR controllers because they divide the complex

plant model into two parts. An inner current loop simplifies the plant model seen by the

voltage controller. The inner current controller assumes an L filter, whereas the outer volt-

age loop mainly sees a capacitive plant in the low frequency range where it operates. Typ-

ically, the bandwidth of the current controller is larger than the bandwidth of the voltage

controller so as to avoid interaction between both loops. Nevertheless, such extra bandwidth

of the current controller does not provide any improvements to the system performance be-

sides the desired decoupling between controllers [56]. Actually, the output impedance of

the system augments when the bandwidth of the current loop increases [134], as expected

from the fact that good current sources have a high output impedance. Furthermore, double

loop controllers have stability problems when controlling frequency components close or

above the critical frequency (fs/6), where fs denotes the sampling frequency [57].

Single loop structures with classical transfer-function-based controllers [58] offer a sim-

ple design process. Nevertheless, they lack the flexibility, modularity and robustness to

Research work included in this section has been published in the journal IEEE Transactions on Industry

Applications [5] and presented at the IEEE Energy Conversion Congress and Exposition (ECCE 2018) [3].

This work was supported by the Spanish Ministry of Science and Innovation and by the European Commission,

European Regional Development Fund (ERDF) under project DPI2016-75832.
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parameter variations of double-loop controllers [59]. Moreover, they may need to measure

additional variables, such as the converter current for protection against a short circuit or

the capacitor current to achieve stability [52]. In particular, single-loop control cannot sta-

bilize the system when the resonance frequency of the LC filter is less than one-fourth of

the sampling frequency [60]. For these reasons, a multiloop structure is typically adopted.

Concerning the type of controller, transfer-function-based solutions are commonly

adopted. The voltage loop typically implements PR or synchronous reference frame (SRF)-

PI controllers to achieve zero steady-state error in the output voltage at the fundamental

frequency and at the main low-order harmonics under different loads [52]. The current loop

usually contains a simple P controller [56] so as to reach a high bandwidth and obtain a

good decoupling between the two loops. Nevertheless, these solutions do not optimize the

performance of the voltage controller in terms of the achievable bandwidth or the robustness

against a large variation in the load impedance, in particular when the resonant frequency of

the LCL filter is above the critical frequency (a sixth of the sampling frequency) [57]. Con-

trarily to these solutions, state-space controllers from modern control theory have proven

to have a high robustness[61, 62, 63]. Such robustness is convenient during grid-connected

mode or during parallel operation, because the inverter sees a low load impedance [64],

which is the parallel equivalent of the load impedance and the coupling impedance. The

voltage controller presented in [62] incorporates an integral action to remove steady-state

error at the fundamental output frequency. In [61], a voltage controller is designed using a

pole-placement technique. Such design [61] provides a stable operation in parallel configu-

rations with a grid impedance down to short circuits and intermodule coupling impedances

as low as 1%. The solution presented in [63] uses a pole-placement strategy and improves

the reference tracking performance compared to transfer function based controllers.

This section proposes an ac voltage controller with a high robustness to changes in the

plant model. Plant model changes can occur due to LC filter parameter variations or when

the voltage source converters (VSCs) switches the mode of operation. The proposed con-

troller can operate with small load impedances and output power factors smaller than that of

previously proposed controllers without significantly degrading the transient performance.

In order to maximize the performance, the proposal uses all the information available

at the design stage, namely, a high-order model which describes the installed LC filter,

the computational delay, and the expected harmonic disturbances. The transient perfor-

mance is improved by selectively minimizing the output impedance of the system at a set

of design-selected frequencies. Complete harmonic control is achieved due to its zero out-

put impedance at the previous set of frequencies. The controller only measures the output

voltage; hence, it uses a single-loop structure with all the available bandwidth. An indepen-

dent converter-current monitor provides short-circuit protection using the saturated PWM

voltage reference and the measured output voltage.

The design process offers a simple tuning and only requires, as input parameters, the

values of the LC filter elements, the sampling frequency, and a set of frequencies where

load-current circulation is expected. Moreover, the indicated properties are maintained ir-

respectively of the LC filter installed or the sampling frequency used, provided that over-

modulation of the voltage source converters (VSCs) is avoided and the resonant frequency

of the LC filter is lower than the Nyquist frequency of the digital controller.

The rest of the section is organized as follows. Section 6.1 introduces the model of
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the plant and the disturbances. This model is used in Section 6.2 to design the proposed

controller. Next, in Section 6.3, the robustness of the proposal is assessed. In Section 6.3.1,

the performance under different load conditions is studied. In Section 6.5, the theory is

validated by simulation and experimental results. Finally, Section 8.6 summarizes the work.

6.1. Modeling of the Plant and the Disturbances

This section presents a mathematical model of the plant and of the design-selected distur-

bances that are being controlled. Figure 98 shows a diagram of the physical system, where

vC,abc is the measured load voltage and v∗C is the load voltage reference in the αβ frame.

When no reference frame in a subscript of a variable is detailed, the αβ frame with an

amplitude-invariant transformation is assumed.

vdc

VSC

PCC

AC
load

AC voltage controller with
harmonic elimination

v
∗

C vC,abc

Firing signals

LC filter

Weak grid

Figure 98. Grid-connected voltage source converters (VSCs) with an LCL filter and a grid-

side current controller.

The plant model required to design the proposed voltage controller relates the controller

output voltage v with the capacitor voltage vC . Figure 100a shows a detailed block diagram

in the αβ frame of such plant model, where L and C denote the values of the LC filter

reactive elements; RESR
L , RC , and RESR

VSC represent the ESRs of the filter and the voltage source

converters (VSCs) [15]; the ZOH block models the PWM by introducing a half-sample

delay; the z−1 block symbolizes a one-sample computational delay; and Zload models the

impedance of an unknown load connected at the output. A one-sample computational delay

appears in the PWM reference voltage v when it is implemented in a real-time controller,

as shown in Figure 99. The voltage reference computed using the measurements at instant

kTs is executed by the PWM at instant (k + 1)Ts. The signals vC and iL are the LC-

filter state variables (the capacitor voltage and the inductor current, respectively); vdl is

the PWM voltage reference, which is the one-sample delayed controller output voltage;

and v
PWM

is the averaged PWM output voltage. It should be noticed that v does not exist

in the real system because, by the time the controller output voltage is computed, a one-

sample computational delay has already passed; hence the value provided by the embedded

controller is vdl.
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Figure 99. Chronogram of the execution.

Such model depends on the current demanded by a load connected at the output io. Fig-

ure 100b shows the frequency response of this plant model when a linear load is connected.

Three different types of linear loads are considered, namely, a resistive, a capacitive, and an

inductive load. A resistively load damps the resonance of the LC filter, that is, it lowers the

gain of the plant model at the resonant frequency. Inductive and capacitive loads shift the

resonant frequency of the system.

The proposed design aims to give a good performance under a wide range of loads

because the load value is usually unknown at the design stage and often variable and non-

linear. The nominal plant model assumes that the load is an open circuit (no load). This is

the model used to design the controller. Such choice minimizes the plant modeling error

when both capacitive and inductive loads are considered, cf. Figure 100b. Moreover, at

low frequencies, the open-loop output voltage usually decreases when a load is connected

at the output due to the loading effect, i.e., the gain of the model diminishes when the load

impedance lowers; hence, stability is usually improved with respect to the nominal case. A

thorough study of the load effect in the system performance is analyzed in Section 6.3.1.

6.1.1. Model of the Plant for the Compensator

The mathematical modeling process takes place in several steps. Each step adds features

to the model equations obtained in the previous stage. In the first place, a continuous-time

model of the LC filter in the αβ frame, including losses, is presented. This model relates

the capacitor voltage vC to the the averaged PWM output voltage u′
d for the LC filter of the

plant shown in Figure 100a. The first-order differential equations in the continuous domain
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Figure 100. Model of the plant. a Plant diagram in the αβ frame when a load is connected

at the output: LC filter, PWM (modeled as a ZOH), and one-sample computation delay. b

Bode of the plant model (vC/v) under different load conditions.

(written in state-space form) are

dxLC(t)

dt
=

[
−RC

L
−RCRL

L + 1
C

−1
L

−RL

L

]

︸ ︷︷ ︸
ALC

xLC(t) +

[
RC

L
1
L

]

︸ ︷︷ ︸
BLC

u′
d(t)

vC(t) =
[
1 0

]
︸ ︷︷ ︸
CLC

xLC(t)

xLC(t) =
[
vC iL

]T
. (99)
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Boldface denotes a vector or a matrix. Equation (99) does not include the effect of a load

current io in the state variables. This disturbance is studied later.
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Figure 101. Example of current components demanded by a load. a Positive sequence of

the fundamental (first-harmonic) current component i+1,abc. b Negative sequence of the

fifth-harmonic current component i−5,abc. c Magnitude of the spectrum of the previous two

current components in the αβ frame during steady state and during a transient event.
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Next, (99) is discretized by using a ZOH equivalent [81]. Such discretization method

takes into account the half a sample delay added by the PWM [15].

ALC
d = eALCTs

BLC
d =

(
ALC

)−1
(
eALCTs − I

)
B

CLC
d = CLC . (100)

The resulting model relates the the PWM voltage reference ud with the sampled capacitor

voltage:

xLC
d (k + 1) = ALC

d xLC
d (k) + BLC

d ud(k)

vC(k) = CLC
d xLC

d (k). (101)

Then, a one-sample (computational) input delay is added, cf. Figure 99. The model of

this delay on the controller output voltage v is

ud(k + 1) = u(k). (102)

In this manner, combining (101) and (102), the plant model that takes the computational

delay into account is
[
xLC

d (k + 1)
ud(k + 1)

]

︸ ︷︷ ︸
xLC

dd (k+1)

=

[
ALC

d BLC
d

0 0

]

︸ ︷︷ ︸
ALC

dd

[
xLC

d (k)
ud(k)

]

︸ ︷︷ ︸
xLC

dd (k)

+

[
0

1

]

︸︷︷︸
BLC

dd

u(k)

vC(k) =
[
CLC

d 0
]

︸ ︷︷ ︸
CLC

dd

[
xLC

d (k)

ud(k)

]

︸ ︷︷ ︸
xLC

dd
(k)

xLC
dd (k) =

[
vC iL ud

]T
. (103)

The resultant model relates the inverter output voltage vC(k) to the controller output volt-

age u(k), cf. Figure 100a. Equation (103) is the nominal plant model and it is used in

Section 6.2 to design the controller.

6.1.2. Disturbance Model for the Observer

The proposed controller includes a multi-frequency resonant action in order to eliminate

steady-state errors in the controlled capacitor voltage vC caused by non linear loads or any

other unmodeled nonlinearity in the system. The resonant action is obtained by placing

open-loop poles in the observer at the targeted frequencies. Since the proposed controller

operates in the αβ frame, both the positive- and the negative-sequence voltage harmonics,

cf. Figure 101, can be controlled independently by placing the observer poles in the positive

or the negative frequencies, respectively.

In order to implement such resonant action in the observer, the model of the plant in

(103) is augmented with a high-order disturbance model. An h-order harmonic voltage

disturbance as a function of time wh(t) in the αβ frame has the following expression:

wh(t) = Ahej(2πfoht+φh) (104)
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where Ah and φh are the amplitude and initial phase, respectively; fo is the fundamen-

tal output frequency; and the sign of h defines the sequence (positive or negative) of the

harmonic disturbance [36].

A multi-frequency disturbance w(t) that is composed of n harmonics (h1, h2, . . . , hn)

is modeled using (104) as

w(t) = wh1(t) + wh2(t) + · · ·+ whn(t). (105)

This disturbance equation models all the harmonics (and the fundamental components, for

h = ±1) that are to be rejected with zero steady-state error.

The single-frequency disturbance wh(t) in (104) is a solution of the following differen-

tial equation:

dwh(t)

dt
= j ωg h wh(t). (106)

Hence, the multi-frequency disturbance in (105) can be expressed in matrix notation as a

solution of

dr(t)

dt
=





jωgh1 0 · · · 0
0 jωgh2 · · · 0
...

...
. . .

...

0 0 · · · jωghn





︸ ︷︷ ︸
Adis

r(t)

w(t) =
[
1 1 · · · 1

]
︸ ︷︷ ︸

Cdis

r(t) (107)

where

r(t) =
[
wh1 wh2 · · · whn

]T
. (108)

Then, the model in (107) is discretized by using a ZOH equivalent [81] (to model the

PWM effect) [1]:

Adis
d = eAdisTs

Cdis
d = Cdis. (109)

The nominal plant model (103) is augmented with this input disturbance model (107)

to obtain the augmented system model:

[
xLC

dd (k + 1)

r(k + 1)

]

︸ ︷︷ ︸
xLC

add
(k+1)

=

[
ALC

dd BLC
dd Cdis

d

0 Adis
d

]

︸ ︷︷ ︸
F3

[
xLC

dd (k)

r(k)

]

︸ ︷︷ ︸
xLC

add
(k)

+

[
BLC

dd

0

]

︸ ︷︷ ︸
BLC

add

u(k)

i1(k) =
[
CLC

dd 0
]

︸ ︷︷ ︸
CLC

add

[
xLC

dd (k)

r(k)

]

︸ ︷︷ ︸
xLC

add
(k)

. (110)

This model is used in the next section to develop the observer of the proposed controller.
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6.2. Design of the Controller

This section describes the proposed controller. First, single and dual loop structures are

compared in order to explain the advantages of the adopted structure. Then, the controller

design process is presented. Such controller uses a single voltage loop and contains three

modules: a compensator, an observer, and an ac-side converter-current estimator for over-

current protection, cf. Figure 103.

+
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(b)

Figure 102. Comparison of controller structures. a Typical double-loop (or cascaded) struc-

ture. b Simplified diagram of the proposed structure, which consists on a single controller

in the feedback path.

6.2.1. Analysis of Single- and Dual-Loop Structures

This section discusses the advantages and disadvantages of a dual-loop structure compared

to a single-loop structure, cf. Figure 102. The model of an LC filter introduces a two-

pole lagging phase shift (180◦), which requires compensation. Furthermore, an additional
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phase lag appears when such plant model is discretized and a one-sample computational

delay is considered, cf. Figure 100a. To add a bit more complexity into an already complex

situation, multiple resonant controllers are usually included to ensure zero-steady state error

at both sequences of the fundamental grid frequency and at the main low-order harmonics.

Double-loop structures provide a stable system using simple (low-order) PI or PR con-

trollers because they divide the complex plant model into two parts. An inner current loop

simplifies the plant model seen by the voltage controller. The inner current controller as-

sumes an L filter, whereas the outer voltage loop mainly sees a capacitive plant in the low

frequency range where it operates. Typically, the bandwidth of the current controller is

larger than the bandwidth of the voltage controller so as to avoid interaction between both

loops. Nevertheless, such extra bandwidth does not provide any improvements to the system

performance besides the desired decoupling between controllers [61]. Actually, the output

impedance of the system augments when the bandwidth of the current loop increases [134],

as expected from the fact that good current sources have a high output impedance.

The proposal implements a single-loop high-order voltage controller, which is placed

in the feedback path. The presented controller only measures the output voltage vC without

compromising the stability of the system and offering a reliable protection against an output

short circuit. The resultant controller can be used with a wide range of LC filters.

6.2.2. Proposed Controller Structure

The proposal implements a single-loop high-order voltage controller, which is placed in

the feedback path. The presented controller only measures the output voltage vC without

compromising the stability of the system and offering a reliable protection against an output

short circuit. The resultant controller can be used with a wide range of LC filters.

In order to carry out the design of the proposed controller, the principle of separation

of estimation and control is applied. In this manner, the design of the observer and the de-

sign of the compensator are performed independently and, when combined, they keep their

properties [54]. Figure 103 shows a detailed scheme of the proposed controller structure.

On the one hand, the compensator is designed to provide a good transient response

to reference changes. The designer specifies the desired bandwidth and the compensator

provides a damped response equivalent to a first-order system with such bandwidth. The

maximum bandwidth that can be achieved is limited by the sampling rate and the available

bandwidth in the physical system (where overmodulation does not occur) [2, Sec. III-A].

The compensator also includes a saturator so as to provide the observer a more accurate

value of the voltage source converters (VSCs) output voltage when overmodulation occurs.

With such controller structure, the wind-up problem is avoided by feeding back the satu-

rated control signal vsat to the observer rather than the control output v. In this manner,

the estimated states are correct and the consistency between the observer and the real plant

states is maintained. This eliminates wind-up problems in the observer when the voltage

source converters (VSCs) is commanded with a reference that cannot be achieved [1, 54].

On the other hand, the observer is designed to cancel the effect on the capacitor voltage

of current harmonics generated by a nonlinear load or a distorted grid voltage and to provide

a sinusoidal waveform with the desired output frequency. Therefore, the observer reduces

the output impedance of the voltage source converters (VSCs) at the frequencies where
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Figure 103. Detailed scheme of the proposed controller structure.

the load is expected to demand current. Moreover, it also has a high robustness against

changes in the load impedance in order to maintain the performance when different loads

are connected.

6.2.3. Design of the Compensator

The compensator contains two gains, namely, a feedback gain Kfb and a reference feedfor-

ward gain Kff . In the following, the required steps to obtain such gains are detailed. The

proposed design method uses a direct discrete-time pole-placement strategy which only de-

pends on the the resonant frequency of the LC filter fres, the sampling period of the digital

controller Ts, and the desired bandwidth of the controller fBW.

In order to obtain a damped response, the open-loop resonant poles of the LC filter pol
1,2

are moved to a more damped region pcl
1,2 using a radial projection [81], cf. Figure 104a. A

damping factor ζ of 0.7 is used because it provides enough damping while requiring a low
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Figure 104. Frequency domain models of the nominal plant and of the closed-loop system.

a Discrete-time pole-zero map. b Bode diagram.
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Table 12. Direct Discrete-Time Pole Placement of the Plant Poles

Poles
Position in the z-plane

Open-loop Closed-loop

LC

filter
Radial projection of resonant poles to ζ = 0.7.

pol
1,2 = e±jωresTs

pcl
1,2 =

e
−

“

ζωres±jωres

√
1−ζ2

”

Ts

Comp.

delay

Moved to make it the dominant pole, and set the desired

bandwidth.

pol
3 = 0 pcl

3 = e−2πfdomTs

controller effort. The computational delay pole pol
3 is moved to a lower frequencty pcl

3 in

order to make it the dominant pole, and set the desired bandwidth, cf. Figure 104b. Such

pole locations are summarized in Table 12.

The plant model also contains a fast zero z1. Such zero is caused by the capacitor ESR

of the LC filter. Since it is located at a high frequency, it does not require compensation.

Figure 104a shows a pole-zero map of the open-loop and the closed-loop roots of the plant.

Then, Ackerman formula is applied to compute the gain Kfb that yields a closed-loop

system with the specified closed-loop poles:

Kfb =
ˆ

0 0 1
˜

h

B
LC
dd A

LC
dd B

LC
dd

`

A
LC
dd

´2
B

LC
dd

i

Acl

“

A
LC
dd

”

, (111)

where Acl

(
ALC

dd

)
is the characteristic polynomial, whose roots are the desired closed-loop

poles of the system, evaluated at ALC
dd :

Acl

(
ALC

dd

)
=

(
ALC

dd − pcl
1 I

)(
ALC

dd − pcl
2 I

)(
ALC

dd − pcl
3 I

)
.

When the feedback path is closed using the previously calculated feedback gain Kfb,

cf. Figure 103, the resultant closed-loop system is:

xLC
dd (k + 1) =

ALC
cl︷ ︸︸ ︷

(ALC
dd −BLC

dd Kfb)xLC
dd (k) + KffB

LC
dd v∗C(k)

vC(k) = CLC
dd xLC

dd (k). (112)

Such system has the following closed-loop transfer function from its reference v∗C(k) to its

output vC(k):

T ∗
LC(f) = KffCLC

dd

(
ej2πfTsI−ALC

cl

)−1
BLC

dd . (113)

In order to achieve unity gain at the nominal output frequency, e.g., T ∗
LC(T ∗

LC(fo)) = 1, the

feedforward gain Kff is

Kff =
1

CLC
dd

(
ej2π T ∗

LC(fo) TsI−ALC
cl

)−1
BLC

dd

. (114)
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The resultant closed-loop transfer function is shown in Figure 104b in comparison with the

continuous- and discrete-time open-loop transfer functions of the nominal plant model.

6.2.4. Design of the Observer

Two types of linear observers can be implemented, namely, a Luenberger observer and a

Kalman filter. A Kalman filter offers some advantages over a Luenberger observer in terms

of robustness and simplicity of design when a high-order system, such as the proposed

voltage controller, is considered. This point is explained in detail in Section 6.3.

The Kalman gain Ko is computed off-line using the iterative numerical solution de-

scribed in [8, Algorithm I]. The input parameters of the algorithm are the measurement

noise N , the process noise Q, and the augmented model of the system ALC
add and CLC

add,

cf. (110).

The proposed ac voltage controller only measures the capacitor voltage; therefore, the

measurement noise N is obtained from the capacitor voltage measurements vC when the

voltage source converters (VSCs) is on and the capacitor is discharged:

N = E{|vC(k)|2} (115)

where E{◦} denotes mathematical expectation [54] and can be approximated by a time

average of its argument. In our setup, N is 0.1V 2. The second parameter, Q, represents the

uncertainty in the amplitude and phase of the disturbances. The diagonal of Q contains the

variance of each state variable in the observer state vector xLC
add(k). It is a measure of how

much this state variables change from its steady state value due to unmodeled disturbances.

A physical interpretation of this parameter has been presented in [8]. This parameters define

the bandwidth of the observer by controlling the distance between the closed-loop poles

and the disturbance ceros of the system. The authors recommend using a value of 0.1%, as

proposed and justified in [8].

Q =
0.1

100





Vo 0 0 · · · 0

0 Po
3Vo

0 · · · 0

0 0 Vo · · · 0
...

...
...

. . .
...

0 0 0 · · · Vo




; (116)

Figure 105 shows the root locus of S(f) for a sweep in Q when the design selected fre-

quencies are are both sequences of the fundamental output frequency ±fo and the main

low-order harmonics −11fo,−5fo, +7fo, and +13fo.

On the one hand, some of the roots of S are in fixed locations irrespectively of the value

of Q. The disturbance zeros zd
hfg

/h ∈ {−11,−5,±1, +7, +13} are always placed over the

unit circumference at the design selected frequencies to ensure that the sensitivity is always

zero at such frequencies. The so called plant-model zeros zp
delay and zp

±fres
are placed at

the location of the plant-model poles. In addition, the plant closed-loop poles pol
1,2,3 are also

at a fixed position, cf. Table 12 because of the direct pole-placement strategy applied to

design the compensator. On the other hand, the rest of the poles and zeros are automatically

placed by the proposed observer design method. The Kalman filter automatically places
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Figure 105. Roots of the sensitivity tranfer function for a sweep in the design parameter Q.

them in locations which provide a robust system and a high bandwidth. The parameter Q

determines the resultant observer bandwidth (and consequently the robustness [8] of the

system) by changing the distance between the poles and the zeros of S(f). A detailed study

of such effect was presented in [8].

6.2.5. Design of the Overcurrent Protection

In this section, a fast software overcurrent protection is presented. First, the principle of

operation is described. Then, the overcurrent protection structure is presented.

The converter current iL is computed by low-pass filtering the measured capacitor volt-

age vC and the PWM voltage reference vdl, with a model of the impedance of the L branch

of the LC filter, cf. Figure 100a. The discrete-time transfer function that relates iL with vC

and ud is

ZL(z) =
iL

ud − vC
=

a

z − b
, (117)
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where

a = −
e−(RL/L)Ts − 1

RL

b = e(−RL/L)Ts. (118)

The proposed overcurrent protection scheme is shown in Figure 106.

z
−1 ZOH

RL
Lu

′

d vCusat ud

z
−1 +

ZL(z)
αβ

abc

| • | > imax

−

ud − vC

îL

îL,abc

Disable

PWM

Overcurrent

protection

ZL(z)

Figure 106. Detailed scheme of the proposed overcurrent protection.

Since this protection scheme operates in the digital domain, it cannot detect a change

in the output voltage caused by a disturbance, such as a short circuit at the output, until the

next sample is acquired. Therefore, a one-sample error in the estimated converter current

can appear depending on the relative position of the disturbance event with respect to the

sample instant. In the following, the maximum change in the converter current between two

samples is calculated in order to assess the performance of this protection.

The slew rate Sr (defined as the rate of change of current per unit of time, i.e., the time

differentiation of iL) that an output short circuit (vL = 0) generates in the grid-side current

is

Sr(z) =
z − 1

Ts︸ ︷︷ ︸
Time diff.

iL(z) =
z − 1

Ts

ud
z

z − 1︸ ︷︷ ︸
Voltage step

ZL(z). (119)

In the time domain, (119) results in a slew rate that exponentially decays to zero because

|b| < 1:

Sr(t = kTs) =
aud

Ts

bk, (120)

Therefore, the maximum value of Sr is obtained when the voltage disturbance appears, i.e.,

at t = 0:

Sr,max =
aud

Ts

, (121)

Hence the maximum change in the converter current that can occur between two samples

is Sr,maxTs = avdl. This value is an upper bound of the intersample uncertainty of the
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proposed discrete-time overcurrent protection, e.g., the maximum difference that can appear

between the true continuous current waveform iL and its sampled estimation îL. It should

be noticed that the grid-side current limit imax should always be set lower than the filter

inductance saturation current.

6.3. Relation between Robustness and Output Impedance

This section explains how the presented controller enhances the steady state and transient

performance of the system. To obtain a good performance during steady state and transient

events, the output impedance of the system Zout should be as low as possible.

In a voltage source converters (VSCs), a low output impedance can be achieved in two

different ways: using an LC filter with reactive elements that have a low impedance [cf.

Zol
out in Figure 107a], or designing a controller that lowers the output impedance of the

system formed by the converter and LC filter. Figure 107b shows the output impedance

Zol
out of an inverter that operates without a closed-loop controller to regulate the output

voltage (the waveform is clamped for values greater than 10Ω). Such output impedance

achieves very low values at dc and at high frequencies, namely, RL and RC . However, Zol
out

increases in the mid-frequency range and it tends to infinity at fres. If the value of L is

reduced and the value of C increased, a lower impedance is obtained maintaining the same

resonant frequency [cf. 107a] at the expense of increasing the inductor current ripple and the

capacitor size. In addition, this approach has the following problems. It does not provide a

true zero output impedance at any frequency and the impedance around fres is always too

high.

In order to solve these limitations, the proposed controller reduces the output

impedance. This is accomplished by lowering the sensitivity of the system at a set of

design-selected frequencies. The sensitivity function of the system S describes how the

controller responds to disturbances [54]. The controller modifies (amplifies or attenuates)

the effect of a disturbance (e.g., the load current) on the controlled variable (the capacitor

voltage) with respect to the open-loop response, according to the value of S. In other words,

it represents the change in the output impedance when a closed-loop controller is installed:

Zcl
out = SZol

out. (122)

Figure 107c shows the change in the output impedance caused by the proposed closed-

loop controller. The proposal provides a zero output impedance at a set of arbitrarily se-

lected frequencies (−11,−5,±1, +7, and +13 in this example). Since the spectrum of the

load current in the αβ frame typically contains such sequences, this design improves the

transient and steady-state responses of the voltage controller because the output voltage

distortion is minimized.

The design presented in the previous section can, theoretically, provide a zero output

impedance at as many frequencies as desired because the number of frequencies where a

resonant action (infinite gain) [1] can be placed is unlimited, provided that they are below

the Nyquist frequency of the digital controller fs/2. The only obvious practical limitation

is the computational burden. In any case, current processors can execute the proposed con-

trol equations, which consist only of simple additions and multiplications (cf. Figure 103),

without any problems even for large orders [cf. (110)]; hence, this constraint is virtually
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Figure 107. Output impedance of a voltage source converters (VSCs) with an LC filter. a

Circuit diagram of an inverter without a closed-loop controller. b Change in the magnitude

of the output impedance Zol
out of an inverter without a closed-loop controller when the val-

ues of the LC filter are modified. c Change in the output impedance when the proposed

controller is implemented.

eliminated. Unfortunately, the robustness of the system to load changes or parameter vari-

ations is restricted by a fundamental limitation that is common to all linear controllers,
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namely, Bode’s integral theorem.

Bode’s integral theorem states that the average attenuation and amplification of distur-

bances over the complete frequency range where the controller operates (−fs/2, fs/2) is

zero, where fs is the sampling frequency:

∫ fs/2

−fs/2
ln |S(f)|df = 0. (123)

Thus, the choice of the sensitivity function S(f) at one frequency affects its value at

other frequencies. This effect is illustrated in Figures 108a and 109a. The area above

the frequency axis must be equal to the area below the frequency axis according to (123).

Consequently, if the designer increases the number of frequencies with low sensitivity, the

sensitivity at other frequencies also increases.

The previous mathematical result has an important physical and practical consequence

because the sensitivity function is related to the output impedance of the system according

to (122). Therefore, if a controller reduces the output impedance in some frequency range,

then the output impedance must be increased at some other frequencies, cf. Figures 108b

and 109b.

For this reason, the output impedance should be reduced only at the frequencies where

the load is expected to demand current. The Kalman filter optimizes the performance of the

system by reducing the sensitivity only at the design-selected frequencies and the resonant

frequency of the filter.

When the plant model is modified with respect to the nominal model, e.g., when a load

is connected, some of the roots of the sensitivity are moved from the previously described

locations. Therefore, the sensitivity function and the output impedance are changed [134].

Figures 109b and 108b illustrate this change when the load impedance value is swept from

infinity (no load) to a value of 0.1 p.u. Nevertheless, the proposed controller always pro-

vides a zero output impedance at the design-selected frequencies because the disturbance

zeros, cf. Figure 105, do not move irrespectively of the change in the plant model.

To design a robust controller, this change in the output impedance of the system should

be minimized. This is accomplished by reducing the range where the controller responds to

disturbances, i.e., the range where S(f) 6= 1. This range can be reduced in two ways. The

first one is by selecting a lower value of Q [8]; hence reducing the bandwith of the observer.

The second one is by reducing the set of design-selected frequencies where a zero output

impedance is requested, i.e., where S(f) = 0.

The previous analysis gives a qualitative insight into the relation between the robustness

of the controller to plant parameter variations and the output impedance of the inverter using

the sensitivity function. However, such analysis does not provide a quantitative indication

of the range of load impedance values where transient performance requirements are met.

In the following section, a quantitative analysis of the stability of the system as a function

of the load impedance is presented; both inductive and capacitive loads are considered.

6.3.1. Analysis of the Stability of the System as a Function of the Load

Although the load is usually modeled as a current disturbance, this common practice is an

approximation that does not take into account the change in the system dynamics. Only
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Figure 108. A design with resonant action at the positive- and the negative-sequence of the

fundamental output frequency ±fo. a Graphical interpretation of Bode’s integral theorem.

b Output impedance Zcl
load when a resistive load Rload is connected, Rload > 0.1 p.u.

when the load is a true current source (with infinite output impedance), it is accurate to

model it as a disturbance. Therefore, the effect of a load should be analyzed as a change

in the plant model in order to determine the stability margins and transient performance,

specially when large changes in the load impedance are considered.

From the control point of view, two factors determine the range of loads that can be

connected to the system before the performance is significantly degraded. The first one

is the robustness of the controller. A robust controller can tolerate a severe change in the

plant model (caused by connecting a low impedance load) without changing its steady-

state and transient performance significantly. The second factor is the impedance of the

LC filter installed. For a given LC filter, a smaller change is obtained in the plant model,

cf. Figure 100b when the impedance of the load Zload is large compared to the impedance

of the filter, e.g., when Zload� jωL and Zload � 1/(jωC). Hence, for a given load power
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Figure 109. A design with resonant action at the main low-order harmonic sequences

−5fo, +7fo,−11fo, +13fo and at the positive- and the negative-sequence of the funda-

mental output frequency ±fo. a Graphical interpretation of Bode’s integral theorem: on

average, the amplification (red areas) and reduction (blue areas) of the output impedance

is zero. b Change in the output impedance Zcl
load when a resistive load Rload is connected,

Rload > 0.1 p.u.

factor, stability is most affected when the load impedance is minimum.

Two parameters are commonly used to specify the range of loads which can be con-

nected to the system during islanded operation: the nominal output power Po and the rated

output power factor cosφ [135]. The nominal output power Po sets a lower bound in the

magnitude of the load impedance during islanded operation.

|Znom
load | = 3V 2

o /Po, (124)

where Vo is the rated output voltage. The rated output power factor describes the ratio of the

maximum active and apparent loading that the converter can handle, that is, the maximum

admissible load impedance angle during nominal power operation.

Nevertheless, when the inverter operates in grid-connected mode, cf. Figure 98, a much

lower load impedance can be seen by the inverter without exceeding its power limit because
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the load impedance in such configuration is the parallel equivalent of the grid impedance

with the local load impedance whereas the power transfer depends on the relation between

the grid voltage and the converter output voltage. As explained previously, the worst case

in terms of stability and plant parameter variations corresponds to a setup with a low

impedance load, such as during grid-connected mode, because the nominal model [used

to design the controller, cf. (103)] assumes an infinite load impedance value (no load).

For such reason, this section analyzes the stability of the system when the load impedance

is changed from 0 p.u. (a short circuit) to a value of 10 p.u.. For load impedance values

greater than 10 p.u., the performance is almost identical to the nominal case, when no load

is connected.

(a) (b) (c)

Figure 110. Regions of load impedance, whose colors denote the value of the largest time

constant τmax in the system, that is, the time constant of the pole with the slowest dynamics.

a Zero output impedance is requested only at the fundamental output frequency±fo. b Zero

output impedance is requested at the fundamental output frequency±fo and at the following

main low-order harmonics −11fo,−5fo, +7fo, and +13fo. c Zero output impedance is

requested at the fundamental output frequency ±fo and at the following main low-order

harmonics −17fo, −11fo, −5fo, +7fo, +13fo, and +19fo.

The presented analysis studies the robustness of the proposal by calculating the time

constant of the poles of the closed-loop system for different values of load impedance.

The time constant (or decay time-constant) of a pole at frequency f and damping ratio ζ
is τ = 1/(2πfζ). Figure 110 shows regions of load impedance whose colors denote the

value of the largest time constant τmax in the system, that is, the time constant of the pole

with the slowest dynamics. The load time constant has been excluded from the calculation.
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The relation between each color and its corresponding time constant interval is indicated

in the label at the right of the figure. Both the resistive and the reactive components of

the load impedance (Rload and Xload respectively) are changed from a light load condition

(Rload = 10 p.u., Xload = ±10 p.u.) to a short-circuit situation (Rload = Xload = 0, cf.

base values in Table 19.

Since the proposed controller allows the designer to arbitrarily specify a set of fre-

quencies where a zero output impedance is obtained, three different designs with zero-

output impedance at different sets of frequencies are tested, namely, at the nominal out-

put frequency±fo, cf. Figure 110a; at the nominal output frequency ±fo plus at the main

low-order harmonics −11fo,−5fo, +7fo, +13fo, cf. Figure 110b; and at all the previous

frequencies plus at −17fo, +19fo, cf. Figure 110c. As expected from the study included

in Section 6.3, the robustness of the controller is reduced when the number of frequencies

where a zero-output impedance is increased. This is a fundamental limitation, cf. Bode’s in-

tegral theorem, that applies to any linear controller. Nonetheless, the achieved performance

is acceptable even when a large set of frequencies are controlled with zero steady-state, cf.

Figure 110c.

In summary, the proposal can operate connected to a wide range of loads without sig-

nificantly degrading its performance and without requiring a low-impedance LC filter or a

high switching frequency. This analysis has considered RL and RC loads, which assess the

operation when the output current lags or leads, respectively, the output voltage. Figure 111

shows the range of load magnitude and phase values that where tested. Therefore, this anal-

ysis can be extrapolated to the case of a complex (high-order) impedance network, such as

a an LC load, whose impedance is comprised in the shaded regions shown in Figure 111.

Figure 111. Magnitude and phase of the loads used to assess the performance of the pro-

posal.
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6.4. Simulation Results

Before the proposed voltage controller is experimentally tested, the response to reference

commands and load steps is simulated using Matlab. The controller is designed according to

the proposed method and the set of design-selected frequencies with zero output impedance

is −11fo, −5fo, +7fo, +13fo, and both sequences of the fundamental frequency ±fo.

The first simulation assess the response to a step in the reference. Figure 112 shows the

output voltage in the abc frame vsim
C,abc and in the positive synchronous frame dq+ rotating

at the fundamental output frequency vsim
C,dq for a reference step v∗C,dq from zero to the rated

voltage. As expected, a first-order response with negligible axis crosscoupling is obtained.

The rise time is determined by the design-selected bandwidth fbw.

The next test simulates a short circuit condition at the output of the voltage source con-

verters (VSCs) in order to evaluate the fault clearing response of the proposed overcurrent

protection. Figure 113 shows the output voltage vsim
C,abc and the load current isim

load,abc during

an output short circuit condition. The short circuit is modeled by an impedance with a value

of 0.1 Ω. The voltage source converters (VSCs) quickly stops commutation when the out-

put current exceeds the current limit imax, in order to mitigate the fast overcurrent transient

event.

A step in the reference without a load connected at the output

v
sim
C,abc

200V/DIV

v
sim
C,d+, v

sim
C,q+

v
∗

C,d+, v
∗

C,q+

200V/DIV

5ms/DIV

Figure 112. Simulated output voltage in the abc frame vsim
C,abc and in the positive syn-

chronous frame dq+ rotating at the fundamental output frequency vsim
C,dq for a reference

step v∗C,dq when the converter is not connected to a load.

The next tests evaluate the operation of the voltage controller when different loads are

connected to the output of the LC filter. Both linear and nonlinear loads are tested. In

particular, two types of linear loads are considered, namely, inductive and capacitive loads.
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Figure 113. Simulated output voltage vsim
C,abc and simulated load current isim

load,abc during an

output short circuit condition. The short circuit is modeled by an impedance with a value

of 0.1Ω.

The simulated nonlinear load models a full-wave rectifier with an inductive load.

Figure 114 shows the simulated response to an inductive load step test. The load is

composed of a resistive component Rload with a value of 10Ω in series with an inductive

component Lload of value 50mH . As expected from the theoretical analysis, cf. Figure 110,

stability is maintained when the load is connected, as shown in Figure 114a. The connection

event causes a smaller transient in the output voltage vsim
C,abc compared to the disconnection

event because the output current io,abc changes smoothly when the load is connected due to

the inductive component.

Figure 115 shows the simulated voltage deviation v∗C,abc − vsim
C,abc over time for the

previous load step test and compares it to the limits defined in [135]. The simulated design

marginally meets a class 3 limit [135]. Nevertheless, it should be noted that the limits

defined in [135] are constant and they do not depend on the parameters of the voltage

source converters (VSCs) or the LC filter used. Therefore, a designer can improve the

transient response by decreasing the impedance of the LC filter elements, i.e., increasing

the value of capacitance and reducing the inductance.

After the operation of the converter with an inductive load has been simulated, the pre-

vious reference and load step tests are repeated with a capacitive load. The capacitive load

is composed of a resistive component Rload with a value of 10Ω in series with a capaci-

tive component Cload of value 0.1mF . Figure 117 shows the simulated transient response

when the previously described capacitive load is connected, cf. Figure 117a, and discon-

nected, cf. Figure 117a. As expected from the theoretical analysis, cf. Figure 110, stability

is maintained when the load is connected. Contrarily to the inductive load case, now the

the connection event causes a larger transient in the output voltage vsim
C,abc compared to the

disconnection event because the output current io,abc changes abruptly when the load is
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Figure 114. Simulated output voltage vsim
C,abc and simulated load current isim

load,abc during an

inductive load step. The load is composed of a resistive component Rload with a value of

10Ω in series with an inductive component Lload of value 50mH . a Connection test: load

step from 0 % to 100 % of the load rated value. b Disconnection test: load step from 100 %

to 20 % of the load rated value.
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Figure 115. Simulated voltage deviation v∗C,abc − vsim
C,abc over time when a load step is

generated using an inductive load. The load is composed of a resistive component Rload

with a value of 10Ω in series with an inductive component Lload of value 50mH . Both

connection and partial disconnection of the described load events are represented. The

limits defined in [135] are included for reference.
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chronous frame dq+ rotating at the fundamental output frequency vsim
C,dq for a reference

step v∗C,dq when the converter is connected to a inductive load.
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Figure 117. Performance of the proposal when connected to an inductive load. a Connection

test: load step test from 0 % to 100 % of rated power. b Disconnection test: load step test

from 100 % to 20 % of rated power.
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Figure 118. Simulated voltage deviation v∗C,abc − vsim
C,abc over time when a load step is

generated using a capacitive load. The load is composed of a resistive component Rload

with a value of 10Ω in series with a capacitive component Cload of value 0.1mF . Both

connection and partial disconnection of the described load events are represented. The

limits defined in [135] are included for reference.
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Figure 119. Performance of the proposal when connected to a capacitive load. A reference

step with an amplitude equal to the rated voltage under full load.
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Steady-state operation with a nonlinear load connected at the output
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Figure 120. Steady-state performance of the proposal when connected to a nonlinear load.

Design with zero output impedance only at the nominal output frequency±fo. a Time-

domain Waveforms. b Frequency spectrum of the output voltage v
Cf

and of the load current

iload.
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Figure 121. Steady-state performance of the proposal when connected to a nonlinear

load. Design with zero output impedance at the nominal output frequency ±fo plus at

the main low-order harmonics −11fo,−5fo, +7fo, +13fo. a Time-domain Waveforms. b

Frequency spectrum of the output voltage v
Cf

and of the load current iload.
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Figure 123. Dynamic performance of the proposal when connected to a nonlinear load. A

reference step of the rated amplitude under full load.
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connected due to the capacitive component and affects the output voltage.

Figure 118 shows the simulated voltage deviation v∗C,abc − vsim
C,abc over time for the

previous load step test and compares it to the limits defined in [135]. The obtained results

are similar to the inductive load step test, cf. Figure 115, because the proposed design uses

a nominal model that assumes a no load condition.

Figure 119 shows the output voltage in the abc frame vsim
C,abc and in the positive syn-

chronous frame dq+ rotating at the fundamental output frequency vsim
C,dq for a reference step

v∗C,dq from zero to the rated voltage. Similarly to the inductively loaded test, cf. Figure 116,

the transient response is slightly modified, compared to the no load condition, due to the

plant model change with respect to the nominal model.

Finally, in order to conclude the presentation of the simulation results, the performance

of the proposed controller is studied with a non-linear load. Figure 120 shows the steady-

state performance when the design provides zero output impedance only at the nominal

output frequency±fo. The large current distortion demanded by the nonlinear load causes a

large output voltage distortion, cf. the time-domain waveforms and the frequency spectrum

of the output voltage v
Cf

and of the load current iload in Figure 120.

In order to eliminate the previous voltage distortion, a designer can reduce the output

impedance of the system at the main harmonic frequencies. Figure 121 shows the steady-

state performance when the design provides zero output impedance at the nominal output

frequency ±fo plus at the main low-order harmonics −11fo,−5fo, +7fo, +13fo. As ex-

pected, a negligible output voltage distortion is obtained thanks to the lower impedance at

the main harmonic frequencies.

After the steady-state performance has been simulated, the last two simulation tests

analyze the dynamic performance of the proposal when connected to the same nonlinear

load. Figure 122 shows a load disconnection test. Similarly to the linear load case, the

controller provides a fast and stable regulation when a load step from 100 % to 0 % of the

rated power is generated. Figure 123 shows the response to a reference step of the rated

amplitude under full load. As illustrated, the response time is similar to the linear load case

thanks to the robustness of the proposal.

6.5. Experimental Results

The proposed ac voltage controller has been tested in a 10-kW voltage source convert-

ers (VSCs) working in both stand-alone and grid-connected modes. An LC filter de-

signed according to [136] is used. The filter reactive values are L = 2.5mH and

C = 30µF (fres = 580 Hz). The switching frequency is fsw = 2.5 kHz, and the dead-

time is 3 µs. A low switching frequency reduces switching losses in the voltage source

converters (VSCs) and it represents a worst-case scenario in terms of the effect of the

computation and modulation delays. A double-update sampling strategy is used, result-

ing in a sampling frequency fs of 5 kHz. The implemented controller is designed using the

proposed method and the set of design-selected frequencies with zero output impedance

is −17fo,−11fo,−5fo, +7fo, +13fo, +19fo and both sequences of the fundamental fre-

quency±fo. This validates the operation of the proposal when controlling harmonics close

to the resonant frequency of the LC filter. The bandwidth of the controller fbw is set to

300 Hz. It should be noticed that, the compensator bandwidth is limited to fbw in order to
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reduce the controller effort and avoid overmodulation when a reference step is commanded.

Nonetheless, the low-sensitivity regions of the controller are placed at frequencies above

and below fbw; hence, the controller can cancel disturbances above its reference-tracking

bandwidth. The setup parameters are summarized in Table 19. Figures 124a and 124b

show a diagram and a photograph of the experimental setup, respectively. Figure 125 illus-

trates the execution order of the proposed controller and indicates the computational load

as a function of the number of design-selected frequencies where a zero output impedance

is requested n. The implementation of the proposed AC voltage controller contains three

main parts that are executed sequentially during a sampling period: the overcurrent protec-

tion, which controls the PWM-enable signal; the multi-frequency observer, which provides

the state of the plant and the estimated disturbances; and the compensator which executes

the control law, i.e., it computes the controller output voltage using a state feedback and a

reference feedforward, cf. Figure 103.

6.5.1. Islanded Operation

In order to asses the operation in an islanded configuration (S2 open in Figure 124), a

nonlinear load is used. The nonlinear load consists of a three-phase full-wave thyristor

rectifier with an inductive load and a displacement power factor (DPF) of 0.3.

The first test, cf. Figures 126a and 126b, shows the reference tracking capability of the

proposal under no load and with a nonlinear load connected at the output, respectively. In

Figures 126b, a small voltage is applied before the step is commanded so as to ensure that

the nonlinear load is operating during the transient event because the response of the voltage

controller is faster than the start-up time of the nonlinear load. When no load is connected

at the output, the plant model used to design the controller (103) accurately describes the

physical system because the nominal model used to design the compensator assumes a

no load condition. Therefore, the response precisely follows the transient response of a

first-order system of the design selected bandwidth fbw, as expected from the proposed

direct discrete-time pole-placement strategy adopted for the compensator. When a nonlinear

load is connected at the output, the response is not significantly modified, compared to

Figure 126a, in spite of the plant model change caused by the load because of the robustness

of the proposal, as explained in Section 6.3.

The second test evaluates the performance of the controller to a load step. Both connec-

tion and disconnection events are tested. Figures 127a and 127b shows the output voltage

vC,abc and the load current io,abc during a connection and a disconnection event, respec-

tively. In order to asses the dynamic output performance, Figure 127c displays the voltage

error v∗C,abc − vC,abc in comparison to the limits defined in [135] for the two previous load

step tests. The proposal meets such specification using an LC filter with reduced reactive

values and a low switching frequency because the presented design optimizes the transient

response, cf. Section 6.3. During steady-state, Figure 127c show a small high-frequency

voltage error which is the 400-µs switching ripple of the voltage source converters (VSCs),

see Figures 127aand 127b.

Figure 127d shows the magnitude of the spectrum of the output voltage vC and of the

load current io. As expected, no output voltage distortion appears at the main low-order

harmonics due to the resonant action of the controller.
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Figure 124. Experimental setup of the grid-connected inverter. a Diagram. b Photograph.
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The next test assesses the fault clearing capability of the proposal. The maximum

change in the converter current that can occur between two samples, cf. (121), is 15A.

An output overload condition is generated by suddenly connecting a 12Ω load. Figure 128

shows the estimated inductor current îL,abc and compares it to the measured inductor cur-

rent iL,abc. Two time bases are used (5ms/DIV and 1ms/DIV) to clearly visualize the

discrete samples when the transient occurs. The voltage source converters (VSCs) quickly

disables the PWM, cf. Figure 128, when îL,abc exceeds the 15-A current limit, in order to

stop the overcurrent transient. After the voltage source converters (VSCs) stops commuta-

tion, îL,abc is not an accurate estimation of iL,abc because the controller output voltage vsat

is not applied to the plant, cf. Figure 106.

6.5.2. Grid Connected Operation

In order to asses the operation in a grid-connected configuration (S2 closed), the proposed

voltage controller is connected to a three-phase grid through a coupling impedance Lg of

Table 13. Experimental Setup Parameters

Base values

Nominal output power Po 10 [kW]
Nominal output voltage VoRMS 230 [V]
Minimum load power factor cosφ 0.2†

Output frequency fo 50 [Hz]

LC filter

Filter inductance Lf 2.5,0.05 [mH,p.u.]
Filter capacitance Cf 30,0.14 [µF,p.u.]
Filter resonance fres 581 [Hz]

VSC

Switching frequency 2.5 [kHz]
Dead time 3 [µs]
DC bus voltage vdc 700 [VDC]

Controller

Sampling frequency fs 5 [kHz]
Bandwidth fdom 300 [Hz]
Measurement noise N 0.01 [A2]
Process noise Q 0.1 [%]

†
Minimum load power factor depends on the number of voltage harmonics controlled with zero
steady-state error, c.f. Figure 1.110.
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value 5.4mH (0.1 p.u.). A three-phase ac voltage source is used to generate a distorted

grid voltage. The grid voltage vg has a total harmonic distortion (THD) of 10.5% and the

harmonic content is indicated in Table 14. The nonlinear load described in the previous

section is used as a local load, as shown in Figure 124.

Figure 129 shows the experimental waveforms in the abc frame during the connection

event of the voltage source converters (VSCs) to such distorted grid. Before the voltage

source converters (VSCs) is switched to grid-connected mode (S1 is open and S2 is closed),

the load voltage vload has a large distortion caused by the nonlinear load current iload and the

distorted grid voltage vg. When S1 is closed, the voltage source converters (VSCs) output

voltage vC is maintained sinusoidal in spite of the distorted output current io delivered to

the nonlinear load iload and to the distorted grid ig.

6.6. Summary

This section has presented an ac voltage controller with a high robustness to variations in

the load. Both islanded operation and grid-connected mode have been tested. The pro-

posed controller uses a single-loop structure that improves the transient performance by

selectively minimizing the output impedance of the system at a set of design-selected fre-

quencies. This set of frequencies can contain any frequency below the Nyquist frequency

of the digital controller, including the resonant frequency of the LC filter and frequencies

above the critical frequency of the system fs/6, where previous proposals have stability

problems. Complete harmonic control is achieved due to the zero output impedance at such

set of frequencies. System stability has been demonstrated for a wide range of load values.

Moreover, the above properties are maintained irrespectively of the LC filter installed, or

the sampling frequency used, provided that overmodulation of the voltage source convert-

ers (VSCs) is avoided and the resonant frequency of the LC filter is lower than the Nyquist

frequency.

Table 14. Grid Voltage Harmonics

Order Sequence h Magnitude

1 + +1 230V

3 0 5 %
5 − −5 6 %

7 + +7 5 %
9 0 1.5 %
11 − −11 3.5 %

13 + +13 3 %

THD 10.5 %
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7. A Finite-Control-Set Linear Current Controller with

Fast Transient Response and Low Switching

Frequency for Grid-Tied Inverters

This section presents a linear current controller for a grid-tied inverter with L or LCL filter

that uses a finite control set (FCS) operation. Thanks to the FCS operation, the proposed

controller provides a very fast transient response, similarly to an FCS model predictive

controller (MPC), while needing a low switching frequency and a low computational load.

Contrarily to MPC solutions, the proposal uses a linear control structure. Such linear struc-

ture offers a straightforward implementation and stability assessment compared to an MPC,

which usually requires complex optimization algorithms and Lyapunov functions that are a
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Figure 126. Experimental output voltages in the abc frame vC,abc and in the positive syn-

chronous frame dq+ rotating at the fundamental output frequency fo vC,dq+ for a reference

step v∗C,dq+. a Without a load. b With a nonlinear load connected at the output.
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Figure 127. Continued on next page.
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Figure 127. Transient response to a nonlinear load step. a Connection test: load step test

from 0 % to 100 % of rated power. b Disconnection test: load step test from 100 % to 0 %

of rated power. c Dynamic output performance according to [135]. d Magnitude of the

spectrum of the output voltage vC and of the load current io.
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Figure 128. Turn-off process due to a converter current amplitude that exceeds the converter

current limit (15 A). Measured inductor current iL,abc and its estimate îL,abc.

field of study in its own right. The proposal does not generate any switching or low-order

harmonics. By design, the switching noise is evenly spread at all frequencies instead of

it being concentrated at some harmonic frequencies like in the case of PWM-based con-

trollers. This reduces the risk of exciting resonances in the utility grid and facilitates the

operation of multiple inverters in parallel. In particular, the proposal is shown to achieve

compliance with stringent grid harmonic codes using an L filter in a multimegawatt appli-

cation where previous proposals required an LCL filter with the same total inductance.

Linear current controllers with pulse width modulators (PWMs) are commonly used in

grid-tied inverters with L filter or LCL filter. Among the different types of linear current

controllers, state-space solutions are an interesting choice thanks to their high robustness

combined with fast and damped transient dynamics. State-space controllers can achieve

zero steady-state error in the controlled variable, which is typically the grid current, even in

the presence of voltage disturbances and plant modeling errors, by incorporating a distur-

bance model. This disturbance model, which is also named integral or resonant action, can

be introduced into the controller in two different places, namely, in the forward path [98]

or in the feedback path, as part of an observer [29, 8]. Such modularity of state-space

controllers provides some advantages compared to more traditional transfer-function-based

Research work included in this section has been published in the journal IEEE Transactions on Industry

Applications [6] and presented at the IEEE Energy Conversion Congress and Exposition (ECCE 2019) [13].

This work was supported in part by the Spanish Ministry of Science and Innovation and in part by the European

Commission, European Regional Development Fund under Project PID2019-105612.
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Figure 129. Experimental waveforms in the abc frame during the connection event of the

voltage source converters (VSCs) to a distorted grid.

designs [98, 29, 8].

Recently, a different kind of controllers, which are based on optimization techniques,

have been acquiring popularity in power electronic applications thanks to the growth in

computational power of embedded controllers, which makes feasible to solve in real time

a complex optimization problem. This new type of controllers are commonly referred as

model predictive controllers (MPCs) [16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26] or direct-

sequence controllers [27, 28]. The main advantage of model predictive controllers (MPCs)

is a fast transient response with a low switching frequency. These nonlinear controllers per-
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mit to improve the performance of linear controllers because they offer additional degrees

of freedom. In power converter applications, where the controller effort must be limited

in order to avoid overmodulation of the converter, a nonlinear solution can achieve a faster

response while avoiding windup and robustness problems. When a linear controller is used,

there is always a trade off between the disturbance rejection capability of the controller

and its robustness to plant model variations, namely, Bode’s sensitivity integral. Such trade

off does not apply to nonlinear systems. These advantages of nonlinear control techniques

permit to achieve a lower total harmonic distortion (THD) than linear controllers with a

PWM [24], specially for low switching frequencies.

There is a vast literature of model predictive controllers (MPCs), which can be classi-

fied into two main categories depending on the domain where the optimization problem is

solved, namely, continuous control set (CCS) and finite control set (FCS) methods. CCS

methods use a PWM in order to synthesize the solution of the optimization problem whereas

FCS methods carry out the optimization only over the discrete switching states of the power

converter. Additionally, CCS-model predictive controller (MPC) can be subdivided into two

types depending on whether the optimization algorithm finds an unconstrained solution or

includes the constraints that limit the converter output voltage when it enters into overmod-

ulation.

On the one hand, the unconstrained MPC has been found to be equivalent to a linear

quadratic (LQ) state-space controller when the control and the prediction horizon of the

MPC approach infinity [137]. Nonetheless, if constraints are ignored during the optimiza-

tion process and the resultant control law is saturated, then the design is likely to give a

poor closed-loop response and may lead to instability. These limitations also apply to linear

deadbeat controllers [21]. In order to deal with this nonlinear characteristic of the power

converter, a designer can use a constrained MPC or a linear controller with an antiwind-up

scheme [98, 29, 8].

On the other hand, to the authors’ knowledge, FCS methods do not have an equiva-

lent or similar alternative in the classical linear control theory field. Linear controllers are

frequently adopted as current controllers in power applications because they offer a sim-

ple design process and their performance and stability can be easily studied using linear

analysis tools [138]; hence, a linear or classical design is frequently more valuable for prac-

ticing power-electronic engineers and researchers. However, linear controllers have never

been implemented in a grid-tied inverter with an FCS operation. In particular, PI and PR

controllers cannot be used without a PWM. This limits the applicability of an FCS oper-

ation to only FCS-model predictive controllers (MPCs). However, FCS-model predictive

controllers (MPCs) usually require complex numerical algorithms that are a field of study

in its own right. Their robustness and stability to plant model variations is also hard to

assess due to their nonlinear characteristics. Stability, from a practical viewpoint [18], i.e.,

by guaranteeing a maximum error in the controlled output, has been studied in [18, 19]

using Lyapunov theory. These studies provide a sound and precise stability analysis for a

wide range of applications of model predictive controllers (MPCs) but they require a higher

complexity, compared to classical linear controllers. Such complexity burden associated to

FCS-model predictive controllers (MPCs) constraints the use of an FCS operation.

This section is an extension of the conference presentation [13], which introduced the

proposed linear FCS controller and demonstrated its operation with an L filter by means
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Figure 130. Grid-tied voltage source converters (VSCs) with a grid current controller and

an coupling filter.

of simulation results. The presented work completes the theoretical presentation and ex-

perimentally verifies the operation using both L and LCL filters. In summary, this section

presents a linear FCS current controller for grid-tied inverters with L or LCL filter that

combines the advantages of linear controllers with the performance of complex FCS-MPC

solutions. The presented controller provides a fast transient response (high bandwidth)

with a low switching frequency, similarly to a FCS-MPC. Nonetheless, it uses a simple

linear controller structure that results in a simple design process and a straightforward im-

plementation. Due to its high bandwidth in combination with an integral action, the pro-

posal achieves zero steady-state error at the fundamental grid frequency, equivalently to a

PI controller, and minimizes the current distortion at the main low-order harmonics. Thanks

to the FCS operation, the proposal does not generate any switching or low-order harmon-

ics. It generates a spread-spectrum output voltage similar to that of a FCS-MPC [19]. The

switching noise is evenly spread at all frequencies instead of it being concentrated at some

harmonic or interharmonic frequencies. This reduces the risk of exciting resonances in the

grid and facilitates the operation of multiple inverters in parallel; therefore, grid codes such

as [110, 139, 130] can be more easily met, even during weak-grid conditions.

After this introduction, a model of the plant including the grid-voltage disturbance is

defined. Then, the design of the proposed FCS controller is proposed in Section 7.2. The

capability of the proposal to avoid exciting grid resonances is explained in Section 7.3.

Finally, Section 7.4 presents some experimental results that validate the proposal in a setup

representative of a multimegawatt low-voltage application with a two-level voltage source

converters (VSCs).

7.1. Modeling of the Plant

This Section presents three mathematical models that are used in the next Section to design

the proposed controller. The first two models describe the plant dynamics. There is a model

for a grid-tied inverter with an L filter and another model for a grid-tied inverter with an

LCL filter. The third model is a disturbance model that represents the grid voltage.
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The grid-tied inverter shown in Figure 130 can be accurately modeled in the discrete-

time domain by a transfer function or a state-space model that describes the dynamics of

the coupling filter, the computational delay of the embedded controller, and the modulation

delay of the voltage source converters (VSCs). When an L filter is used, such plant model

is a second-order system as shown in Figure 131a. The discrete-time state-space model that

relates the controller output voltage v to the grid current i1 is:

xL
dd(k + 1) = AL

dd xL
dd(k) + BL

ddv(k)

i1(k) = CL
dd xL

dd(k).

xL
d (k) =

[
i1(k) vd(k)

]T
, (125)

where xL
d (k) is the system state vector, which contains two state variables, namely, the

grid current i1 and the one-sample-delayed plant input voltage vd. The latter models a one-

sample computational delay in the embedded controller. The mathematical derivation of

the system, input, and output matrices AL
dd, BL

dd, and CL
dd is given in Section 7.5.

During the study of the proposed controller characteristics, a transfer function repre-

sentation of the plant without considering the effect of the grid voltage vg is also needed.

Such discrete-time transfer function can be directly obtained from the previous state-space

model.

GL
plant(z) =

ig
v

∣∣∣∣
vg=0

= CL
dd

(
zI−AL

dd

)−1
BL

dd. (126)

Alternatively, when an LCL filter is used, the plant model is a forth-order system as

shown in Figure 131b. The resultant state-space model is

xLCL
dd (k + 1) = ALCL

dd xLCL
dd (k) + BLCL

dd v(k)

i1(k) = CLCL
dd xLCL

dd (k).

xLCL
dd (k) =

[
i1 i2 vC vd

]T
, (127)

where now the system state vector xLCL
dd (k) contains four state variables, namely, the grid

current i1, the converter current i2, the capacitor voltage vC , and the one-sample-delayed

plant intput voltage vd. The mathematical calculation of the system, input, and output ma-

trices ALCL
dd , BLCL

dd , and CLCL
dd as a function of the plant parameters is given in Section 7.5.

Similarly to the L filter case, a transfer function representation of the plant with an LCL

filter and without considering the effect of the grid voltage vg can be directly obtained from

(127) as

GLCL
plant(z) =

ig
v

∣∣∣∣
vg=0

= CLCL
dd

(
zI−ALCL

dd

)−1
BLCL

dd . (128)

The proposed current controller does not contain a feedforward of the grid voltage vg

in order to compensate its effect on the grid current; instead, it contains a linear model

of the grid voltage. Specifically, the grid voltage is described as a sinusoidal disturbance.

More complete disturbance models that also take harmonic components into account are

not considered in this section, whose scope is to demonstrate the capabilities of this new
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Figure 131. Two models of a grid-tied voltage source converters (VSCs) with a coupling

filter. The plant state variables are denoted in red. a The coupling filter is an L filter. b The

coupling filter is an LCL filter.

controller; however, thanks to the large bandwidth of the proposal, the main low-order

harmonic disturbances are successfully attenuated without having to explicitly include them

in the disturbance model. According to the internal model principle, a controller can reject

the effect of a disturbance if a disturbance model is included in the control loop. In order

to achieve zero steady-state error in the grid current at the fundamental grid frequency, a

resonant action is added to the controller. The grid voltage space vector can be described by

a complex exponential disturbance xdis(t) of frequency fg [8, Sec. II]. Such disturbance is

a solution of the following equation:

dxdis(t)

dt
= −j2πfg xdis(t). (129)

Using a ZOH equivalent, the resultant discrete-time state-space disturbance model is ob-

tained:

xdis
d (k + 1) = Adis

d xdis
d (k) + Bdis

d [i∗1(k)− i1(k)]. (130)

7.2. Design of the Current Controller

This section introduces the proposed current controller. First, an overview of the controller

architecture and its theory of operation is presented. Next, the detailed controller archi-

tecture and design process is explained. Both L- and LCL-filtered grid-tied inverters are

considered. The design process employs the disturbance model (130) and the plant model

(125) or (127) depending on the installed filter.
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Figure 132. Simplified block diagram of the proposed current controller.

Theory of Operation

The proposed controller operates in the αβ frame and it only receives as inputs the measured

grid current i1,abc and the desired grid current reference i∗1. Using these two signals, the pro-

posed controller directly generates the firing signals sabc, as shown in Figure 130. It should

be noted that grid-tied converters often measure the grid voltage vg in order to synchronize

with the grid, unless a sensorless grid synchronization mechanism is employed [126, 4];

however, such measurements are not required by the proposed current controller.

The proposed controller consists of two main parts, namely, a linear controller and a

quantizer. A simplified block diagram representation of the controller structure in the αβ

frame is shown in Figure 132. For simplicity, the subscript that denotes the αβ frame, which

is the reference frame where the controller operates, is omitted in the variable names.

The linear controller calculates a reference voltage u to command the voltage source

converters (VSCs); however, the voltage source converters (VSCs) can only generate a re-

duced set of voltages at its output. In the case of a two-level voltage source converters

(VSCs), there are eight switching states vi with i = 1, 2, · · · , 8, see Figure 133; therefore,

an error or switching-noise voltage n appears at the plant input, see Figure 132, when the

voltage vector v closest to u is hold for one sampling period at the plant input instead of the

commanded voltage u. This process of selecting the switching state that results in an output

voltage v that is closest to the commanded linear controller voltage u is denoted quantiza-

tion and it is carried out by the quantizer, cf. Figure 132. Figure 133 shows a representation

of this quantization error (or switching noise) in the αβ frame and the regions associated to

each of the switching states, also known as Voronoi regions in the mathematical field.

The switching-noise voltage n is a disturbance that affects the grid current. Contrarily to

a PWM-based controller, the value of such disturbance is known by the proposed controller

because n = v−u. This is something unique to a FCS operation and it permits the controller

to receive in real time all the information about the switching noise generated by the voltage

source converters (VSCs). Using such knowledge of n, the controller is able to accurately

calculate the actual state of the plant and compensate the effect of the switching noise on the

grid current. Moreover, a PWM-based controller forces the average value of n over every

switching period to be equal to zero. Such deterministic or repetitive behavior is the cause

of harmonics in the output voltage. Alternatively, the quantizer achieves the same average

value of n but over a variable time period. Ideally the transfer function from the switching
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Figure 133. Graphical representation in the αβ frame of the Voronoi regions associated to

each of the switching states vi with i = 1, 2, · · · , 8 of a two-level voltage source converters

(VSCs) and example of the complex-valued signals involved in the quantization process,

namely, the linear controller output voltage u, the voltage source converters (VSCs) output

voltage v, and the switching (or quantization) noise n.

noise input n to the grid current output i1 in Figure 132 should be zero. The response of

the closed-loop system from the input n to the output i1 is denominated in the following as

the noise transfer function (NTF). In order to achieve the best performance (lowest current

noise), the magnitude of the NTF should be as small as possible. This ensures that the

switching noise generated by the converter has the least effect on the grid current.

In order to achieve the previous goal, the proposed linear controller design optimizes

the NTF frequency response. At high frequencies, the coupling filter (L filter or LCL filter)

already provides a good attenuation of the switching noise n due to its low-pass charac-

teristic; therefore the linear controller need not perform any compensation action at such

high frequencies in order to meet current distortion requirements. Figure 134a shows the

magnitude of the open-loop plant response GL
plant in the case of a voltage source converters

(VSCs) with an L filter. As shown in the bode plot, the plant successfully attenuates high

frequency components. But it does not provide enough attenuation at low frequencies. This

limitation is addressed by incorporating a linear controller that improves the disturbance
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rejection at low frequencies, cf. NTF in Figure 134a. Ideally, the resultant NTF has a flat

frequency response with a magnitude close to zero thanks to the linear controller, which

shapes the magnitude of the noise transfer function by changing the location of the plant

and disturbance poles. Without a controller, the disturbance pole p3 and the filter pole p1

are located at low frequencies, as shown in Figure 134b, resulting in a frequency response

with a low-pass behavior. During closed-loop operation, one of the plant poles p1 is moved

to a higher frequency, as shown in Figure 134c, yielding the desired flat frequency response.

Additionally, the disturbance model introduces a zero zcl
1 that eliminates any steady-state

error at the fundamental grid frequency fg .
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Figure 134. Effect of the proposed controller on the plant dynamics (L filter). a Magnitude

of the plant model GL
plant and magnitude of the noise transfer function (NTF). b Pole-zero

map of the plant model GL
plant. c Pole-zero map of the NTF.

Design of the Quantizer

The proposed current controller is composed of two components, namely a linear controller

and a quantizer. A quantizer is a memoryless device defined by its input-output character-
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istics. It chooses the output vector v, or voltage source converters (VSCs) switching state,

that results in the least switching noise being generated at each sampling period:

v = arg min
vi

|u− vi| . (131)

Such choice defines the Voronoi regions associated to each of the switching states of the

voltage source converters (VSCs). The selected sequence of output vectors does not nec-

essary constitute the optimum sequence, which generates the least grid current error. In

order to calculate the optimum sequence, there is no other option than to solve a complex

optimization problem. However, such optimization problem cannot be easily calculated in

real time due to the high computational load required [21]. Therefore, model predictive

controllers (MPCs) often use heuristics in order to reduce the computational load required,

at the expense of not guaranteeing an optimal solution. Similarly to most MPC, the pro-

posal does not guarantee an optimal performance; but it offers a simpler design process and

requires a lower computational load than model predictive controllers (MPCs), even when

heuristics are used.

The quantizer only depends on the type of voltage source converters (VSCs) and on the

reference frame in which it operates. In particular, the proposal is implemented in a two-

level three-phase voltage source converters (VSCs) and the current controller operates in the

αβ frame. The resultant regions associated to each of the discrete switching states (Voronoi

regions) are shown in Figure 133. It should be noticed that a newly selected Voronoi re-

gion does not have to be consecutive to the previously selected one. Furthermore, there are

two different switching states Sabc = {000} and Sabc = {111} that yield the same output

voltage in the αβ frame; hence they share a common Voronoi region. When the linear con-

troller commands a voltage reference that is contained within such Voronoi region, the quan-

tizer selects the one that minimizes the number of commutations depending on the current

switching state, i.e., if the current switching state is Sabc = {000}, {001}, {010}, or {100},
then it selects the switching state {000}; otherwise, it selects {111}.
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Figure 135. Detailed structure of the proposed current controller when an L filter is used.

Design of the Linear Controller

The proposed linear controller architecture employs a conventional state-space structure,

which is composed of a compensator and a disturbance model. Figure 135 shows a de-

tailed block diagram of the proposed controller architecture connected to the plant model
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of an L-filtered grid-tied inverter. Such model comprises the grid voltage vg, the L filter,

the modulation delay of the voltage source converters (VSCs), and the one-sample compu-

tational delay of the embedded controller. The union of the plant state vector xplant and the

disturbance state variable xdist conforms the system state vector xsys. When an L filter is

employed, only the filter current is fed back to the current controller. Nevertheless, in order

to generate a grid current reference i∗1, additional elements may be required depending on

the reference generation strategy adopted, such as a PLL and grid-voltage sensors.

+
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Figure 136. Detailed structure of the proposed current controller when an LCL filter is used.

If an LCL filter is employed in place of an L filter, the detailed controller architecture

is slightly modified, compared to the L filter case, as shown in Figure 136. An observer

is added in order to estimate the new plant state variables that are not directly measured,

which are the capacitor voltage vC and the converter-side current i2. In addition to measur-

ing the grid current, the observer may measure the grid voltage in order to improve the state

estimation speed when a sudden change in the grid voltage occurs, such as a sag or an in-

terruption. It should be noted that, contrarily to previous proposals [8], now the disturbance

model cannot be part of the observer. The reason is that the observer cannot calculate the

grid current error i∗1 − i1 because the observer is unaware of the current reference i∗1. The

chosen observer type is a classical Kalman filter, which calculates the plant state xLCL
dd (k)

according to the following two equations:

xLCL
dd (k) = xpred(k) + Ko[i1(k)−CLCL

dd xpred(k)], (132)

where Ko is the Kalman gain and xpred is the predicted state. The predicted state equation

is

xpred(k) = ALCL
dd xLCL

dd (k − 1) + BLCL
dd v(k − 1). (133)

This type of observer has been extensively used in the literature and it has been successfully

used for controlling a grid-tied inverter [8]. The observer gain Ko calculation process is

given in [8, Appendix A].

In both cases (L and LCL filter), the shape of the NTF is determined solely by the distur-

bance model and the compensator. The disturbance model (130), eliminates the grid current

error at the fundamental grid frequency. This is achieved by introducing a disturbance zero

in the NTF that is located at the grid fundamental frequency, see zcl
1 in Figure 134c and

Figure 137c. In addition, the disturbance model increases the order of the system, i.e., it

adds a pole to the NTF; hence the NTF is a third-order transfer function when an L filter is

used and a fifth-order transfer function if an LCL is employed.
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Figure 137. Effect of the proposed controller on the plant dynamics (LCL filter). a Mag-

nitude of the plant model GL
plant and magnitude of the noise transfer function (NTF). b

Pole-zero map of the plant model GL
plant. c Pole-zero map of the NTF.

The location of the poles of the NTF is established by the compensator. The compen-

sator consists of a vector gain Kc that multiplies the system state vector xsys. The result of

such operation is the linear controller output voltage

u = Kcxsys. (134)

The compensator gain has the same number of elements as the order of the system; therefore

it has three elements when an L filter is used and five elements if an LCL filter is employed.

The value of such elements determines the closed-loop pole locations of the system, which

are the same as those of the NTF. The proposal uses a direct discrete-time pole-placement

strategy to calculate the compensator gain. This permits to directly control the shape of

the NTF and achieve the design objective of minimizing the magnitude of the NTF at all

frequencies.
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Table 15. Compensator Design for L Filtered Converters

Poles
Position in the z-plane

Open-loop Closed-loop

Plant

model

GL
plant

L-filter pole is moved to a high frequency fbw .

pol
1 = 1 pcl

1 = exp[2πfbw Ts]

Computational delay pole is not moved.

pol
2 = 0 pcl

2 = 0

Disturb.

model

Disturbance pole is moved to a high freq. fbw.

pol
3 = exp[j 2πfg Ts] pcl

3 = exp[2πfbw Ts]

The compensator gain Kc is calculated applying Ackerman’s formula:

Kc =
[
0 0 1

] [
B AB (A)2 B

]
Acl (A) , (135)

where A is the augmented-model state matrix:

A =

[
Adis

d Bdis
d CL

dd

0 AL
dd

]
; (136)

B is the augmented-model input matrix

B =

[
0

BL
dd

]
; (137)

Acl (A) is the characteristic polynomial, whose roots are the desired closed-loop poles of

the system pcl
1 , pcl

2 , and pcl
3 evaluated at A:

Acl (A) =
(
A− pcl

1 I

)(
A− pcl

2 I

) (
A− pcl

3 I

)
; (138)

and I is the identity matrix of size 3×3. The equations presented here are particularized for

the L filter case. For the LCL filter case, the same equations are used, but replacing the L

filter model matrices AL
dd, BL

dd, and CL
dd with those of the LCL filter model ALCL

dd , BLCL
dd ,

and CLCL
dd , respectively. Section 7.5 details how to calculate such plant model matrices.

The selected closed-loop pole locations pcl
i are detailed in the following for both L- and

LCL-filtered converters.

L-Filtered Converters

The dc pole of the L filter [see pol
1 in Figure 134b] is moved to a high frequency fbw [see pcl

1

in Figure 134c]. The pole that models the one-sample computational delay [see pol
2 in Fig-

ure 134b] is maintained at the origin of the z plane [see pcl
2 in Figure 134c]. The remaining

open-loop pole, the disturbance pole pol
3 , is moved to the same location as pcl

1 . Table 15 sum-

marizes the proposed closed-loop pole locations. The previously described pole-placement

strategy results in the NTF shown in Figure 134a, which provides a high attenuation of the

switching noise at all frequencies. Furthermore, this NTF provides zero steady-state error in

the grid current at the fundamental grid frequency, thanks to the disturbance zero introduce

by the disturbance model.
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Figure 138. Potential parallel resonant situation. a Circuit diagram. b Transmission of the

switching noise from the voltage source converters (VSCs) to the point of common coupling

(PCC).

LCL-Filtered Converters

The LCL filter increases the order of the system by two compared to the L filter case.

Therefore, two new closed-loop pole locations need to be specified. The dc pole pol
1 , the

two resonant poles of the LCL filter pol
2 and pol

3 , and the pole of the disturbance model

pol
5 , see Figure 137b, are moved to a higher frequency fbw [see pcl

1 , pcl
2 , pcl

3 , and pcl
5 in

Figure 137c]. The open-loop computational delay pole pol
4 is maintained at the origin of

the z plane [see pcl
4 in Figure 137c]. Table 16 summarizes the proposed closed-loop pole

locations. The previously described pole-placement strategy results in the NTF shown in

Figure 137a, which similarly to the L-fiter case, achieves a high attenuation of the switching

noise at all frequencies.

7.3. Avoiding Grid Resonances

Effective integration of power converters into the utility grid is becoming more difficult

to achieve as a result of increasing switching frequencies and more complex grid topolo-

gies [37]. Ineffective filtering can lead to excessive voltage noise at the point of common

coupling (PCC). For example, the combination of a grid inductance and a capacitive load

significantly changes the grid impedance seen at the PCC, compared to that of an ideal

voltage source. An impedance spike at the PCC can be caused by a parallel resonant net-
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Table 16. Compensator Design for LCL Filtered Converters

Poles
Position in the z-plane

Open-loop Closed-loop

Plant

model

GLCL
plant

DC pole is moved to a high frequency fbw.

pol
1 = 1 pcl

1 = exp[2πfbw Ts]

Resonant poles are moved to a higher and more damped fre-

quency.

pol
2,3 = exp[±j 2πfres Ts] pcl

2,3 = exp[2πfbw Ts]

Computational delay pole is not moved.

pol
4 = 0 pcl

4 = 0

Disturb.

model

Disturbance pole is moved to a high freq. fbw.

pol
5 = exp[j 2πfg Ts] pcl

5 = exp[2πfbw Ts]

work [140], as illustrated in Figure 138. If some switching harmonics from a PWM appear

at or near the frequency of these spikes, then the resonance is excited and the voltage noise

at the PCC dramatically increases causing a grid voltage quality problem.

7.3.1. Analysis of the Switching-Noise and Switching Frequency

In the strict sense, the presented controller does not generate any switching or low-order

harmonics thanks to the proposed NTF design in combination with the FCS operation. In

order to explain this point, the spectrum of the switching noise generated by the proposed

FCS linear current controller is analyzed and compared to that of a linear current controller

with a PWM. The presented analysis is performed in the αβ frame instead of the abc frame

(where all symmetrical components are present) in order to simplify the study. No loss

of generality occurs by omitting the homopolar (or zero-sequence) component because the

impedance of a three-phase three-wire system in the homopolar component is infinite.

Figure 139 shows the spectrum of the controller output voltage v (a discrete-time sig-

nal) and of the voltage source converters (VSCs) output voltage vVSC (a continuous-time

signal) when a PWM with regular sampling and a 2-level voltage source converters (VSCs)

is employed. As shown, the spectrum of v does not contain information about the switching

noise. Therefore, the digital controller cannot compensate for the effect of the switching

noise in the grid current. Nonetheless, the voltage source converters (VSCs) output voltage

vVSC, which is approximately equal to vPWM when the ESR of the converter is small, shows

large amplitude switching harmonics concentrated close to multiples of the switching fre-

quency. The amplitude of such harmonics also depends on the particular waveform being

generated, e.g., the switching harmonics change their amplitude if the PWM modulation

index is reduced or low-order harmonics are added so as to compensate the grid-voltage

distortion [141]. This is an undesirable effect because it changes the performance of the

voltage source converters (VSCs) (the amount of current ripple generated) depending on

the particular operating conditions.

Contrarily to a design that employs a PWM, the presented solution spreads the switch-
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Figure 139. A voltage source converters (VSCs) commanded by a PWM with regular sam-

pling. a Block diagram model. b Spectrum of the discrete-time controller output voltage

v(k). c Spectrum of the continuous-time voltage source converters (VSCs) output voltage

vPWM(t).

ing noise across wide frequency regions, instead of concentrating it at certain frequencies.

In electrical terms this means that the power spectral density of the converter output voltage

is very low. This reduces the risk of the grid-tied inverter exciting any potential resonances

in the power system. Figure 140 shows the spectrum of the discrete-time controller voltage
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Figure 140. A voltage source converters (VSCs) commanded by a FCS current controller.

a Block diagram model. b Spectrum of the discrete-time controller output voltage v(k). c

Spectrum of the continuous-time voltage source converters (VSCs) output voltage vZOH(t).

reference v(k) and of the continuous-time voltage source converters (VSCs) output voltage

vZOH(t) during closed-loop operation. As shown, the proposed discrete-time FCS current

controller generates a voltage v that contains complete information about the switching

noise that is present in the continuous-time voltage waveform vVSC. The reason is that

the element that performs the conversion from discrete-time to continuous time, which is
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a ZOH block, does not introduce new harmonics. The ZOH only repeats the discrete-time

spectrum at multiples of the sampling frequency and multiplies it by the frequency response

of a ZOH Gzoh, which is a sinc function. This enables, for example, the implementation

of novel grid-impedance identification techniques that do not require to inject additional

current components into the grid [142].

The switching frequency is chosen indirectly by selecting a sampling frequency. The

proposed FCS controller has a lower ratio of switching to sampling frequency, compared to

a PWM-based solutions with a single or a double update sampling strategies. This can be

easily understood by observing Figure 141. Figure 141a shows the simulated grid current

in the abc frame i1,abc and in the dq frame i1,dq during a 10-A reference step i∗1,dq in the

d axis of the +dq frame, and Figure 141b displays the previous transient event in greater

detail. Figure 141b also shows the firing signals sabc, which permit to assess the switching

frequency of the voltage source converters (VSCs), and the controller sampling instants,

which are denoted by points in the current waveforms. As shown, the firing signals only

commutate once every sampling period at most; but, on average, they commutate at a lower

frequency because there are many sampling periods that do not generate commutations.

7.4. Experimental Results

The experimental results are carried out in a 5-kW voltage source converters (VSCs) work-

ing as an inverter with a 700-V dc bus vdc and connected to a 400-V line-to-line 50-Hz

three-phase grid. In addition to the actual grid, a three-phase grid emulator is employed

to simulate adverse grid conditions such as a type-C sag, an interruption, and a highly dis-

torted grid voltage. Table 17 details the grid voltage distortion. The controller is executed

in a MicroAutoBox from the manufacturer dSPACE. An unmodeled resonance in the grid

is created by introducing a grid inductance of value Lg and a capacitive load of value Cload,

which create a resonance at a frequency of 7.9 kHz.

In order to assess and compare the performance of the proposal to a commonly adopted

solution, a high-performance PWM-based controller that consist of a synchronous PI con-

troller with axis decoupling, a grid voltage feedforward compensation, a double-update

sampling scheme, and a space vector modulation is selected. The comparison is carried

out using both L and LCL filters. A common switching frequency has been established

for both solutions. In all tests the switching frequency is 2 kHz, unless stated otherwise.

Since the proposal presents a low switching to sampling frequency ratio thanks to the FCS

operation [22, 23], the sampling frequency of the proposal must be higher than that of the

PWM based design. The proposed FCS controller is executed with a sampling frequency

of 16 kHz, which yields the desired switching frequency of 2 kHz. It should be noted that a

small variation of approximately 200Hz is observed when changing the point of operation

of the inverter from rated power to a no load condition. The filter impedance values are

indicated in Table 18. These filter parameter values and the selected switching frequency

value are commonly employed in multimegawatt low-voltage applications with two-level

VSCs [143, 144, 145, 146]. With a 2 kHz switching frequency, some of the PWM switching

harmonics are below the 50th harmonic; therefore, they have to meet stringent grid codes,

such as IEC [147], IEEE [110], and VDEW [148]. This configuration represents a worst

case condition in terms of current distortion compliance; however, the obtained results can
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Figure 141. Simulation waveforms during a 10-A reference step in the d axis of the +dq

frame when an L filter is employed. a Grid current in the dq frame i1,dq and in the abc frame

i1,abc. a Detail of the reference step event that shows the firing signals sabc, the measured

grid current in the dq frame i1,dq, and grid current reference i∗1,dq.

be also applied to other configurations in which a higher switching frequency and lower

p.u. filter values are employed. Table 18 details the values of the setup parameters and

Figure 142 shows a diagram and a photo of the setup.

The experimental comparison is organized into three parts. First, a frequency-domain

study measures the switching distortion of the proposal and compares it to that of a PWM-

based controller and to the limits defined in IEC [147], IEEE [110], and VDEW [148]. Next,

a time-domain study analyzes the dynamic response of the proposal to a reference step and

to disturbances, including low-order grid harmonics, a voltage sag, and an interruption in

the grid voltage. Finally, the last test assesses the operation of the proposal when the grid

contains an unmodeled resonance and compares it to that of PWM-based controller.
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Figure 142. Experimental setup. a Diagram. b Photograph.

7.4.1. Frequency Distortion Comparison

The switching distortion created by a PWM-controlled voltage source converters (VSCs) is

different from the switching distortion generated during FCS operation. This yields differ-

ent types of distortion in the grid current. The proposal generates a current noise density,

which should be integrated over a certain bandwidth, usually denoted as noise bandwidth

(NBW), in order to obtain a value for the noise amplitude, as shown in Figure 143a, whereas

PWM-based controllers produce switching noise harmonics, cf. 143b. A small value of

noise bandwidth (NBW) provides a high spectral resolution, which permits to accurately

locate any frequency component in the spectrum. In order to perform a meaningful compar-

ison between a narrow band signal (PWM harmonics) and a spread-spectrum signal (FCS

switching noise), the switching distortion of the converter is measured according to [149].

This standard groups (or integrates) the switching noise measured over 50-Hz frequency

bands in order to provide harmonic amplitudes that are equivalent to the measured noise,

irrespectively of the nature of the current distortion.
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Figure 143. Current distortion measured by a spectrum analyzer with a noise bandwidth

(NBW) of 37.5 Hz. a Proposal. b PWM-based controller.

Figure 144 shows the grid current distortion during PWM and FCS operation measured

according to [149] and compares it to the grid-current harmonic limits defined in IEC [147],

IEEE [110], and VDEW [148]. These standards define different limits for odd and even

harmonics. The even harmonic limits are denoted in red and the odd harmonic limits are

displayed in blue. Both L and LCL filter cases are considered for comparison.

On the one hand, when an L filter is employed, the proposal is able to meet the harmonic

limits established in IEC [147] whereas the PWM-based solution in the same conditions

does not meet such limits, in spite of also having a low grid current THD. The reason is

that the PWM-based controller concentrates a large part of the switching distortion in the

harmonics that are located around the 40th harmonic, failing compliance with the IEC [147]

at such frequencies. Conversely, the proposal spread the switching distortion evenly, which

enables compliance at all frequencies.

On the other hand, if an LCL filter is installed, both the PWM-based design and the

proposal are able to meet the harmonic limits established in IEC [147]. The LCL filter sig-

nificantly attenuates the harmonic distortion above its resonant frequency (fLCL
res = 790 Hz)

compared to the L filter case. This higher attenuation improves compliance with more

stringent standards, such as the IEEE [110] or the German standard VDEW [148]. How-
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ever the PWM-based design still does not comply with the VDEW standard [148] at the

35th, 37th, and 41th harmonics. Similarly, the proposal exceeds the even harmonic limits

in the frequency region located between the 10th and 28th harmonics.

It should be noticed that these standards impose very low limits for the even harmonics

compared to the odd harmonic. When using a PWM-based controller, such low limits for

even harmonics can be met, while still having a high current distortion, by selecting a value

for the switching frequency that is an odd multiple of the fundamental frequency. But with

a FCS operation, the current distortion should be low at both even and odd harmonics in

order to achieve full compliance [150].

When an LCL filter is used, a PWM-based design provides a lower THD than the pro-

posal. Nonetheless, compared to the PWM-based design, the proposed controller does not

generate switching harmonics, as explained in Section 7.3. This reduces the risk of excit-

ing any unmodeled resonances that may appear in the grid and is particularly convenient

when the converter operates connected to a weak grid with a complex topology, in which

resonances may occur at unknown or variable frequencies, depending on the state of the

grid.

In order to compare the performance of the proposal to that of a FCS-MPC, the

design presented in [26] was selected due to its popularity and simple implementation.

Such solution [26] requires a lower computational load compared to more advanced

FCS-model predictive controllers (MPCs) published in the literature, which contain com-

plex optimization algorithms. Figure 145 shows the measured grid current distortion of a

grid-tied inverter with a FCS-MPC [26] in comparison to the current harmonic limits de-

fined in IEC [147], IEEE [110], and VDEW [148] for two values of the grid voltage vg,

namely, vg = 115V and vg = 230V. The same setup parameters used to test the proposal

are also used in the FCS-MPC implementation. Similarly to the proposal [cf. Figure 144a],

a FCS-MPC generates a more uniform distribution of the switching noise, compared to a

Table 17. Grid Voltage Parameters

Order Sequence∗ Magnitude
1 + 230V

3 0 5%
5 − 6%
7 + 5%
9 0 1.5%
11 − 3.5%
13 + 3%

THD 10.5%

∗When the sag occurs, the harmonic voltages are
unbalanced (all sequences are present for each
harmonic).
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PWM-based controller [cf. Figure 144b]. However, the FCS-MPC results in a higher THD

compared to the proposal in the same conditions and it does not meet IEC [147] harmonic

limits, cf. Figure 145b and Figure 144a. If the grid voltage is reduced to a value of 115 V,

see Figure 145a, the FCS-MPC meets IEC [147] harmonic limits by a close margin, which

indicates that the performance of the MPC controller improves as the modulation index of

the converter decreases. A detailed study of the current error and the switching frequency of

the proposal for different modulation indexes in comparison to the FCS-MPC is presented

in Section 7.4.4.

In summary, the obtained results show that the proposal provides a greater advantage

when an L filter is employed, whereas the PWM-based controller performs better, in terms

of current harmonic distortion, when an LCL filter is used.

Table 18. Experimental Setup Parameters

Base values

Nominal power Po 5 [kW ]

Grid voltage vg 230 [VRMS
phase ]

Grid frequency fg 50 [Hz ]

LCL filter (designed according to [83])

Converter-side inductance L2 0.16 [p.u.]
Grid-side inductance L1 0.16 [p.u.]
Filter capacitance Cf 0.05 [p.u.]
Filter resonance fres 790 [Hz ]

L filter (same inductance as LCL filter)

Filter inductance Lf 0.32 [p.u.]

Grid resonance

Grid inductance Lg 0.003 [p.u.]
Capacitive load Cload 0.05 [p.u.]
Grid resonance f grid

res 7.9 [kHz ]

VSC

Sampling freq. (FCS) 16 [kHz ]
Sampling freq. (PWM) 4 [kHz ]
Switching freq. 2 [kHz ]
DC bus voltage vdc 700 [VDC ]

.
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Figure 144. Measured grid current distortion in comparison to the grid current harmonic

limits defined in IEC [147], IEEE [110], and VDEW [148]. a FCS operation with L filter. b

PWM operation with L filter. c FCS operation with LCL filter. d PWM operation with LCL

filter.

7.4.2. Transient Response Comparison

The proposal offers fast transient dynamics, similarly to an MPC, as expected from its FCS

operation. In the following the dynamic response of the proposal is assessed and compared

to that of a PWM-based controller. An L filter is employed to connect the inverter to the

grid in all following tests.

Figure 146 shows the reference-tracking response to a reference step that is commanded

in the q axis of a dq frame which tracks the positive sequence of the grid voltage. Fig-
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Figure 145. Measured grid current distortion of a FCS-MPC [26] with L filter in comparison

to the grid current harmonic limits defined in IEC [147], IEEE [110], and VDEW [148]. a

vg = 115V. b vg = 230V.

ure 146a corresponds to the proposed controller and Figure 146b to the PWM-based con-

troller. The proposal achieves a fast rise time (T10%−90% ≈ 1ms) while a low average

switching frequency is required (fsw ≈ 2 kHz) due to the FCS operation. The PWM-based

controller offers a slower response, as expected from the exponential convergence of the

PI controller. Both controllers achieve a damped response with no axis cross-coupling. It

should be noted that the proposal appears to have noisier grid-current waveforms i1,dq com-

pared to the PWM-based controller. This is a result of the fact that, during FCS operation,

the switching ripple in the grid current is measured and observed by the digital controller;

however, when a PWM is employed with a double-update sampling scheme, the switching

ripple in the grid current is not present in the measurements taken by the controller due to

the synchronous sampling scheme. This point is explained in detail in Section 7.2.

Figure 147 shows the disturbance-rejection response to a 40%-depth type-C sag and

a highly distorted grid voltage. The type-C sag introduces a large unbalance in the grid

voltage, i.e., a negative sequence component at the fundamental grid frequency. The grid-

current reference i∗1 is set to zero in order to clearly see the grid current error, i∗1 − i1 =
−i1. Figure 147a corresponds to the proposed controller and Figure 147b to the PWM-

based controller. Due to the large bandwidth of the proposal, the low-order grid voltage

harmonics and the fundamental component unbalance are effectively rejected. The PWM-

based controller does not achieve such high rejection and a higher grid current distortion

appears, specially during the sag fault.

A large disturbance rejection bandwidth also permits to minimize the overcurrent tran-

sient that occurs due to a sudden interruption in the grid voltage. Figure 148 shows the

response of both controllers to an interruption in the grid voltage. As shown, the proposal

tightly controls the grid current, even when the interruption occurs, in spite of not using
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Figure 146. Experimental waveforms during a 10-A reference step in the q axis of the +dq

frame when an L filter is employed to connect the inverter to the grid. Measured grid current

in the dq frame i1,dq, in the abc frame i1,abc, and measured grid voltage vg. a FCS-based

controller. b PWM-based controller.

a feedforward of the grid voltage to improve the disturbance rejection. The PWM-based

controller yields a 0.4 p.u. current transient and a larger overcurrent would occur if the grid

voltage feedforward were disabled.

In summary, the proposal achieves a faster reference-tracking and disturbance rejection

responses than a PWM-based controller operating at the same switching frequency.

7.4.3. Operation in a Grid with an Unmodeled Resonance

This last test shows the response of the proposal and of the PWM-based controller when the

grid contains an unmodeled resonance. The grid resonance is formed by a grid inductance

Lg and a capacitive load Cload, as shown in Figure 142. Such plant model change modifies

the location of the closed-loop poles of the system with respect to their nominal locations.

However, the performance of the proposal is not significantly affected because linear state-

space controllers offer a high robustness to plant parameter variations [126]. The resultant
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Figure 147. Experimental waveforms during a 40%-depth type-C sag. An L filter is em-

ployed to connect the inverter to the grid and the grid current reference i∗1 is set to zero.

Measured grid current in the dq frame i1,dq, in the abc frame i1,abc, and measured grid volt-

age vg. a FCS-based controller (no grid voltage feedforward). b PWM-based controller

(with grid voltage feedforward).

resonance is located at a frequency of 7.9kHz. At such frequency, both designs produce a

large voltage distortion at the output of the voltage source converters (VSCs). In particular,

the proposal generates a high switching noise density, cf. Figure 140c, and the PWM-based

design generates some switching harmonics, cf. Figure 139c. In order to avoid equip-

ment damage when the grid resonance is excited, the amplitude of the switching distortion

produced by the voltage source converters (VSCs) is lowered an order of magnitude by re-

ducing its dc bus voltage to 70V and setting the amplitude of the grid voltage to zero. In

this manner, the voltage measured at the PCC directly corresponds to the noise distortion

caused by the voltage source converters (VSCs).

Figure 149 shows the measured voltage at the PCC vPCC,abc when the grid-tied inverter

is coupled to the grid using an L filter and the grid-current reference i∗1 is set to two amps.
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Figure 148. Experimental waveforms during an interruption in the grid voltage. An L filter

is employed to connect the inverter to the grid and the grid current reference i∗1 is set to

zero. Measured grid current in the dq frame i1,dq, in the abc frame i1,abc, and measured grid

voltage vg. a FCS-based controller (no grid voltage feedforward). b PWM-based controller

(with grid voltage feedforward).

As shown, the proposal [Figure 149a] results in a much lower voltage distortion compared

to the PWM-based controller [Figure 149b] in the same conditions. The PWM-based con-

troller excites the grid resonance when some of its switching harmonics are close to the

resonant frequency, as explained in Section 7.3, whereas the proposal excites the resonance

less because it produces a low switching noise density instead of switching harmonics. The

resonance is not manifested in the controlled grid current i1 because the coupling filter

is not part of the resonant path formed by the grid impedance and the capacitive load, cf.

Figure138. Such characteristic of the proposal facilitates the operation of a grid-tied inverter

during weak grid conditions.
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Figure 149. Voltage distortion at the PCC vPCC,abc and inverter output current i1 when the

grid contains an unmodeled resonance. a FCS-based controller. b PWM-based controller.

7.4.4. Switching Frequency and Current Error as a Function of the

Modulation Index

The switching frequency depends on the modulation index of the converter. Such charac-

teristic is also shared with other FCS controllers [22]. In a grid-tied inverter, the modulation

index typically experiences small variations compared to other applications of power con-

verters, such as motor drives [22, 23].

Figure 150 shows the switching frequency fsw and the current error |i1 − i∗1| of the

proposed controller for a large variation in the modulation index ma of the power converter

and compares the results to that of a FCS-MPC [26]. In order to produce a large change

in the modulation index of the power converter, the grid voltage amplitude vg is slowly

swept from a value 15% greater than nominal to zero, while the dc bus voltage and the grid

current reference are maintained constant (vdc = 700V and i∗1,dq = 10A). Since the grid

voltage amplitude is slowly reduced over a long period of time (10 s) compared to the fast

dynamics of the current controller, the obtained results provide a close approximation to the
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Figure 150. Switching frequency fsw, magnitude of the current error |i1 − i∗1|, and modu-

lation index ma of the power converter for an amplitude sweep in the grid voltage vg,abc. a

Proposed controller. b An FCS-MPC controller [26].

performance during steady-state for different values of ma.

The results show that the switching frequency is minimum (1.7 kHz) at high and low

modulation index levels. Specifically, the switching frequency is minimized when the space

vector orbits close to the voltage source converters (VSCs) output voltage vectors. At inter-

mediate modulation index levels, the switching frequency increases to a maximum value of

3 kHz. The FCS-MPC [26] manifest a different behavior. The switching frequency mono-

tonically increases from a value of 1.3kHz to a value of 2.4 kHz when the modulation index

is reduced.

Both the proposal and the FCS-MPC [26] maintain a constant current error when the

modulation index is reduced. However, the FCS-MPC [26] significantly degrades its per-

formance for high values of ma. Moreover, the proposal result in a lower current error than

the FCS-MPC [26] in the same conditions.

In order to experimentally verify the simulation results previously presented, the pro-

posed controller and the FCS-MPC [26] have been tested at three different operating points,
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Figure 151. Switching frequency fsw, magnitude of the current error |i1− i∗1|, and modula-

tion index ma of the power converter for an amplitude sweep in the grid voltage vg,abc and

consecutive-region mode of operation of the controller.

namely, at a high, an intermediate, and a low modulation index level. The first test

(Test 1) corresponds to a normal operation of a grid-tied inverter with rated grid voltage

(ma = 0.87p.u.). The second test (Test 2) corresponds to an operation with an intermedi-

ate modulation index (ma = 0.56p.u.), which is obtained when the grid voltage is reduced

to a value of 115V. The third test (Test 3) corresponds to an operation with a low modulation

index (ma = 0.25p.u.), which is caused by an interruption in the grid voltage (vg = 0V).

In all these tests, the current reference is set to a value of 10A. The obtained switching

frequency and current error are denoted by asterisk marks in Figure 150. Since the current

error during steady-state operation is an stochastic process, the indicated current error value

represented by the asterisk corresponds to the mean value of the current error |i1−i∗1| during

steady-state operation for each operating point.

As shown, the measured switching frequency closely matches the simulation results.

The largest difference is observed during Test 1 and Test 3 with the FCS-MPC. In such

tests, the measured experimental frequencies are slightly larger (1.5 kHz and 2.7 kHz) than

the theoretical values (1.4 kHz and 2.4 kHz). It should be noted that the current error does

not follow a uniform distribution; therefore, the mean value of the current error is not lo-

cated exactly between the maximum and the minimum simulated current error values. As

expected from the simulation, the FCS-MPC increases the mean current error from a value

of 0.6 p.u. to a value of 0.9 p.u. for large values of ma.

7.4.5. Consecutive-Region Mode of Operation

The quantizer does not force a newly selected Voronoi region to be consecutive to the pre-

viously selected one. However, such feature can be incorporated to the proposal by further

restricting the set where the quantizer operates, cf. (131). During the development of the

proposal, the indicated modification was considered and evaluated. In the following, we

refer to this mode of operation as consecutive-region mode. In the such mode, the converter

never commutates more than one branch every sampling period.
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Figure 151 shows the switching frequency fsw, the magnitude of the current error |i1−
i∗1|, and the modulation index ma of the power converter for an amplitude sweep in the grid

voltage vg,abc when the proposed controller is modified to operate in a consecutive-region

mode. Since the grid voltage amplitude is slowly reduced over a long period of time (10 s)

compared to the fast dynamics of the current controller, the obtained results provide a close

approximation to the performance during steady-state for different values of ma.

The obtained results show a reduction in the switching frequency and an increase in the

current noise, compared to the normal operation of the proposed controller, cf. Figure 150a.

The switching frequency is significantly reduced for intermediate and low modulation index

values. The minimum switching frequency with consecutive-region mode of operation is

1.3 kHz and the maximum switching frequency is 2.5 kHz. Such values correspond to a

24% and a 17% reduction of the switching frequency, compared to the normal mode of

operation.

In order to experimentally verify this simulation results, the modified controller with

a consecutive-region mode of operation has been experimentally tested at three different

operating points, namely, at a high, an intermediate, and a low modulation index level. The

first test (Test 1) corresponds to a normal operation of a grid-tied inverter with rated grid

voltage (ma = 0.87p.u.). The second test (Test 2) corresponds to an operation with an

intermediate modulation index (ma = 0.56p.u.), which is obtained when the grid voltage

is reduced to a value of 115 V. The third test (Test 3) corresponds to an operation with a low

modulation index (ma = 0.25p.u.), which is caused by an interruption in the grid voltage

(vg = 0V). In all these tests, the current reference is set to a value of 10 A. The obtained

switching frequency and current error are denoted by asterisk marks in Figure 151. Since

the current error during steady-state operation is an stochastic process, the indicated current

error value represented by the asterisk corresponds to the mean value of the current error

|i1 − i∗1| during steady-state operation for each operating point.

As shown, the measured switching frequency closely matches the simulation results.

The largest difference is observed during Test 1 and Test 2. In such tests, the measured ex-

perimental frequencies are slightly lower (1.7 kHz) and larger (2.4 kHz) than the theoretical

values (1.9 kHz and 2.1 kHz). It should be noted that the current error does not follow a

uniform distribution; therefore, the mean value of the current error is not located exactly

between the maximum and the minimum simulated current error values. As expected from

the simulation, the mean current error slightly increases from a value of 0.03 p.u. (Test 1)

to a value of 0.04 p.u. (Test 3) as the value of ma decreases.

7.5. Calculation of the Plant Model Matrices

This Section details the calculation process to obtain the plant model matrices that define

the state-space models (125) and (127). The calculation process consists of three steps. The

first step defines a continuous-time model that relates the grid current i1(t) to the voltage

source converters (VSCs) output voltage vVSC(t). Next, such model is discretized using a

ZOH equivalent in order to account for the FCS operation of the voltage source converters

(VSCs) and the sampling process carried out by the digital controller. Finally, a one-sample

delay is added to the model so as to describe the effect of the computational delay.
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For the L filter case, the continuous-time plant model is

d i1(t)

dt
=

1

Lf

vVSC(t). (139)

Hence, in state-space notation, the system state matrix AL is zero; the input matrix BL is

1/Lf; the output matrix CL is equal to one; and the state vector xL(t) only contains one

state variable, the grid current i1(t).

For the LCL filter case, the continuous-time plant model is

d xLCL(t)

dt
=




0 0 1

L1

0 0 −1
L2

−1
Cf

1
Cf

0





︸ ︷︷ ︸
ALCL

xLCL(t) +




0
1

L2

0





︸ ︷︷ ︸
BLCL

vVSC(t)

i1(t) =
[
1 0 0

]
︸ ︷︷ ︸

CLCL

xLCL(t), (140)

where the state vector xLCL(t) is composed of three state variables: the grid current i1, the

converter current i2, and the capacitor voltage vc.

Next, the continuous-time models (139) and (140) are discretized using a ZOH equiva-

lent [81]. The resultant matrices of the discrete-time state-space model for the L filter case

are:

AL
d = 1

BL
d = Ts/Lf

CL
d = 1. (141)

For the LCL filter case, the model matrices are:

ALCL
d = exp

{
ALCL Ts

}

BLCL
d = ALCL−1

(ALCL
d − I3)B

LCL

CLCL
d = CLCL , (142)

where I3 is the 3× 3 identity matrix.

Finally, a one-sample input (computational) delay is added to the discrete-time model.

For the L filter case, the augmented system model is

[
xL

d (k + 1)
vd(k + 1)

]

︸ ︷︷ ︸
xL

dd
(k+1)

=

[
AL

d BL
d

0 0

]

︸ ︷︷ ︸
AL

dd

[
xL

d (k)
vd(k)

]

︸ ︷︷ ︸
xL

dd
(k)

+

[
0

1

]

︸︷︷︸
BL

dd

v(k)

i1(k) =
[
CL

d 0
]

︸ ︷︷ ︸
CL

dd

[
xL

d (k)
ud(k)

]

︸ ︷︷ ︸
xL

dd(k)

. (143)
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Similarly, the following state-space model is obtained for the LCL filter case:

[
xLCL

d (k + 1)
vd(k + 1)

]

︸ ︷︷ ︸
xLCL

dd
(k+1)

=

[
ALCL

d BLCL
d

0 0

]

︸ ︷︷ ︸
ALCL

dd

[
xLCL

d (k)
vd(k)

]

︸ ︷︷ ︸
xLCL

dd
(k)

+

[
0

1

]

︸︷︷︸
BLCL

dd

v(k)

i1(k) =
[
CLCL

d 0
]

︸ ︷︷ ︸
CLCL

dd

[
xLCL

d (k)

ud(k)

]

︸ ︷︷ ︸
xLCL

dd
(k)

. (144)

7.6. Computational Complexity of the FCS Controller

The computational load of the proposed FCS controller in number of two floating-point

operations (flops) is detailed in the following. The results correspond to a grid-tied in-

verter with an LCL filter because the number of operations is greater when an LCL filter

is employed compared to an L filter due to the additional observer required to estimate all

unmeasured plant state variables.

The proposed controller consists of an observer, a compensator, and a quantizer, as

shown in Figure 136. The disturbance model (130) carries out two complex additions and

two complex products, which require 16 real flops. The observer is a Kalman filter, which

consists of the following two equations. The first one is a prediction equation that calculates

the current state xpred(k) using the previous state estimate xLCL
dd (k− 1) and the last voltage

source converters (VSCs) switching state v(k− 1):

xpred(k) = ALCL
dd︸ ︷︷ ︸

4×4

xLCL
dd (k− 1)︸ ︷︷ ︸

4×1

+BLCL
dd︸ ︷︷ ︸

4×1

v(k − 1)︸ ︷︷ ︸
1×1

. (145)

The second one is a correction equation that updates the previous prediction xpred(k) using

the most recent measurement of the grid current i1(k):

xLCL
dd (k) = xpred(k)

︸ ︷︷ ︸
4×1

+ Ko︸︷︷︸
4×1

[i1(k)︸ ︷︷ ︸
1×1

−CLCL
dd︸ ︷︷ ︸

1×4

xpred(k)
︸ ︷︷ ︸

4×1

] (146)

where Ko is the Kalman gain. Thus, the observer executes 28 complex multiplications and

24 complex additions, which require 216 real flops.

The compensator equation is

u(k) = Kc︸︷︷︸
1×5

[
xdist

d

xLCL
dd

]

︸ ︷︷ ︸
5×1

. (147)

Such vector multiplication requires four complex additions and five complex multiplica-

tions; hence the compensator executes 38 real flops.

The quantizer (131) carries out seven complex subtractions in order to obtain the noise

associated to each switching state ni = u − vi. Next, the quantizer computes the squared

magnitude of each of the noise vectors by multiplying each noise vector ni by its complex
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conjugate. Finally, six comparison operations are necessary to find the index i of the noise

vector with the smaller magnitude. Therefore, the quantizer executes 62 real flops.

In the presented implementation (fs = 16 kHz), a constant computational load with a

value of 5.1 mega flops per second is obtained, which is lower than that of model predictive

controllers (MPCs) [151, 16]. This figure is also significantly lower than the computational

power of typical microcontrollers, such as the TMS320F335 from the manufacturer Texas

Instruments. Figure 152 summarizes the computational load results given in this section.
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Figure 152. Execution chronogram of the proposed controller and computational load as-

sociated to each component.

7.7. Summary

This section has presented a linear current controller for a grid-tied inverter with an L or

an LCL filter that provides a very fast transient response with low switching frequency,
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similarly to a FCS-MPC but without requiring complex optimization algorithms. This fast

dynamic, compared to a classical design, permits to rapidly follow reference commands and

reject disturbances, such as an interruption in the grid voltage. Thus, this solution is a valu-

able alternative to FCS-model predictive controllers (MPCs) for practicing power-electronic

engineers and researchers due to the use of linear control theory, which simplifies the de-

sign and assessment of the performance and stability, compared to Lyapunov techniques

often required in MPC stability sutdies. Contrarily to PWM-based solutions, the proposal

does not generate any switching or low-order harmonics thanks to the FCS operation and

the proposed noise transfer function (NTF) design. By design, the switching noise is evenly

spread at all frequencies instead of it being concentrated at some harmonics. This reduces

the risk of exciting resonances in the grid and facilitates the operation of multiple inverters

in parallel.

The proposed method improves the compliance of a grid-tied inverter with standards

that limit the grid current distortion. These standards define different limits for even and

odd harmonics; however, since the proposal distributes the distortion evenly, only the most

stringent limits, which are the even harmonic limits, need to be considered for compliance.

The experimental results have shown that the proposal is able to meet IEC harmonic limits

using an L filter when a PWM-based controller requires an LCL filter with the same total

inductance value; hence reducing the cost of the filter by eliminating the capacitor and

improving the system reliability.

8. A Model Predictive Current Controller with Improved

Robustness against Measurement Noise and Plant

Model Variations

This section improves the robustness of a finite control set (FCS)-model predictive con-

troller (MPC) for grid-tied inverters and motor drives applications to plant parameter varia-

tions and noise, without reducing its bandwidth or affecting its excellent transient response

to disturbances and reference commands. The proposed modification adds an observer to

the MPC controller structure, which does not significantly increase the computational bur-

den on the embedded controller. Traditionally, observers are employed to estimate unmea-

sured variables and cancel the effect of disturbances, but this section employs the observer

to estimate a measured variable, the converter output current. This solution leverages the

benefits of observers from linear controller theory in order to remove undesired components

in the measured current and improve the robustness of the controller; hence it is a valuable

solution for practicing power-electronic engineers and researchers in the field of grid-tied

inverters and motor drives due to its simplicity compared to some advanced techniques

often required in more complex MPC designs.

In power electronic applications, model predictive controllers (MPCs) are growing in

popularity thanks to an increasing computational capability in embedded controllers and an

Research work included in this section has been published in the journal IEEE Open Journal of Indus-

try Applications [7]. This work was supported by the Spanish State Research Agency (AEI) under project

PID2019-105612RB-I00/AEI/10.13039/501100011033.
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enormous research effort throughout the last two decades [152, 153]. Compared to tradi-

tional error-driven solutions, such as proportional-integral (PI) and proportional-resonant

(PR) controllers, a model predictive controller (MPC) can potentially offer better perfor-

mance because it incorporates a model of the dynamics and constraints in the plant. A

model-based controller calculates the best converter response in terms of an objective or

cost function while taking into account the nonlinear converter response due to its switch-

ing operation.

There are two main categories of model predictive controllers (MPCs), namely,

finite control set (FCS)-MPC and continuous control set (CCS)-MPC. A FCS-MPC directly

selects a switching state and maintains it during a whole sampling period whereas a CCS-

MPC uses a PWM to generate the firing signals that drive the power converter. The former

design is more popular among researchers in the field of power conversion [154] and it is

the type of MPC considered in this section.

Compared to other applications with slower dynamics [155], converter control applica-

tions have to meet sub-millisecond execution times, which challenges the implementation

of complex MPC formulations and favors the use of simpler control laws [156]. Current

proposals of CCS-model predictive controllers (MPCs) that solve a high-order quadratic

programming (QP) or linear programming (LP) optimization problem in real time require a

high computational load [157]. Similarly, a FCS-MPC with a long prediction horizon and

several state variables [16] is still difficult to implement due to the extremely high compu-

tational load required to solve an integer optimization problem. Nonetheless, as indicated

in [154], long prediction horizons [158, 24, 159] offer performance improvements, despite

the fact that their advantages are often misunderstood due to a poor formulation of the opti-

mization goal. Recent proposals [160, 161, 24, 162] have achieved promising results using

a novel algorithm [163] borrowed from the digital telecommunication field. Moreover, the

development of solvers for online optimization continue to be an active field of research

that has already provided several solutions, as summarized in [152].

Due to the previous limitations, practical implementations of FCS-model predictive

controllers (MPCs) often use a short prediction horizon. Frequently, a one-sample[164,

165, 166, 167, 168, 169] prediction is selected. The one-sample prediction is often modi-

fied [168, 169] to compensate for the effect of the computational delay. Since FCS-model

predictive controllers (MPCs) often use a high sampling frequency compared to PWM-

based designs, a one- or two-sample prediction horizon spans a negligible time interval

compared to a fundamental grid cycle. Such short prediction horizon can be significantly

affected by the measurement noise and plant model deviations. Previous literature has

studied the operation under distorted grid conditions [170] and the effect of plant model

deviations [171] for CCS-MPC. However, very little progress has been done in studying

how the noise affects the robustness of FCS-model predictive controllers (MPCs) in spite

of a large research effort [172, 165, 173, 174] due to the complex nonlinear studies often

required to assess the robustness and stability of FCS-model predictive controllers (MPCs).

This section analyzes the limitations of the one-step ahead FCS-MPC current controller

in terms of robustness to plant model deviations and measurement noise and proposes an

observer that can be used in conjunction with the one-step ahead FCS-MPC to improve its

robustness with a minimal increase in computational load and without affecting the transient

dynamics. Observers are frequently used in the control of electric drives [175] and grid-tied
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inverters [126, 4]. Depending on the application, an observer can perform different tasks.

For example, in electric drive applications an observer can be used to estimate unmeasured

variables, such as the rotor flux orientation and speed, or the temperature of internal ele-

ments in a motor [176]. Hence, the observer permits to obtain information about system

variables without requiring additional sensors, which may be difficult or costly to install.

Another common application of observers is the estimation of disturbances that can affect

the performance of the system. Such disturbance observers [175] permit to compensate the

effect of parameter mismatches and nonlinearities [177, 178]. Traditionally, disturbance

observers estimate an input-equivalent disturbance that, if subtracted from the plant input,

cancels the effect of disturbances in the plant [179, 180, 181].

This proposal differentiates from the previous two applications because it uses an ob-

server to estimate a measured variable, instead of estimating a disturbance or an unmeasured

variable. The estimation improves the actual measurement in the presence of noise and plant

model mismatches [81] because it is able to eliminate undesired components in the mea-

surement and enhance the robustness of the controller. Moreover, the previously mentioned

solutions can be used in conjunction with the proposal, i.e., a dual observer design, in order

to benefit from the advantages of each observer.

The main contribution of this section is an improvement in the performance of the one-

step ahead FCS-MPC in the presence of noise in the current measurements. To the author’s

knowledge, there are no previous proposals that have studied the effect of measurement

noise in the current distortion for the one-step ahead FCS-MPC. The proposal reduces the

current distortion by calculating an estimation of the measured current, without increas-

ing the switching frequency of the voltage source converters (VSCs) and with a moderate

increase in computational load. The proposed modification does not affect the transient

dynamics of the one-step ahead FCS-MPC and preserves a fast reference tracking and dis-

turbance rejection responses.

The concept presented in this section can also be implemented using other observer

structures, such as a Luenberger observer. The proposal selected a Kalman filter due to

its popularity, simple design process, and good performance. However, an equivalent per-

formance can be obtained with a Luenberger observer that is designed using a direct pole

placement strategy if the observer poles are placed in the same locations as the poles of the

Kalman filter [81]. It should also be noted that the design or tuning of the observer is not

critical in this application, the proposal uses the same observer design for all tests, although

it is also possible to adjust the observer design according to the expected noise intensity.

The rest of this paper is organized in the following manner. Section II describes the

plant model and cost function employed by the MPC. Section III presents the controller

architecture and design process, including the proposed observer. Section IV presents a

theoretical analysis that compares the performance of the proposal to a conventional FCS-

MPC. In Section V, experimental results that validate the theory are presented. Finally,

Section VI summarizes this section.

8.1. Modeling of the Plant and the Cost Function

In order to design an MPC, a plant model and a cost function needs to be defined. In the case

of a current controller, the plant model allows the controller to predict the achievable future
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Figure 153. Grid-tied voltage source converter (VSC) connected at the PCC and controlled

by a grid current model predictive controller (MPC) with a FCS operation.

plant states for the different controller actions. The cost function permits the controller to

choose the best controller action so as to follow a given reference signal.

This section considers a discrete-time second-order plant model, which is frequently

used in applications such as motor control and grid-tied inverters with an L filter. A sim-

plified block diagram representation of a grid-tied inverter with an L filter is shown in Fig-

ure 153. The controller measures the grid voltage vg and the grid current i1 and generates

the voltage source converter (VSC) firing-signals. In a grid-tied application, the grid cur-

rent is usually measured at the PCC. The three-phase grid is modeled by a grid impedance

Zg and a grid voltage vg. If present, the grid impedance can also model additional filter

elements [182]. The control problem is formulated in the grid-aligned αβ frame. If no

reference frame is denoted in a variable or parameter, the αβ reference frame is assumed.

Such a model can be described by the following first-order differential equation:

d i1(t)

dt
= −

Rf

Lf

i1(t) +
1

Lf

vVSC(t)−
1

Lf

vg(t). (148)

where the variable vVSC denotes the converter output voltage, and the parameters Rf and Lf

denote the resistive and reactive components, respectively, of the L filter.

In state-space notation, Equation (148) can be rewritten as

dxL(t)

dt
= AL xL(t) + BL

[
vVSC(t)
vg(t)

]

i1(t) = CL xL(t), (149)

where xL(t) is the system state vector, which only contains one state variable, the grid

current in a grid-tied inverter i1(t), or the motor current in a motor drive application. The

system state matrix AL is−Rf/Lf; the input matrix BL is [1/Lf, −1/Lf]; the output matrix

CL is equal to one.

Since an MPC is executed in an embedded controller at a constant sampling frequency,

the continuous-time model (149) is discretized using a ZOH equivalent and a sampling

period of value Ts. Although the ZOH equivalent is an exact discretization that requires

a higher computational load compared to other approximations, such as the Euler method,

this operation does not add up to the computational load of the controller algorithm because
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it is performed offline, during the design process of the controller. The discrete-time state-

space model matrices are:

AL
d = exp

{
AL Ts

}

BL
d = AL−1

(AL
d − 1) BL

CL
d = CL. (150)

A ZOH accurately describes the FCS operation of the VSC, which introduces a half sample

delay. The resultant discrete-time state-space model is

xL
d (k + 1) = AL

d xL
d (k) + BL

d

[
vd(k)
vg(k)

]

i1(k) = CL
d xL

d (k). (151)

The subscripts “cont” and “disc” denote a continuous-time and a discrete-time model pa-

rameter or variable, respectively. It should be noted that the resultant discrete-time state-

space model is observable, but not controllable because one of the inputs, the grid voltage

vg, is an uncontrolled variable.

Finally, the discrete-time model (151) is augmented so as to also model a one sample

delay in the plant input, which describes the effect of a computational delay, i.e., vd(k+1) =
v(k). The resultant plant model is

[
xL

d (k + 1)
vd(k + 1)

]

︸ ︷︷ ︸
xL

dd
(k+1)

=

[
AL

d B1

0 0

]

︸ ︷︷ ︸
AL

dd

[
xL

d (k)
vd(k)

]

︸ ︷︷ ︸
xL

dd
(k)

+

[
0 B2

1 0

]

︸ ︷︷ ︸
BL

dd

[
v(k)
vg(k)

]

i1 =
[
CL

d 0
]

︸ ︷︷ ︸
CL

dd

[
xL

d (k)
vd(k)

]

︸ ︷︷ ︸
xL

dd
(k)

xL
dd(k) =

[
i1 vd

]T
, (152)

where B1 and B2 are the first and second elements, respectively, of BL
d . This model relates

the output vector v(k) selected by the controller to the the grid current i1(k) in the plant

shown in Figure 154.

The selected cost function measures the one-step ahead current error using the following

l1 norm:

J(k) = ‖i∗1,α(k + 1)− i1,α(k + 1)‖+ (153)

+‖i∗1,β(k + 1)− i1,β(k + 1)‖, (154)

where i∗1,α and i∗1,β are the current references in the αβ frame. More complex cost func-

tions have been defined in the literature, at the expense of a higher computational load and

increased design complexity associated to the calculation of the weighting factors [183].

Recent proposals [154] advocate towards including in the cost function a penalty on the

switching transitions. Such modification frequently results in a sampling frequency two
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Figure 154. Structure of a conventional FCS-MPC.

orders of magnitude greater than the switching frequency [154], which significantly in-

creases the computational load of the controller. In this section, a simple cost function is

selected due to its popularity [169, 184, 26] and low computational load compared to an

FCS-MPC with a long prediction horizon. However, the proposed solution is not affected

by the complexity of the selected cost function and can also be applied to an MPC with a

more elaborated cost function.

8.2. Design of the Current Controller

Compared to a PWM-based controller, an FCS-MPC operates directly with actual switch-

ing signals (firing signals and current measurements) instead of their average values, as

illustrated in Figure 154. The switching signals contain a much larger frequency content

(higher bandwidth) than their average value counterparts; therefore, an FCS-MPC operates

over a much larger frequency range than a traditional PWM-based design. In fact, an FCS-

MPC is regulating the switching noise that is generated by the VSC during operation at the

same time as it controls the fundamental component and the low-order harmonics. As a

result of such high bandwidth, the FCS-MPC inherently achieves a fast transient response.

However, a high bandwidth also reduces the robustness of the controller to noise and plant

model deviations. This problem is explained in the following.

Since the controller commands actions at high frequencies, it relies on a plant model

that describes the plant response at high frequencies. However, a plant parameter variation

is more noticeable at high frequencies than at low frequencies. For example, a one-sample

delay introduces a negligible phase error at the fundamental frequency. But it causes a

polarity inversion at half the sampling frequency. Similarly, a parameter deviation in an in-

ductive component results in an impedance deviation that increases linearly with frequency.

Moreover, unmodeled effects such as core losses, skin effect, and measurement noise can

become significant at the high frequencies that the MPC operates.

In order to reduce the sensitivity of the controller to plant parameter variations and

measurement noise, the proposal introduces an observer, as shown in Figure 155. Observers

are frequently used in the literature; however, to the authors knowledge, an observer has not

been previously used in the field of MPC for power converter applications in order to obtain

an estimation of the grid current î1 that improves the actual measurement i1. The observer

computes every sampling period an estimation of the instantaneous current value î1 using
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Figure 155. Structure of the proposed current controller, which includes an observer.

all information available, namely, the measured grid current, the previously commanded

switching states, and the measured grid voltage.

The observer selected is the steady-state solution of a Kalman filter for a linear time-

invariant system, due to its simple design and popularity across numerous research fields.

Such Kalman filter for a linear system with a constant variance noise model consists of the

following two equations. The first one is a prediction equation that estimates the state x̂p(k)

from the previous state estimate x̂disc(k − 1) and the last actuation on the plant v(k − 1).

The subscript “p” denotes predicted.

x̂p(k) = AL
dd x̂plant(k − 1) + BL

dd

[
v(k − 1)
vg(k − 1)

]
. (155)

The second one is a correction equation that modifies the prediction x̂p(k) based on the

most recent current measurement i1(k):

x̂plant(k) = x̂p(k) + Ko [i1(k)− x̂p(k)], (156)

where Ko is the Kalman gain. The procedure to calculate the Kalman gain is given in

Section 8.5.

Figure 156 shows an execution chronogram of the proposed FCS-MPC plus observer

that illustrates the operations executed by the embedded controller every sampling period.

As shown, the proposed solution does not significantly increases the computation burden

on the embedded controller compared to a classical FCS-MPC.

8.2.1. Computational Complexity

The computational load of the proposal in number of two floating-point operations (flops)

is detailed in the following and the obtained figure is compared to a typical FCS-MPC.

The proposed controller consists of an observer and a one-step ahead FCS-MPC, as

shown in Figure 155. The observer consists of two equations, namely, (155) and (156).

Such equations contain four complex additions and four complex products in total. Since a

complex product requires six real flops and a complex addition requires two real flops, the

total computational load of the observer is 32 real flops.
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Figure 156. Execution chronogram of the proposed FCS-MPC plus observer and computa-

tional load associated to each component.

The FCS-MPC carries out an optimization loop that calculates the current error associ-

ated to each of the eight switching states of a two-level VSC. In order to obtain the current

error, it computes the plant model (152) and the associated current error (154) for every

possible VSC output vector. The switching state with a lower current error is selected. This

optimization executes five complex additions, two multiplications, and a comparison op-

eration every loop iteration. Since there are seven different VSC output vectors in the αβ
frame, the FCS-MPC executes 161 real two flops.

In the presented implementation (fs = 16 kHz), a constant computational load with a

value of 3.1 mega flops per second is obtained for the proposal and a value of 2.6 mega

flops per second for the conventional FCS-MPC alone. As a reference for benchmark,

these figures are lower than the computational power of typical microcontrollers, such as

the TMS320F335 from the manufacturer Texas Instruments. Figure 156 summarizes the

computational load results.

8.3. Current Distortion

This section analyzes how the current distortion changes when the proposed observer is

included in the controller. The performance is studied by simulating the operation of a grid-

tied inverter during steady-state for different intensities of measurement noise and comput-
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Figure 157. Comparison of the current total harmonic distortion (THD) of a conventional

FCS-MPC and the proposal for different intensities of measurement noise. a Measurement

noise standard deviation sweeps from 0 to 0.1 A. b Measurement noise standard deviation

sweeps from 0 to 1 A.

ing the current THD. The measurement noise is added to the grid current measurements

before they are sent to the controller. The current THD in a grid-tied inverter with an FCS-

MPC depends on multiple parameters in addition to the type of controller, such as the filter

parameter values, the switching frequency, and the DC bus voltage. In order to assess any

improvement in performance between a conventional FCS-MPC and the proposal, the setup

parameters are maintained constant in all the presented tests. The simulated setup parame-

ters used in this section are the same as the parameters of the experimental setup presented

in Section 8.4.

Figure 157 shows a comparison of the current THD of a conventional one-step ahead

FCS-MPC and the proposal for different intensities of measurement noise and no plant

parameter deviations. In Figure 157a, the standard deviation of the measurement noise

is changed from zero (no noise) to a value of 0.1A, and in Figure 157b, the standard

deviation of the measurement noise is changed from zero (no noise) to a value of 1A. As

shown, in a conventional FCS-MPC, the THD rapidly increases as the measurement noise

augments. Contrarily, the proposal maintains a consistent performance independently of
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Figure 158. Comparison of the current total harmonic distortion (THD) of a conventional

FCS-MPC and the proposal for a plant model variation that consists of a change in the

actual filter impedance value Lactual from the nominal value Lf and an additional one-sample

computational delay.

the measurement noise intensity and the current THD is maintained below a 4%.

Figure 158 shows the current THD for a plant model variation that consists of a change

in the L filter impedance and a one sample delay. The actual filter impedance Lactual is

changed from a value 30% smaller than the nominal value Lf to a value 30% greater than

nominal. For the nominal condition Lactual/Lf = 1, the proposal provides a lower THD than

a conventional MPC. When the impedance of the L filter is diminished without updating

the controller, the conventional MPC experiments a faster increase in current THD than

the proposal due to its lower robustness to plant parameter variations. On the other hand,

the current THD diminishes in both cases when the filter impedance increases due to the

additional attenuation provided by a filter with a greater inductance value.

It should be noted that, in a traditional electrical grid, the presence of even harmonics

indicates an unbalance between the positive half of the current or voltage waveform and the

negative half. Those even harmonic components cause unequal positive and negative peak

values, which are called waveform asymmetry. Waveform asymmetry has a harmful impact

on the loads sensitive to voltage or current peaks. Converters with an FCS operation, such

as FCS-MPC, generate switching noise that is spread throughout a wide and continuous

frequency range. Therefore a direct application of the harmonic limits defined in [110, 147]

can be difficult. This problem has been recognized in [154], where the use of an FCS-

MPC is not recommended for grid-tied inverters due to the difficulty of meeting the even

harmonic limits established for current waveforms with a periodic distortion.

8.4. Experimental Results

This section experimentally validates the previous simulation results. The experimental re-

sults are carried out in a 5-kW VSC working as an inverter with a 700-V dc bus vdc and

connected to a 400-V line-to-line 50-Hz three-phase grid. In addition to the actual grid, a

three-phase grid emulator is employed to simulate adverse grid condition that consists of a

highly distorted grid voltage an a sudden interruption. The controller (see Figure 156) is ex-

ecuted in real-time at a sampling frequency of 16 kHz, which results in an average switching
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Figure 159. Experimental setup. a Diagram. b Photograph.

frequency of 2 kHz, in an embedded hardware control platform from the German manufac-

turer dSpace. This platform is programmed using Simulink programming language, Matlab

scripts, and C code and it also provides a large number of analogue input channels, com-

pared to a traditional oscilloscope. By adding the required external voltage and current

sensors, this platform is able to record in the same time base, i.e. simultaneously, the three-

phase grid voltages, the three-phase grid currents, and signals internal to the controller such

as the grid-current in the dq frame or the grid current estimation provided by the observer.

Such feature is employed to record the experimental results shown in this section.

The L filter impedance value is indicated in Table 19. The selected filter inductance
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value and the switching frequency are commonly employed in low-voltage applications

with two-level VSCs [143, 144, 145, 146]. The tests presented in the section show the

performance of the proposed controller for two different grid impedance conditions. For the

reference tracking tests the grid-tied inverter is connected to the three-phase grid available

in the lab. For the disturbance rejection tests the inverter is connected to a three-phase grid

emulator, configured to generate a highly distorted voltage and an interruption. In these

two configurations, the value of the grid impedance is assumed to be low compared to the

impedance of the L filter.

It should be noticed that, since the grid impedance is in series with the L filter, a vari-

ation in the grid impedance can be approximated by a variation in the filter impedance.

However, this is only an approximation because, contrarily to a deviation in the L filter

value, an increase in the grid impedance also causes a coupling between the grid current

and the voltage at the PCC, which can affect the grid synchronization mechanism. This

feature is beyond the scope of this section; however, there are numerous references that

analyze this problem in detail [117, 118]. In order to synchronize the VSC with the grid, a

synchronous reference frame PLL with additional filtering to enhance its robustness to low-

order harmonics is used [185]. Figures 159a and 159b show a diagram and a photograph,

respectively, of the experimental setup.

Figure 160 shows the experimental waveforms during a 10-A reference step in the

d axis of the +dq frame for different intensities of measurement noise. The experimental

results show that the the FCS-MPC presents a higher current noise during steady-state oper-

ation compared to the proposal. The difference in performance is larger as the measurement

noise increases, as explained in the previous section. Nevertheless, the transient response is

extremely fast, with a rise time of 2.5ms and negligible overshoot in both cases.

Figure 161 shows the experimental waveforms during an interruption in the grid voltage

for different intensities of measurement noise. For this test, the VSC is connected to a

three-phase ac source that has been programmed to generate a highly distorted grid voltage

Table 19. Experimental Setup Parameters

Base values

Nominal power Po 5 [kW ]

Grid voltage vg 230 [VRMS
phase ]

Grid frequency fg 50 [Hz ]

L filter

Filter inductance Lf 0.32 [p.u.]

VSC

Sampling frequency fs 16 [kHz ]
DC bus voltage vdc 700 [VDC ]



Current and Voltage Control of AC Power Electronic Converters in Microgrids 251

i1,dq

5A/DIV

i1,abc

10A/DIV

vg,abc

300V/DIV

5ms/DIV

fsw = 2.62 kHz fsw = 1.86 kHz

(a)

i1,dq

5A/DIV

i1,abc

10A/DIV

vg,abc

300V/DIV

5ms/DIV

fsw = 2.24 kHz fsw = 1.72 kHz

(b)

i1,dq

5A/DIV

i1,abc

10A/DIV

vg,abc

300V/DIV

5ms/DIV

fsw = 3.05 kHz fsw = 1.93 kHz

(c)

i1,dq

5A/DIV

i1,abc

10A/DIV

vg,abc

300V/DIV

5ms/DIV

fsw = 2.28 kHz fsw = 1.76 kHz

(d)

i1,dq

5A/DIV

i1,abc

10A/DIV

vg,abc

300V/DIV

5ms/DIV

fsw = 2.82 kHz fsw = 1.93 kHz

(e)

i1,dq

5A/DIV

i1,abc

10A/DIV

vg,abc

300V/DIV

5ms/DIV

fsw = 2.26 kHz fsw = 1.70 kHz

(f)

Figure 160. Experimental waveforms during a 10-A reference step in the d axis of the +dq

frame for different intensities of measurement noise. Measured grid current in the dq frame

i1,dq, in the abc frame i1,abc, and measured grid voltage vg. a FCS-MPC controller with a

measurement noise intensity of 0.1A. ?? Proposal with a measurement noise intensity of

0.1A. c FCS-MPC controller with a measurement noise intensity of 0.5A. d Proposal with

a measurement noise intensity of 0.5A. e FCS-MPC controller with a measurement noise

intensity of 1.0A. f Proposal with a measurement noise intensity of 1.0A.
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Figure 161. Experimental waveforms during a 40-ms grid voltage interruption for different

intensities of measurement noise. Measured grid current in the dq frame i1,dq, in the abc

frame i1,abc, and measured grid voltage vg. a FCS-MPC controller with a measurement

noise intensity of 0.1A. b Proposal with a measurement noise intensity of 0.1A. c FCS-

MPC controller with a measurement noise intensity of 0.5A. d Proposal with a measurement

noise intensity of 0.5A. e FCS-MPC controller with a measurement noise intensity of 1.0A.

f Proposal with a measurement noise intensity of 1.0A.
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before the interruption occurs. The current reference of the grid-tied inverter is set to zero;

therefore, the measured current is equal to the current error.

As shown, the current noise of the conventional FCS-MPC is severely affected as the

amplitude of the measurement noise increases. Conversely, the proposal maintains a more

consistent performance for the different intensities of measurement noise. Similarly to the

reference tracking test, both the proposal and the conventional FCS-MPC show an excellent

disturbance rejection capability. No transient events appear in the current in spite of the

large and sudden voltage disturbance. It should be noticed that the shape of the current

ripple changes when the grid voltage interruption occurs. This effect results from the fact

that a FCS-MPC varies its switching frequency depending on the modulation index value,

and when the interruption occurs, there is a large change in the modulation index of the

VSC.

Figure 162 repeats the previous reference tracking test but the filter inductance value

is a 30% lower than its nominal value. As expected from the theoretical analysis, cf. Fig-

ure 158, the conventional MPC experiences a greater degradation compared to the proposal.

A plant parameter mismatch causes steady-state error in addition to a greater distortion if

no corrective actions, such as including a disturbance observer, are incorporated to the

controller. The proposed observer is not a disturbance observer; therefore, it does not com-

pletely eliminate steady-state errors that may appear due to plant model variations or noise.
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Figure 162. Continued on next page.
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Figure 162. Experimental waveforms during a 10-A reference step in the d axis of the

+dq frame for different intensities of measurement noise and a plant model variation that

consists of a 30-% reduction in the filter impedance value. Measured grid current in the dq

frame i1,dq, in the abc frame i1,abc, and measured grid voltage vg. a FCS-MPC controller

with a measurement noise intensity of 0.1A. b Proposal with a measurement noise intensity

of 0.1A. c FCS-MPC controller with a measurement noise intensity of 0.5A. d Proposal

with a measurement noise intensity of 0.5A. e FCS-MPC controller with a measurement

noise intensity of 1.0A. f Proposal with a measurement noise intensity of 1.0A.

Figure 160 and Figure 162 show that the steady-state error in the proposal is lower than

in the case of the conventional FCS-MPC. The proposal helps to improve the reference-

tracking steady-state error in the presence of noise.

Figure 163 shows the difference between the estimated currents î1 and the measured

currents i1 plus the noise. As shown, the observer is able to remove most of the measure-

ment noise from the current measurements, without removing the high frequency compo-

nents that are actually in the current waveform when the current reference is changed. This

feature is most noticeable in Figure 163c, where it is highlighted using dashed red circles.

In addition to the voltage and current waveforms, all oscilloscope captures detail the

switching frequency of the VSC. Since the oscilloscope captures show different transient

events, the average switching frequency is reported before the transient event and after the

transient event. In order to measure the average switching frequency, an interval of duration

equal to 15 power line cycles (PLC) is used, except for the measurement of the switching

frequency during the grid interruption event (Figure 161), which only lasts 40 ms; hence a

two PLC interval is used instead. The results show that the proposal achieves a reduction

in the current noise compared to a conventional FCS-MPC in the same conditions, without

increasing the switching frequency. This effect is most noticeable during the grid voltage

interruption shown in Figure 161. Ideally, the switching frequency should fall to zero when

the interruption occurs because the current reference is set to zero. However, the switching

frequency is not zero due to the effect of noise.

In summary, when the observer is added, the transient dynamics of the controller to

reference commands and disturbances are not affected, in spite of the additional filtering

provided by the observer during steady-state. The reason is that the observer selectively fil-
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Figure 163. Experimental waveforms during a 10-A reference step in the d axis of the

+dq frame for different intensities of measurement noise. Estimated grid current in the abc

frame î1,abc, measurement noise, and measured grid current i1,abc plus noise. a Proposal

with a measurement noise intensity of 0.1A. b Proposal with a measurement noise intensity

of 0.5A. c Proposal with a measurement noise intensity of 1A.

ters out the unmodeled dynamics and the measurement noise, but it preserves the frequency

components associated to sudden changes in the current reference or the grid voltage. This

is possible because the observer receives as inputs the VSC switching state v, the measured

voltage at the PCC vg, and the measured current i1. The presented experimental results

validate the theoretical analysis and the previous simulation results.

8.5. Calculation of the Kalman Gain

This section details the procedure to calculate the Kalman gain Ko required to implement

the Kalman filter equations [54] presented in Section 8.2. This method has also been applied

to calculate the Kalman gain of a disturbance observer in [8].

The computation of the Kalman gain is performed offline to reduce the computational

load of the controller. The calculation process consists of the steps shown in Algorithm I.

Such Algorithm converges, after a few iterations, towards a constant value in Ko.

The input parameters of the algorithm are the measurement noise N , the process noise

Q, the plant model matrices Aplant and Cplant [cf. (152)], and a tolerance ε, which is used in
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Algorithm 2 Calculation of the Kalman Gain Ko

Inputs: N , Q, Aplant , Cplant , ε

1: while ‖Ko(k + 1) −Ko(k)‖2 ≥ ε do

2: Update values from previous iteration

3: P(k)← P(k + 1)

4: Ko(k)← Ko(k + 1)

5: Project the error covariance ahead

6: Pp ← AplantP(k)Aplant
T + Q

7: Compute the Kalman gain

8: Ko(k + 1)← PpCplant
T/(CplantPpCplant

T + N)

9: Update the error covariance

10: P(k + 1)← (I−Ko(k + 1)Cplant)Pp

11: end while

the stop condition to detect when convergence is achieved. A value of ε = 10−10 ensures a

good precision in the coefficients.

The parameters N and Q permit to tune the observer to the amount of noise in the plant.

However, all the tests presented in the section have been carried out using the same observer

gain. A value of one is selected for the measurement noise N and a value of one percent

is used for the process noise parameter Q. These values provide a good performance for

the range of noise intensities that have been tested. For the setup parameters used in the

section, the obtained Kalman gain Ko is the following vector:

Ko =
[
0.1287 0.0087

]
. (157)

8.6. Summary

This section has presented an improvement for an finite control set (FCS)-MPC controller

that provides a higher robustness to plant parameter variations and measurement noise,

without reducing the bandwidth of the controller or affecting its excellent transient response

to reference steps and disturbances. The proposal reduces the current distortion and the

steady-state error of a an FCS-MPC controller in the presence of noise. The proposed

modification does not significantly increase the computational burden on the embedded

controller nor increases the switching frequency of the VSC. This solution leverages the

convenience of observers from linear controller theory; hence it is a valuable solution for

practicing power-electronic engineers and researchers due to its simplicity compared to

some advanced techniques often required in more complex MPC designs.

Conclusion

This Chapter addresses the primary control of power converters in a microgrid (MG). Its

main conclusions are summarized below.

• An enhanced current controller for grid-tied converters with LCL filter. The devel-

oped method is based on a direct discrete-time pole placement strategy from the clas-
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sical control theory, involving two extra filters. It provides a simple design process

of the controller for a wide range of LCL filter values and it ensures stable opera-

tion without additional damping methods. The frequency of the dominant pole in

the system is set in accordance with the available system bandwidth. As a result, a

fast reference-tracking capability with negligible overshoot and acceptable controller

effort are attained in combination with a fast disturbance rejection. The sensitivity to

variations in the grid inductance is low due to the proposed pole-placement strategy.

The proposed controller also has the well-known characteristics of conventional res-

onant controllers (RCs), e.g., zero steady-state error at both fundamental sequences,

and a simple implementation with a low computational load compared to state-space

controllers from modern control theory.

• A current controller of both positive and negative grid-side current sequences for

grid-tied converters with LCL filter. Similarly to the previous proposal, this controller

offers fast reference-tracking capability with negligible overshoot and low controller

effort, regardless of the switching frequency and LCL filter used: fres above or be-

low fs/6. The controller has also been proved to be robust to disturbances such as

voltage sags and low-order voltage harmonics, even when combined with reference

changes in both sequences. A low sensitivity to parameter variations is obtained, as

verified with stability-region maps, root-locus diagrams, time domain simulation, and

experimental tests. In addition to the advantages of the previous controller, this de-

sign avoids wind-up problems thanks to its state-feedback structure. This facilitates

the bumpless start of the converter and permits to operate the VSC close to its perfor-

mance limits, reaching saturation during transient events, in order to obtain the fastest

response that the physical setup permits, similarly to a model predictive controller.

• A multi-frequency current controller based on a direct discrete-time pole-placement

strategy and a Kalman filter for grid-tied converters with LCL filter. In addition to

the advantages of previously proposed controllers, this design achieves a reference-

tracking response with a consistent, damped, and fast response independently of the

LCL filter used or the targeted harmonics. The rise-time value for reference changes

is determined by the selected dominant frequency fdom of the compensator, which

can approach the available bandwidth available in the physical system. Concern-

ing the disturbance-rejection capability, the proposed scheme achieves zero steady-

state error in the grid-side current at a set of arbitrarily specified harmonic frequen-

cies. Contrarily to the previously proposed solutions, the controller offers an infinite

impedance at these frequencies without altering the response to reference commands

or affecting the stability and robustness of the system, when several current harmonics

are being controlled. It has also been shown a fundamental tradeoff that exists be-

tween the robustness of the controller and the response to disturbances in the steady-

state operation and during transients. If the number of controlled harmonics increases

(to reduce the steady-state error), then the robustness or the transient response to dis-

turbances of the controller should be degraded. This is an unavoidable tradeoff that

applies to all linear controllers. The recommended design has also been proved ro-

bust against alterations in the grid impedance. Stability is maintained with minimal

change in the transient dynamics of the system regardless of the grid-impedance vari-
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ation.

• A sensorless grid synchronization method which requires minimal computational

load and provides a fast and accurate estimation of the grid voltage when connected

to a weak grid. The proposed synchronization method eliminates any interaction with

the current controller. A small estimation error is obtained due to the low sensitivity

of the proposal to plant modeling errors. If the grid-impedance is assumed to be zero,

both the proposal and a PLL-based scheme result in the same steady-state error. Con-

trarily to a PLL, the presented scheme does not require to measure the grid voltage,

which could affect the performance under weak grid conditions, when the voltage at

the PCC is different from the grid voltage and it is coupled to the grid-side current. A

bumpless start capability provides a soft start and a sensorless operation in any grid

conditions, including the start-up of the VSC.

• An ac voltage controller with a high robustness to variations in the load that allows

it to operate in islanded and grid-connected mode. The proposed controller uses a

single-loop structure that improves the transient performance by selectively minimiz-

ing the output impedance of the system at a set of design-selected frequencies. This

set of frequencies can contain any frequency below the Nyquist frequency of the

digital controller, including the resonant frequency of the LC filter and frequencies

above the critical frequency of the system fs/6, where previous proposals have sta-

bility problems. Complete harmonic elimination is achieved due to the zero output

impedance at such set of frequencies. System stability has been studied for all values

of R, RL, and RC loads. Moreover, the above properties are maintained irrespectively

of the LC filter installed, or the sampling frequency used, provided that overmodula-

tion of the VSC is avoided and the resonant frequency of the LC filter is lower than

the Nyquist frequency.
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Abstract

Multiphase machines have attracted significant attention in academic and industrial

sectors as candidates for high-power safety-critical applications and wind energy con-

version systems. Premierly, this chapter introduces the state-of-the-art in multiphase

machine winding topologies. This typically considers the winding layouts employed

in multiphase induction machines with prime phase and multiple three-phase orders.

This chapter also provides some recent winding topologies that offer better machine

characteristics in terms of torque density, efficiency, and fault-tolerance capability.

One of the major problems when dealing with a prime number of phases, either in aca-

demic research or industrial applications, is the special stator design. Thus, a general

technique to rewind standard off-the-shelf three-phase stator frames with any general

prime phase order is introduced while preserving the same copper volume.

Keywords: multi-phase induction machine, quadruple three-phase winding, high-power

machines, stator winding configuration, fault-tolerant operation, optimal slot/pole combi-

nation

1. Introduction

Employing polyphase machines with high phase order in high-power safety-critical appli-

cations has attracted the attention of both academia and industry in the last two decades.

This was driven by the concurrent need for high-performance drive systems and rigorous

reliability standards [1, 2]. Multiphase machines are advantageous over their three-phase

counterparts in many ways. The converter rating per phase is reduced by splitting the power
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among more phases while offering improved fault tolerance [3]. Moreover, when compared

to three-phase machines, multiphase machines offer a similar high-quality magnetomotive

force (MMF) flux distribution, while the number of slots per pole per phase is reduced. It is

worth mentioning that winding layouts with a single-coil per pole per phase are known as

concentrated overlapping winding.

Multiphase induction machines (IMs) can be modeled as multiple decoupled sequence

planes after using an appropriate transformation [4, 5, 6]. Each plane corresponds to a par-

ticular sequence. For an odd number of phases, n, the corresponding number of planes is

(n − 1)/2, with one zero sequence. However, n/2 planes correspond to even number of

phases. For a six-phase system, the number of orthogonal subspaces will be three, namely,

the fundamental αβ subspace, the secondary xy subspace, and the zero-sequence 0+ 0−

subspace. It is well known that each subspace gives rise to a different air gap flux distribu-

tion, which is highly dependent on the winding layout [7]. For example, the fundamental

αβ subspace produces an air gap flux with a fundamental flux distribution and is mostly

considered as the dominant torque/flux producing subspace. On the other hand, both sec-

ondary xy and 0+ 0− subspaces produce zero magnetizing flux, while they only correspond

to small leakage flux components. This assumption has been predominately used to sim-

plify the machine modeling, although the generalization of this assumption to any winding

layout yields notable inaccuracies [8].

Several winding layouts, with either a single- or double-layer, have been proposed in

the literature, shedding light on the fundamental winding factor, flux distribution, and wind-

ing simplicity [9, 10, 11, 12, 13]. Single-layer winding layouts are commonly used for

multiphase machines of prime phase order, e.g., five-, seven-, and eleven-phase machines.

However, multiple three-phase machines employ double-layer winding configurations, e.g.,

six- and nine-phase machines. One of the main operating challenges of machines with

conventional six-phase double-layer winding layouts, when supplied from a voltage source

inverter, is the significant amplitude of the induced circulating harmonic current compo-

nents due to the relatively low impedance of the secondary x-y subspace [14]. This prob-

lem is commonly mitigated in the literature by employing multilevel inverters [15] and

proper PWM modulation techniques [16, 17]. In [18], the nine-phase six-terminal (9P6T)

winding recently emerged as an effective winding topology to employ single-layer wind-

ing layouts in medium voltage high-power IMs. This layout offers a more straightforward

winding construction for such high-power machines, improving the fundamental winding

factor of approximately 5% over the traditional asymmetrical six-phase (A6P) winding with

the same copper volume. Stators with a single-layer winding also allow for a higher pos-

sible filling factor and more resilient insulation requirements. Interestingly enough, the

circulating harmonic currents were highly suppressed when the 9P6T winding is used, ow-

ing to the relatively higher secondary subspace impedance when a single-layer winding is

employed [19].

This chapter introduces several winding layouts proposed in the literature for multi-

phase induction machines, as shown in Figure 1. Since multiphase machines are mainly

proposed for high-power applications, improved fundamental winding factor and flux dis-

tribution, and simple winding layout are amongst the main design objectives of such ma-

chines. Due to their high-quality flux production, double-layer winding layouts are com-

monly employed with conventional three-phase induction machines. However, increasing
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the number of phases stands as a simple technique to ensure a high-quality air gap flux

distribution while a single-layer winding layout is preserved. This point is first explained in

detail, and the most suitable winding layouts for different phase orders are also presented.

Another important aspect related to the multiphase system is its high fault tolerance capabil-

ity. Some other innovative winding layouts are introduced to suppress the flux components

of the secondary subspace, which degrade the machine performance. Eventually, a simple

technique to rewind standard three-phase stator frames with any n-phase symmetrical prime

phase order winding is elaborated.

2. Conventional Multiphase Winding Layouts

Multiphase winding configurations are classified into single- and double-layer windings

with a further classification by the spatial phase shift between the winding sets δ: dual n-

phase (δ = 00), symmetrical n-phase (δ = 2π/n), and asymmetrical n-phase (δ = π/n)

configurations. Basically, the stators with prime phase order adopt single-layer winding

arrangements; however, stators with composite phase orders usually employ double-layer

winding layouts. The former generally offers a better torque/current production; therefore,

the maximum achievable torque will be higher than other possible alternatives [20, 21]. Be-

sides, the fault-tolerance capability can be further enhanced through different stator winding

connections [22]. On the other hand, it is fair to acknowledge that induction machines (IMs)

with prime phase order entail custom-made power converters and stator cores with special

designs, where the number of stator slots should be an integer multiple of the phase order.

Unfortunately, the most available standard three-phase stator frames cannot be rewound

with another balanced winding with a prime phase order in a simple and direct manner.

Therefore, the application of multiphase machines with prime phase order still has not met

a considerable interest in practical industrial sectors. However, the stators with compos-

ite phase orders can simply utilize the readily commercial off-the-shelf three-phase power

converters [23]. That was mainly the reason behind the widespread utilization of six-phase

machines in practical industrial sectors. Recent literature also proposed simple techniques

to rewind standard three-phase stators with multiphase windings without many practical

constraints [9, 23].

The design of multiphase windings constitutes assigning coils in the stator slots to sev-

eral phases, defining the current direction in coil sides, selecting coil connection per phase

and between phases, and measuring number of turns per coil and conductor size [24].

2.1. Single-Layer-Based Conventional Winding Design with

Prime Phase Order

When designing a single-layer-based winding configuration for a multiphase IM with a

prime phase order, it is crucial to determine the number of slots per pole per phase q:

q =
S

2p.m
(1)

where S is the number of slots, p number of pole pairs. The optimal value of q for both five-

and seven-phase IMs is 2. However, q is preferably set to 1 for eleven-phase IM. For ex-
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Figure 1. Induction machine winding layouts.

ample, the number of slots for 2-pole five- and seven-phase IM are 20 and 28, respectively.

The corresponding winding layouts are shown in Figure 2.

Figure 2. Conventional prime-phase-based winding layouts. (upper) five-phase. (bot-

tom) seven-phase.

This subsection presents the design of several multiphase IMs with prime phase order,

namely three-, five-, seven-, and eleven-phase IMs [25]. This is supported by introducing a

mathematical means of calculating the parameters of equivalent multiphase machines with

any number of phases based on the knowledge of an existing machine. To facilitate the

evaluation of the various stator designs, the same phase current, as well as flux per pole, is
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used in all machines. Additionally, a set of constant volume and identical lamination design

rotors differing only in their value of bar skew angle for compatibility with the various

machines are utilized [6]. The rotor design ensures proper operation without parasitic torque

or cogging problems. The rotor parameters calculation technique, introduced in [26, 27],

has also been generalized to the n-phase case to investigate the effect of increasing the stator

number of phases on the machine’s parameters. The design procedure follows the steps

given in reference [24] but with a single-layer stator winding and 30 rotor bars. Moreover,

torque enhancement in multiphase induction machines using harmonic current injection

has been extensively addressed in [25]. The four designs and their corresponding winding

layouts are shown in Figure 3.

(a) (b)

(d)(c)

Figure 3. Several multiphase winding layouts with prime phase order. (a) Three-phase. (b)

Five-phase. (c) Seven-phase. (d) Eleven-phase.

2.1.1. Effect of Number of Phases on Machine Parameters

In this subsection, the effect of the number of phases on different machine parameters is

proven mathematically. An equivalent multiphase machine can be derived from another

existing multiphase machine based on the derived relations. With a constant volt-ampere

Ss and current, the required number of turns per phase Nph is given by (2).

Nph =
V

4.44fφkw
=

Ss

4.44nIfφkw
∝

1

n
(2)

where are V and I are the per-phase voltage and current, respectively. φ is maximum flux

per pole, Kw is the winding factor, and f is the frequency. For a certain current rating,

the conductor cross-sectional area ac is constant, hence the stator resistance Rs can be
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calculated by (3):

Rs =
ρLeNph

ac

∝
1

n
(3)

Where ρ Is the electric resistivity, Le is the conductor length, and n is the number of

phases. The multiphase induction machine can be modeled as multiple decoupled sequence

planes after using an appropriate transformation [4, 5, 6]. Each plane corresponds to a cer-

tain sequence. For an odd number of phases, the corresponding number of planes will be
1

2(n−1) , with one zero sequence. The stator parameters are common between all sequences.

However, the magnetizing inductance and the referred rotor parameters depend on the se-

quence number.

The magnetizing inductance Lm is proportional to the square of the number of turns per

phase and the number of phases; where k = 1, 3, ..., 1
2(n−1) .

Lm(k) ∝ n
N 2

ph

k2
∝

1

n
(4)

The rotor resistance R′

r referred to the stator is given by (5),

R′

r(k) =
4n

Sr
Rbe

(

kw(k)Nph

kskew(k)

)2

∝
1

n
(5)

Where the skew angle Kskew and winding factor are given by (6) and (7), respectively,

kskew(k) =
sin(kβ/2)

kβ/2
(6)

kw(k) =
sin(qkγs/2)

q sin(kγs/2
(7)

Where Sr is the number of rotor bars. β and γs are the rotor bars skewing angle and

angle between two successive slots, respectively. The number of slots per pole per phase is

q. In addition, the equivalent rotor bar resistance Rbe is given by (8) [24],

Rbe(k) = Rb +
Re

2 sin2
(

1
2kγr

) (8)

Where Rb and Re are the rotor bar and end ring resistances, respectively. The number of

pole pairs is p and the angle between two successive rotor bars γr is calculated as follows:

γr =
2π

Sr
p (9)

Similarly, the referred rotor leakage reactance l′r is given by (10),

l′r(k) =
4n

Sr
lbe

(

kw(k)Nph

kskew(k)

)2

∝
1

n
(10)

where, lbe is the equivalent bar inductance, as given by (11) [24],

lbe(k) = lb +
le

2 sin2
(

1
2kγr

) (11)
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Where lb and le are the rotor bar and end ring inductances, respectively. The maximum

machine torque Tmax can be approximated as follows [24]:

Tmax =
nV 2

s

2ωsX
(12)

Where Vs and ωs are the stator phase voltage and machine synchronous speed, respec-

tively. X represents the equivalent reactance. Thus, for two different stator designs with a

number of phases n1 and n2, the corresponding ratio between maximum machine torques

can be expressed as follows:

Tmax(n1)

Tmax(n2)
=

n1

n2
.

(

Vn1

Vn2

)2

.
Xn2

Xn1

=
n1

n2
.

(

n2

n1

)2

.
n1

n2
= 1 (13)

This shows that the machine will give the same maximum torque for any number of

phases. Additionally, the total machine impedance Ztotal at any slip s is governed by (14):

Ztotal(n1)

Ztotal(n2)
=

n2

n1
(14)

Thus, from a mathematical point of view, the n-phase machine develops similar out-

put torque and power to its equivalent three-phase machine with identical characteristics.

However, practical constraints may cause differences in dimensions and deviations in the

machine parameters from the derived relations.

2.1.2. Analysis of Single-Layer Multiphase Winding Layouts

In this subsection, the characteristic steady-state curves of the four multiphase machines us-

ing the machine parameters in [25] without harmonic injection are compared. Additionally,

a transient simulation using MATLAB/SIMULINK and finite element analysis (FEA) is in-

vestigated. With the rated voltage applied to each stator winding at a specific time instant,

the machine MMF flux density distributions using JMAG-studio 10 are shown in Figure 4.

The flux density distribution for the four machines is approximately the same, with a 1.6 T

peak value, which proves that the four designs are equivalent.

Figure 5(a) shows that the torque-speed characteristics of the different machines are

almost identical up to the rated value of 1757 rpm. This confirms (12) where the maximum

torque is approximately constant for the four machines. Figure 5(b) shows that the machine

current is approximately the same for all machines at the rated operating point. Figure 5(c)

presents the machine power factor, while Figure 5(d) depicts the machine efficiency.

Furthermore, transient simulation results using the conventional dq model for a multi-

phase machine are obtained using MATLAB/SIMULINK and compared with the transient

simulation using the JMAG software. This validates the mathematical model given in the

previous subsection for motor parameter calculations. As an illustrative example, a five-

phase machine is simulated, supplying the stator with a fundamental sinusoidal voltage.

The machine is assumed to run steadily at a constant speed of 1757 rpm, i.e., the full load

speed. Figure 6 shows the simulation results for the phase current and motor torque. An

agreement between the mathematical and analytical solutions is highlighted in Figure 6.

These results support the method for parameter determination using FEA and hence prove

the relations given in the previous subsection.
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(a) (b)

(c) (d)

Figure 4. MMF flux density distributions. (a) Three-phase. (b) Five-phase. (c) Seven-

phase. (d) Eleven-phase.

(a) (b)

(c) (d)

Figure 5. Characteristic curves (a) torque-speed characteristics, (b) torque-current charac-

teristics, (c) output power versus power factor, and (d) output power versus efficiency.

2.2. Double-Layer-Based Conventional Winding Design with Composite

Phase Order

Multiphase machines with multiple three-phase winding designs, e.g., six-, nine-, and

twelve-phase IMs, have been introduced in the literature for several applications [28, 29,
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(a) (b)

Figure 6. Transient performance using MATLAB/SIMULINK and an FE-JMAG transient

model. (a) phase current. (b) developed torque.

30, 31]. Six- and twelve-phase IMs usually adopt a double-layer winding layout. However,

nine-phase IMs can employ either double-layer or preferably single-layer winding topology.

Figure 7 depicts the winding layouts of six- and twelve-phase IMs.

Moreover, a three-phase double layer winding can simply be converted into a six-phase

winding by employing a four-layer stator winding design. Each two layers represent one

three-phase double layer winding. This winding layout is denoted as a “true” six-phase dis-

tribution. However, this complex winding design entails an extra coil side insulation [32].

In most practical six-phase IM, the traditional double layer winding distribution is used by

splitting the 600 phase belt of a conventional three-phase winding into two portions, thus

employing a 12-slot/pole pair stator or its multiples. To ensure a high-quality flux distribu-

tion while minimizing the stator leakage inductance, a winding pitch of 5/6 is commonly

used.

As an illustrative example, several six-phase winding configurations, namely, dual

three-phase (D3P), symmetrical six-phase (S6P), and asymmetrical six-phase (A6P) wind-

ing layouts, are presented, as shown in Figure 8 [33]. These three winding configurations

are compared by investigating the air gap flux distributions under different excitations and

the equivalent parameters of the three orthogonal subspaces of a six-phase system. The

same stator is utilized to provide a fair comparison, so the study is performed for the same

copper volume. This is carried out by rewinding a 24-slot/4-pole three-phase machine into

a 12-phase stator by simply splitting the coils under each pole pair, i.e., splitting each phase

into separate coils, as illustrated in Figure 9. A double-layer winding with a chorded wind-

ing of a 5/6 coil span is used. All terminals are made externally available at the machine’s

terminal box to allow reconfiguration. The obtained 12-phase stator can then be recon-

figured into one of the six-phase winding arrangements by connecting the 12 -phases in

different manners, as depicted in Figure 10. Since the conclusion made in [34], which ar-

gued in favor of the A6P induction machine, most high power practical variable speed drive

systems have been based on the asymmetrical winding layout.



284 Ayman Samy Abdel-Khalik, Mohamed Y. Metwly, Ahmed Massoud et al.

Figure 7. Conventional prime-phase-based winding layouts. (Upper) five-phase.

(lower) seven-phase.

Figure 8. Different six-phase winding configurations (a) D3P. (b) S6P. (c) A6P.
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Figure 9. The winding layout of the 4-pole 12-phase stator.

Figure 10. Stator connections for different six-phase arrangements. (a) D3P. (b) S6P.

(c) A6P.

2.2.1. Vector Space Decomposition and Harmonic Mapping

Multiphase machines are preferably modeled using the Vector Space Decomposition (VSD)

modeling technique, where the n-phase Clarke’s transformation is used to decompose the

phase quantities (i.e., current, voltage, and flux linkage) into orthogonal stationary sub-

spaces [2]. Six-phase systems have three orthogonal subspaces. The general VSD matrix

for a six-phase machine with an arbitrary angular displacement δ between the two three-

phase winding sets is given in [21]. The effect of stator winding connection on the harmonic

mapping is investigated by plotting the MMF distributions and their harmonic spectra under

different excitations for the three available connections. Figure 11-Figure 13 show the sim-

ulation results for the MMF distributions and their spectra in per-unit values under different

excitations by taking the dual three-phase case as a benchmark. The following conclusions

can be drawn:

• Under αβ excitation, the MMF distribution and the corresponding spectrum will be

the same for D3P and S6P with small 5th and 7th space harmonics present in the

airgap flux. However, these two low-order harmonics are eliminated under the A6P

connection, while the fundamental torque-producing component is enhanced by ap-

proximately 3% over the other two connections.
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• Under xy excitation, the 5th and 7th MMF space harmonics are mapped to this sub-

space when A6P is employed. While the D3P and S6P correspond to small even order

space harmonics as a result of using chorded coils. If a “true” six-phase winding [32]

is employed, these even harmonics are likely canceled.

• Under zero-sequence excitation, the total magnetizing flux is completely canceled

when D3P is used. On the other hand, both S6P and A6P connections correspond to

pulsating third harmonic flux distribution of the same magnitude.

Figure 11. Stator MMF under αβ excitation. (a) D3P. (b) S6P. (c) A6P.

Figure 12. Stator MMF under xy excitation. (a) D3P. (b) S6P. (c) A6P.
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Figure 13. Stator MMF under zero-sequence excitation. (a) D3P. (b) S6P. (c) A6P.

2.2.2. Analysis of Double-Layer Six-Phase Winding Layouts

The different configurations are experimentally assessed under open-loop control while fed

at rated voltage and frequency [33]. Figure 14 compares the characteristic curves cor-

responding to the three connections. Figure 14(a) shows the torque versus rotor speed

characteristic. Both the D3P and S6P have almost the same characteristic curves since the

equivalent circuits of the torque producing αβ subspace of both connections are quite sim-

ilar. The A6P, however, corresponds to a higher equivalent machine reactance due to the

effect of the mutual leakage inductance between stator layers. This yields a higher machine

slip for the same developed torque. The torque versus RMS phase current characteristic

is shown in Figure 14(b), which slightly differs amongst different connections. Although

the S6P exhibits the lowest phase current magnitude for the same torque, the difference in

current magnitudes between different connections may be insignificant. This is especially

true when the effect of the induced stator harmonics on the total RMS phase current is

considered. The machine efficiency versus output power curve is shown in Figure 14(c).

Clearly, the D3P has the best efficiency among all connections, while the lowest efficiency

is obtained with the machine connected as an A6P.

The full-load phase current waveforms corresponding to the three connections are

shown in Figure 15. Under the D3P and S6P connections, the current ripple component

at switching frequency is much lower than the A6P case. This conclusion can be explained

by the fact that the latter connection has a smaller L
xy
ls , which causes a high current ripple

component (36% of rated current magnitude). On the other hand, the current waveforms of

the D3P and S6P machines experience a superimposed high-frequency current component

due to the slotting effect [35]. This rotor slot harmonic (RSH) component mainly depends

on the employed combination of stator slots and the number of rotor bars [36]. The fre-

quency, fh, of RSH component depends on the rotor speed and is given by (15):

fh = fs ((Nr/p)(1− s) ± 1) (15)
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where, fs is the supply frequency and s is the rotor slip. The RSH component can simply be

avoided by properly selecting the number of rotor bars based on the number of stator slots

and phase belt harmonics of the stator MMF [36].

Figure 14. Machine open-loop characteristic curves under different stator connections.

3. Winding Layouts for Fault-Tolerance Enhancement

One of the main merits offered by multiphase machines is their high fault-tolerance ca-

pability. Literature has demonstrated that the employed stator winding connection affects

the performance of multiphase induction machines under fault conditions. Although six-

phase machines use conventional three-phase converters, five-phase machines offer better

performance under fault conditions and effectively support higher mechanical loads. In the

case of induction machines with one phase open and under optimal current control, previ-

ous work shows that the machine can maintain approximately 70% of its rated load in the

case of a five-phase machine [37] and only 66% in the case of an asymmetrical six-phase

machine [30]. However, these maximum allowable loading ratios can be increased under

open-loop control [37] but with a corresponding higher torque ripple magnitude and unbal-

anced winding currents [38]. This section presents innovative winding layouts aiming to

improve fault-tolerance capability [10, 18, 39].

3.1. Combined Star/Pentagon Single-Layer Stator Winding Connection

For a multiphase machine with an odd number of phases n, there are (n + 1)/2 connection

alternatives. For example, a five-phase stator winding has three types of winding configu-

rations, namely, star (S5P), pentagon (P5P), and pentacle connections [40]. Recent papers

show that the pentagon connection presents a better performance over the star connection

under open phase conditions for both permanent magnet [41] and induction [37] machines.

Moreover, it can retain a higher maximum loading ratio than a star-connected stator under

fault conditions. On the other hand, for the healthy case, the star connection avoids the

induced zero sequence component in the pentagon connection, which decreases the copper

loss and, hence, enhances the machine efficiency.

This subsection introduces a new combined star/pentagon five-phase (SP5P) single-

layer winding layout that combines the advantages of both star and pentagon connections



State-of-the-Art Multi-Phase Windings Types 289

Figure 15. Full load current waveform under different stator connections.

for a five-phase induction machine. Although this winding is intrinsically an asymmetrical

10-phase machine, its connection allows for only five-phase terminals. A conventional 4-

pole five-phase stator with the number of slots per pole per phase equal two is shown in

Figure 16(a). Each phase contains two coils for each pole pair with a total of 4 coils for a 4-

pole winding. Each two nonadjacent series coils are represented using one coil in Figure 17,

and all coils are connected in series and have the same number of turns. Different phases

can be connected either in star or pentagon connections, as shown in Figure 17(a and b),

respectively. This winding can be modified into a split-phase dual five-phase winding [20]

and can be considered an asymmetrical 10-phase winding shown in Figure 16(b). The coils

A1, B1, C1, D1, and E1 represent the first five-phase winding group with a number of
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turns per coil Nc1, while coils A2, B2, C2, D2, and E2 represent the second five-phase

winding group with a number of turns per coil Nc2. Both winding groups are shifted in

space by one slot or 18◦ electrical degrees. Each winding has q = 1, which corresponds to

a unity winding factor. To benefit from splitting the winding phase belt into two halves to

reduce space harmonics, the two winding groups should be fed from two five-phase current

groups shifted in time by an angle of 18◦ [42]. Furthermore, the total ampere turn of both

windings should be equal. Hence, two separate five-phase inverters should be employed.

Moreover, the proposed winding not only yields better flux distribution than a con-

ventional single-layer winding but also provides a complete cancellation of the third-order

harmonic flux component caused by the induced third sequence currents due to the satu-

ration effect and/or under unbalanced operation. Hence, the machine losses are decreased,

which improves the overall machine efficiency. It has been shown in [42] that the com-

bined star/pentagon connection, when applied to a 20-slot/18-pole PM machine, can be an

effective alternative to produce the same MMF distribution of a dual five-phase fractional

slot winding while requiring only a single five-phase inverter. Hence, the same concept is

applied to multiphase single-layer induction machine stators for a full-pitch concentrated

winding. Thus, one of the two winding groups is connected in pentagon, and the other

between the inverter and the pentagon connection terminals, as shown in Figure 17(c).

Generally, in a pentagon connection, the relation between phase and line currents is

given by (16) [40].

ILine = 2 sin
π

5
Iphase = 1.1756Iphase (16)

Hence, to obtain the same MMF magnitudes from the two winding sets, the relation

between the number of turns per phase for the star winding group (N1) and the pentagon

winding group (N2) is given by (17).

N2 = 1.1756N1 (17)

This yields the same copper volume as in a conventional five-phase winding as the

conductor cross-sectional area for the pentagon section will be less by the same ratio, as

depicted by the current ratio given by (16).

Figure 16. Winding arrangement of a 4-pole five-phase induction machine. (a) Single five-

phase winding. (b) Split-phase dual five-phase winding.



State-of-the-Art Multi-Phase Windings Types 291

Figure 17. Winding connection of a five-phase induction machine. (a) Star N1 = N2.

(b) Pentagon N1 = N2. (c) Combined star/pentagon N2 = 1.1756N1.

3.1.1. MMF Flux Distribution

For the star/pentagon connection, the phase shift angle between the two current groups in

the two windings will depend mainly on the applied stator sequence. With the fundamental

current sequence applied to the supply terminals, the angle between different phase currents

in any group is 72◦, while the phase shift between the two current groups is 18◦, as shown

in Figure 18(a). On the other hand, with the third sequence applied, the angle between

different phase currents is 216◦, while the phase shift between the two current groups is

−126◦, as shown in Figure 18(b). Based on the current relations shown in Figure 17(c),

it can be easily shown that the relation between the ampere-turn phasors of both winding

groups will be as shown in Figure 18 for both fundamental and third supply phase current

sequences.

The effect of the star/pentagon winding layout on the MMF spectrum can be simply

investigated using the winding function theory [43]. The Fourier series of the turn functions

of the two phases A1 and A2, shown in Figure 19, can be expressed as in (18) and (19):

NA1(θ) =

∞
∑

k=1,3,...

2Nc1

kπ
sin kθ (18)

NA2(θ) =

∞
∑

k=1,3,...

2Nc2

kπ
sink(θ − π/10) (19)

where, Nc1 and Nc2 are the number of turns per coil for the two phases A1 and A2, respec-

tively, and θ is the stator peripheral angle. Similarly, the turn functions of other phases can

be obtained.

In S5P and P5P winding connections shown in Figure 17(a or b), the two winding

groups have the same number of turns per coil, Nc1 = Nc2 = Nc, and are connected

in series while fed from a single five-phase supply. Hence, the MMF produced by each

winding section is given by (20) and (21):

F1c(θ, t) =
∞
∑

k=1,−9,11,...

5NcIm11

kπ
cos(kθ − ωt) (20)
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Figure 18. Phasor diagram of MMFs produced by the two winding sets of the introduced

connection. (a) Fundamental sequence. (b) Third sequence. (The first and second subscript

numbers indicate the winding section and the sequence number, respectively.)

Figure 19. Winding functions for the two phases A1 and A2.

F2c(θ, t) =

∞
∑

k=1,−9,11,...

5NcIm21

kπ
cos [(k(θ − π/10)− ωt)] (21)

where, Im11 and Im21 are the peak magnitudes of the phase currents with fundamental

sequence applied to both stator windings, while ω is the angular frequency. The sign of

the harmonic k indicates the flux direction of the corresponding harmonic sequence. For

a conventional connection, Im11 = Im21, where both winding sections are connected in

series, as shown in Figure 18(a or b). Hence, the total air gap MMF distribution can be
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simply given as shown in (22):

Ftc(θ, t) = F1c(θ, t) + F2c(θ, t)

=

∞
∑

k=1,−9,11,...

10NcIm11

kπ
. cos

(

kπ

20

)

. cos

(

kθ − ωt −
kπ

20

)

(22)

For the star/pentagon connection shown in Figure 17(c) and with fundamental sequence

applied, the two winding groups carry two balanced 5-phase current groups shifted in time

by π/10, as shown in Fig 18(a). The rotating MMF generated by each winding group can

be expressed using (23) and (24):

F1p(θ, t) =

∞
∑

k=1,−9,11,...

5Nc1Im11

kπ
cos(kθ − ωt) (23)

F2p(θ, t) =

∞
∑

k=1,−9,11,...

5Nc2Im21

kπ
cos [(k(θ − π/10)− (ωt − π/20)] (24)

where, Im11 and Im21 are the peak currents of phases A1 and A2 respectively, assuming
a fundamental current sequence. For equal ampere turn for both windings, Nc1Im11 =
Nc2Im21, the total air gap MMF distribution is given by (25):

Ftp(θ, t) =

∞
X

k=1,−9,11,...

10Nc1Im11

kπ
. cos

„

(k − 1)π

20

«

. cos

„

kθ − ωt −
(k − 1)π

20

«

(25)

The MMF distribution and harmonic spectra of both conventional and presented wind-

ings are shown in Figure 20(a and b), respectively, assuming a set of five-phase currents

with 1 A peak and fundamental sequence is applied to the stator terminals. For the conven-

tional winding, the main dominant low order harmonics are the 9th, 11th, 19th, and 21st. In

the new winding, the 9th and 11th harmonics are completely canceled, while the fundamen-

tal component is slightly increased by approximately 1.25% as the fundamental winding

factor increases from 0.9877 to unity.

With the third sequence applied to the stator terminals, the two current groups are

shifted in time by 7π/10, as shown in Figure 18(b). The MMF generated by each winding

group can be expressed using (26) and (27):

F1p(θ, t) =
∞
∑

k=3,−7,...

5Nc1Im13

kπ
cos(kθ − ωt) (26)

F2p(θ, t) =
∞
∑

k=3,−7,...

5Nc2Im23

kπ
cos

[

(k
(

θ −
π

10

)

−

(

ωt +
7π

10
)

)]

(27)

where, Im13 and Im23 are the peak currents of the two winding groups respectively and with
the third sequence applied. The total air gap MMF distribution is given by (28):

Ftp(θ, t) =

∞
X

k=3,−7,...

10Nc1Im13

kπ
cos

„

(k + 7)π

20

«

cos

„

kθ − ωt −
(k + 7)π

20

«

(28)
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The MMF distribution and harmonic spectra of both the conventional and star/pentagon

windings are shown in Figure 20(c and d), respectively. For the conventional five-phase

winding, the third harmonic component is 30% of the fundamental component. However,

for the star/pentagon winding, the third harmonic component adds to zero, as depicted

by (28) when k = 3. Although the seventh harmonic is increased in the star/pentagon

winding, however, its effect on the induced rotor currents and hence the torque production

is negligible. This is because the corresponding magnetizing inductance of the seventh

harmonic is inversely proportional to the square of the harmonic order [44]. The main

MMF harmonic components for both conventional and star/pentagon windings are given in

Table 1.

Figure 20. MMFs for both conventional and star/pentagon windings with ((a) and (b))

fundamental sequence and ((c) and (d)) third sequence. (The base value is 157.2 AT).
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Table 1. MMF harmonic components percentage for both conventional and

star/pentagon winding with different current sequences.

Fundamental Sequence

Harmonic order 1 9 11 19 21

Conventional winding 100 1.78 1.42 5.26 4.76

Star/pentagon winding 101.25 0 0 5.32 4.85

Fundamental Sequence

Harmonic order 3 7 13 17 23

Conventional winding 30 6.6 3.5 5.3 1.7

Star/pentagon winding 0 14.4 7.8 0 3.7

3.1.2. Analysis of the SP5P Winding Connection

Figure 21(a)-(c) shows the current waveforms with one-line open under open-loop control

for the same three connections, shown in Figure 17. Compared with the waveforms ob-

tained for conventional connections, the current waveform in the star/pentagon connection

is generally sinusoidal. Moreover, the line currents of the star/pentagon connection are

much approximate to the conventional star case, but with a significant reduction in the har-

monic distortion due to the cancellation of the induced third harmonic component caused by

core saturation. With optimal current control employed, the magnitudes of the line currents

become equal, and for the same load current, they are 1.382 times the current magnitude

of the healthy case, as shown in Figure 21(d to f). It was explained before in [37] that the

star-connected stator gives better performance and better current waveform than a conven-

tional pentagon-connected stator. The star/pentagon connection is similar to a conventional

star-connected stator. Since simple optimal current control is employed and harmonic cur-

rent compensation is not applied, for simplicity, the current waveforms experience some

distortion, which is generally expected in multiphase drives due to machine and converter

nonlinearities [45].

For open-loop control with one line open, the relations between machine torque and

phase currents in the healthy phases for the three connections are shown in Figure 22. Al-

though the conventional pentagon connection ensures minimum current diversion, the star/

pentagon connection is better than the star case in this regard. In addition, the phase currents

of the star/pentagon connection are higher under light loads; however, the machine draws

less current magnitude when approaching full load, which in turn significantly improves the

machine efficiency. Thus, for the same full-load speed, the star/pentagon connection can

support higher loads at higher efficiency than conventional star and pentagon connections.

With one line open and optimal current control applied, the line currents are approx-

imately equal. The torque-speed characteristic is very close to the healthy case, but at

lower efficiency due to the increase in the line current by a factor of 1.382 with respect to

the healthy case, which increases the copper loss. When comparing the obtained results

for optimal current control with those obtained from conventional connections [37], the

star/pentagon connection can support higher mechanical loads for the same total copper

loss.
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Figure 21. Experimental current waveforms for different connections under open line con-

ditions. ((a) star, (b) pentagon, and (c) star/pentagon) Open-loop control. ((d) star, (e)

pentagon, and (f) star/pentagon) Optimal current control.

Figure 22. Experimental characteristic curves under different conditions for different stator

connections. (a) Torque/current char. (star one line open). (b) Torque/current char. (pent.

one line open). (c) Torque/current char. (Star/pent. one line open).

3.1.3. Derating Factor Calculation

The derating factor is defined as the factor by which the machine should be derated to

avoid overheating under fault conditions. In [37], these factors are determined for conven-

tional star and pentagon stator connections. The obtained derating factors for the combined

Star/Pentagon winding connection are compared with those given in [37]. The output-load

percentage corresponding to rated copper loss under healthy conditions will represent the

machine’s maximum load power. Since the same copper volume is used with the new con-

nection, the same value of copper loss of the conventional connection under rated current

is assumed. These values are found for different connections and given in Table 2. It is
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clear that the combined Star/Pentagon winding connection can support higher loads than

the other two connections in all operational cases.

Table 3 reveals the machine output torque that corresponds to a rated speed of 1700 rpm.

It is also clear that the new winding connection gives higher output torque for the same

speed, indicating the machine pull-out stability limit torque improvement.

Table 2. Output Power in PU For Same Rated Copper Loss (Base Power is 1000 W).

Connection Star Pentagon Star/Pentagon

Healthy case 1 0.92 1

Open line and open loop control 0.77 0.84 0.89

Open line and optimal loop control 0.7 0.83 0.88

Table 3. Output Torque in PU Under Rated Speed (Base Torque 5.24 Nm).

Connection Star Pentagon Star/Pentagon

Healthy case 1.04 0.96 1.01

Open line and open loop control 0.82 0.89 0.94

Open line and optimal loop control 1.05 0.98 1.03

3.2. Nine-Phase Six-Terminal Concentrated Single-layer Winding Layout

The idea of exploiting the same performance of a higher-order multiphase machine while

providing a less number of machine terminals has been recently presented in some papers,

which is carried out based on either static winding transformations [46] or through special

stator winding connections [39, 42, 47].

This subsection introduces an emerging winding layout for high-power medium-voltage

nine-phase IMs based on a single-layer concentrated winding layout having a unity winding

factor [18]. The machine is fundamentally an asymmetrical nine-phase IM, where phases

are connected in such a way as to provide six terminals that are fed from two three-phase

inverters. Compared to a conventional asymmetrical six-phase IM with the same stator and

copper volumes, it provides improved torque density, a higher torque/current ratio, and a

simpler winding layout. A nine-phase winding can be either symmetrical or asymmetrical.

Generally, an asymmetrical winding layout corresponds to a higher number of phase belts

per pole, increasing the order of the lowest harmonic [48]. The asymmetrical nine-phase

winding, shown in Figure 23(a), simply comprises three three-phase winding sets with a

spatial phase shift of 20◦. The three winding sets are fed by three three-phase current sets

shifted in time by 20◦. The required number of stator slots per pole pair for the nine-phase

six-terminal (9P6T) winding layout is 18 slots, as shown in Figure 24. Since each coil under

a pole pair represents one phase, the winding factor will be unity.

If the coils of the nine phases are connected as in Figure 23(b), then the machine will

have only six terminals. In this connection, if the phase shift between the first current group
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Iabc1 and the second current group Iabc2 is 40◦, the current phase shift of the third group

Iabc3 should be 20◦. However, the current magnitude in the winding set Iabc3 is higher by a

factor of 1.88, as depicted by (29).

Ia3 = Ia1 + Ia2 = Iph∠0◦ + Iph∠ − 40◦ = 1.88Iph∠ − 20◦ (29)

where, Iph is the machine phase current magnitude. To maintain the same ampere-turn from

all winding sets, the number of turns of the winding set abc3 should be reduced by 1.88,

and the cross-sectional area should be increased by the same factor allowing for the same

copper volume.

Figure 23. (a) Conventional asymmetrical nine-phase winding. (b) Six-terminal connection.

Figure 24. Winding layout for the nine-phase six-terminal IM.

In order to determine the required voltage phase shift between the two three-phase volt-
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age sets applied to windings abc1 and abc2 while ensuring a current phase shift of 40◦, the

per-phase equivalent circuit for the three three-phase sets is used, as shown in Figure 25. To

simplify the analysis, all sources of winding asymmetries are neglected. Since phases a1 or

a2 have the same number of turns, their equivalent per phase impedances is equal:

Za1 = Za2 = Zph (30)

where Zph represents the impedance of each three-phase set, including the mutual effect

between different sets. Since the winding impedance is generally proportional to the square

of the number of turns, the impedance of phase a3 as a function of the impedance of other

phases can be given by (31):

Za3 = Zph/1.882 = 0.283Zph (31)

As shown in Figure 25, the voltage across the phase a3 is given by (32):

V a3 = Za3Ia3 = 0.283Zph1.88Iph∠ − 20◦ = 0.532ZphIph∠ − 20◦ (32)

Hence, the applied phase voltages from the two three-phase inverters are given by (33)

and (34).

V a1 = V a3 + Za1Ia1 = 1.51ZphIm∠ − 6.92◦ (33)

V a2 = V a3 + Za2Ia2 = 1.51ZphIm∠ − 33.08◦ (34)

Figure 25. Per phase equivalent circuit for the three three-phase sets.

It is clear that both sets correspond to the same phase voltage magnitudes. However,

the phase shift between the two applied three-phase voltage sets will be −26.16◦ for a cor-

responding current phase shift of 40◦. This conclusion is based on the complete symmetry

between the two windings. Nonetheless, in the practical case, the actual shift angle and

voltage magnitudes may be slightly different. Experimental investigation shows that the

current magnitude in each three-phase inverter and the phase shift between the two three-

phase current sets are highly affected by the shift angle between the applied three-phase

voltages and their relative voltage magnitudes.
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3.2.1. Comparison between Nine-Phase Six-Terminal and Asymmetrical Six-Phase

IMs

In this subsection, the MMF distributions of conventional A6P and 9P6T winding layouts

are compared, assuming a unity phase current. The MMF distributions and their spectra

are shown in Figure 26. Generally, the MMF distribution is of high quality, and the lowest

order harmonics are the 17th and 19th. An approximate 5 % gain in the fundamental torque-

producing flux component is achieved with the 9P6T winding employed. Hence, for the

same magnetizing current, the fundamental air gap flux component is increased by the same

factor. The gain in the phase voltage will be proportional to the flux gain multiplied by the

gain in the winding factor. Since the phase voltage will be slightly different, and for a fair

assessment, the comparison is carried out for the same magnetizing current. The relation

between the phase voltages of the nine-phase and asymmetrical six-phase stators is given

by (35).

V 9
ph

V 6
ph

=
N 9

ph

N 6
ph

.
φ9

φ6
.
K9

w

K6
w

=
1

1.5
.
1.05

1
.

1

0.9598
= 0.73 (35)

where, Nph is the number of turns per phase, φ is the average flux per pole, and Kw is the

winding factor. Ideally, when converting a six-phase IM into an equivalent nine-phase IM

for the same phase current, the voltage ratio should be 0.667, which gives an additional gain

of 9.4 % for the 9P6T winding, as clear from (35) [25]. The applied inverter voltage for

the nine-phase six-terminal IM should be 1.51 times its phase voltage, as depicted by (33)

and (34). Therefore, the applied inverter voltage across the 9P6T winding layout will be

1.51 × 0.73 = 1.1 times the phase voltage in a conventional six-phase IM to ensure the

same magnetizing current. It is worth noting that the increase in the winding factor to unity

for the 9P6T winding layout will also yield an increase in the magnetizing inductance and

the equivalent rotor resistance referred to stator side by the square of this factor.

Figure 26. MMF distributions and their spectra. (a) conventional A6P. (b) 9P6T winding

layouts.
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3.2.2. Analysis of the 9P6T Concentrated Single-Layer Winding Layout

In this subsection, two FE models using JMAG Studio-10 software have been built with

the 9P6T and conventional winding layouts assuming the same stator, rotor, and cage di-

mensions. The transient module is used to estimate different IM variables under different

speeds. The machine characteristic curves under these two winding layouts are then com-

pared. Since the equivalent IM impedance and phase voltage are higher in the new 9P6T

winding layout, the line current will be less for the same speed. The gain in the fundamental

flux will expectedly improve the machine torque density. To this end, the torque-speed and

torque-current characteristics are compared in Figure 27(a and b), respectively.

As shown in Figure 27(a), the 9P6T connection corresponds to a 15 % increase in

the pull-out torque. This is due to the increase in the fundamental flux component and

the winding factor under the same magnetizing current. Moreover, the maximum torque

corresponds to a higher slip due to the increase in the equivalent rotor resistance. As a

result, the starting torque is also enhanced by approximately 37 %. Figure 27(b) illustrates

the torque-current characteristics, while Figure 27(c) shows the torque gain versus machine

per unit torque. It is evident that the torque/current ratio is prominently enhanced, which

improves the machine torque density, and a torque gain of approximately 11 % is obtained

under rated torque. Of course, the previous values, especially the maximum and starting

torques, will mainly depend on the circuit parameters; however, they can be used as a

general clue to the expected improvements in the machine performance.

Figure 27. Characteristic curves using FEA for the conventional A6P and 9P6T IMs. (a)

Torque versus speed. (b) Torque versus current. (c) Torque gain versus per unit torque.

In order to investigate the machine derating factors under single voltage source con-

verter (VSC) mode, two scenarios may be applied, namely, same rated current or same

stator copper loss scenarios. The former is a much conservative scenario and yields a sig-

nificant reduction in the maximum achievable torque. While, in the latter scenario, the

machine is loaded until rated stator copper loss is reached. In order to find this maximum

loading point, the rated stator copper loss under the healthy case, Pn
cs, is first determined

from (36):

Pn
cs = 9I2

nRs (36)

where, Rs is the stator resistance of either phase a1 or a2 and In is the rated phase current.
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Under a single converter operation, assuming abc1 is only functional, the currents in the

winding group abc2 will be zero, while the phase currents in the first and third groups, abc1

and abc3 respectively, will be equal. Hence, the machine total stator copper loss is then

given by (37):

Pcs = 3I2
dRs + 3I2

d(0.283Rs) = 3.85I2
dRs (37)

where, Id is the phase current under this derated operation. The phase current that yields

the same rated stator copper loss, Pn
cs, is then given by (38):

Id =

√

9

3.85
In = 1.53In (38)

Furthermore, the healthy and the single VSC mode cases are compared to determine the

maximum output load corresponding to the condition given by (38). The machine charac-

teristic curves under the healthy case and single VSC mode are shown in Figure 28. The

same phase voltage is assumed in all cases. The torque-speed characteristic is shown in

Figure 28(a). For the same rated speed, 1700 rpm, the achievable torque under the same

phase voltage is reduced by approximately 31 % when a single VSC mode is enabled. The

torque-current characteristic is shown in Figure 28(b). Under single VSC mode, the ma-

chine developed torque is reduced to 30 % and 64 % of the rated torque under the same

current and same copper loss scenarios, respectively. These values are comparable to the

conventional six-phase case [30], which justifies its practicality. The machine efficiency

versus output power is shown in Figure 28(c). The maximum efficiency is approximately

78 % for the healthy case. This relatively low-efficiency value is mainly because of the

low power rating of the employed prototype machine. The typical efficiencies for standard

induction motors with high power ratings and energy-efficient designs can be increased up

to approximately 96 % [24]. Under light loads (< 0.4 pu), single VSC mode corresponds to

a better efficiency, which promoted its application even under healthy condition by simply

disabling one of the converters. Since machine overheating, and consequently the required

derating, mainly depends on the total losses rather than the stator copper loss only, the re-

lation between the machine total losses versus the output power is shown in Figure 28(d).

This figure shows that the maximum achievable output power can be extended up to 70 %

of the rated output power, which is a better conclusion than the value obtained based on

considering stator copper loss only.

3.3. Pseudo Six-Phase IM Using a Quadruple Three-Phase Stator

A pseudo six-phase (P6P) winding layout suitable for medium-voltage high-power induc-

tion machines, which employs quadruple three-phase stator winding sets while providing

the same terminal behavior of a 9P6T winding, has been recently introduced, as shown

in Figure 29 [49]. In this emerging winding layout, the middle winding group abc3 of

the 9P6T winding, shown in Figure 29, is replaced by two separate three-phase winding

sets, namely abc3 and abc4, sharing the same stator slots. This way, the stator will house

four three-phase winding sets. To maintain the single-layer winding layout advantages of

the 9P6T winding, the coils of these two winding groups abc3 and abc4 are wound together

and placed in the corresponding slots at the same time as if they are one coil. The four three-

phase winding sets are then connected, as shown in Figure 29(b). The winding groups abc1
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Figure 28. Machine experimental characteristic curves. (a) Torque versus speed. (b) Torque

versus phase current. (c) Output power versus efficiency. (d) Output power versus total

losses.

and abc3 are connected in series forming the first equivalent three-phase group of the P6P

stator winding. While the remaining two winding groups abc2 and abc4 are also connected

in series to provide the second equivalent three-phase winding group. This way, the sta-

tor will be architecturally equivalent to a traditional asymmetrical six-phase (A6P) stator.

Unlike the 9P6T winding, all phases should have the same conductor diameter since all

winding groups will carry the same current magnitude. In order to maintain the same MMF

production, the total AT of the two winding groups abc3 and abc4 should also be 1.5NcIm

AT. Hence, the number of turns of these two winding groups should be 0.532 times the

number of turns of the winding groups abc1 and abc2. This can be proven using (39):

F
P6P

abc3 =
3

2

(

0.532Nce
−j20

◦

) (

Ime−j0◦
)

+
3

2

(

0.532Nce
−j20

◦

) (

Ime−j40
◦

)

=
3

2

(

0.532Nce
−j20

◦

) (

Ime−j0◦
+ Ime−j40

◦

)

=
3

2
0.532Nce

20
◦

1.88Ime−j20
◦

=
3

2
NcIme−j0◦

(39)

where, Im is the phase current amplitude and Nc represents the number of turns. With the

AT of the other two winding sets, abc1 and abc2 is equal to 1.5NcIm AT each, the total
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MMF magnitude of the four sets will be 4.5NcIm, which is the same as the 9P6T winding.

Hence, the two winding layouts will be equivalent. Figure 30 shows the MMF harmonic

spectra of both 9P6T and P6P windings in two cases, namely, the αβ subspace excitation at

which the current phase angle γ = 40◦ and x-y subspace excitation at which γ = 206.16◦.

As shown in Figure 29(a), the slots which house the coil sides of the winding groups abc3
and abc4 will have a slightly higher number of conductors (approximately 6 %). This

also yields an approximate 2 % increase in the total copper volume compared to the 9P6T

winding to produce the same air gap flux magnitude, which may be considered a slight

increase and can be neglected. Clearly, the P6P winding can be configured with either

a single neutral (1N) or an isolated neutral (2N) arrangement. With the former neutral

arrangement, the stator winding will be identical to a 9P6T winding.

Figure 29. Pseudo six-phase machine. (a) winding layout. (b) connection of different

phases.

Figure 30. MMF spectra of 9P6T and P6P windings. (a) αβ excitation with γ = 40◦. (b)

x − y excitation with γ = 206.16◦.
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3.3.1. Comparison with Conventional A6P Winding

It has been proven in [19] that the 9P6T winding outperforms an equivalent A6P winding

under fault conditions. Since the P6P is equivalent to a 9P6T winding, the study is extended

herein to derive the required optimal currents and postfault control under one phase open

(line a1 will be assumed open in the following). With the stator winding configured with

a 1N arrangement, the same optimal currents for a 9P6T derived in [19] will, therefore, be

maintained for the P6P winding. The derivation will consequently be given in this section

for the 2N arrangement. The required set of currents that produce rated flux and torque

with line a1 open will be derived under the two well-known optimization criteria, namely,

maximum torque (MT) and minimum loss (ML) [30]. For the sake of comparison, the

derived optimal currents are compared with those of a traditional A6P winding to highlight

the improvement in the torque/current ratio under different strategies.

The optimal currents under one phase open for the P6P are compared with those of a

conventional A6P winding, which are derived in [30]. The comparison is made for both

possible scenarios, namely MT and ML modes, and under the two possible neutral arrange-

ments. As explained before, the optimal currents for the P6P with 1N will be the same

as those derived for the 9P6T winding. Figure 31 reveals this comparison for both neutral

arrangements assuming a 5 % gain in the fundamental winding factor of the P6P over the

A6P case, with the latter taken as a reference case, as proved in [18]. This will better high-

light the improved gained in the machine torque density when the P6P is employed. The

comparison shows the optimal currents, the expected copper loss for rated output, Ploss,

and the maximum achievable torque, Tx, when all healthy phases are limited to 1 pu. The

maximum achievable torque is theoretically obtained from the reciprocal of the phase that

carries maximum current under rated output torque [30]. This assumption is typically em-

ployed to avoid undesirable winding hotspots. In the case of the P6P, Tx is multiplied by the

expected 5 % gain in the fundamental winding factor. This rough assumption assumes a lin-

ear torque current relation and neglects the effect of the magnetizing current component, Id.

Needless to say, this assumption was roughly used in literature for the sake of comparison

between different cases rather than obtaining an accurate torque value, noting that the actual

torque current curve is a parameter dependent relationship. Clearly, the P6P winding layout

outperforms the conventional A6P winding under different winding arrangements since it

corresponds, in general, to a lower copper loss for the same rated output power and a higher

maximum achievable torque for the same rated line current. Under the MT strategy, the

gain in torque/current ratio of the P6P seems to be higher under the 2N arrangement. On

the other hand, a higher torque/current ratio improvement is noted for the 1N arrangement

under the ML mode.

3.3.2. Analysis of the P6P Winding Layout

This subsection gives experimental results under healthy and for different postfault scenar-

ios with the two possible neutral arrangements. The machine characteristic curves in per-

unit values for both the 9P6T and novel P6P layouts under healthy conditions are shown

in Figure 32. In that case, the P6P is configured with two isolated neutrals to avoid the

circulating zero-sequence current components, while the 9P6T possesses a single neutral

point. The rated efficiency under rated output power and speed is approximately 81%. With
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Figure 31. Optimal Currents under Different Postfault Strategies for The P6P and the Tra-

ditional A6P Windings.

all tests carried out at a reference speed of 1000 rpm due to dc-link voltage limitation, the

machine efficiency for the same rated output torque is expected to be relatively lower. As

depicted in Figure 32, the two windings seem equivalent, especially under loads near the

rated load torque. A slight improvement in the machine efficiency and a smaller phase

current magnitude is noted under light loads when the machine is equipped with the P6P

winding layout. This improvement is due to the complete elimination of the circulating

zero-sequence current component since the P6P is configured with a 2N arrangement. Un-

der light loads, the effect of core saturation causes a notable increase in the induced third

harmonic current with the machine equipped with a 9P6T winding. This effect significantly

decreases as the machine is mechanically loaded, and the two winding layouts offer similar

performance.

Moreover, the performance of the novel P6P machine under different postfault strate-

gies with a one-phase open condition is investigated based on the adopted postfault strategy

and neutral arrangement. Figure 33 shows the measured steady-state current waveforms

and their sequence components in per-unit for the MT and ML modes, and the two neutral

arrangements. Clearly, under MT mode, the remaining healthy currents are equal in mag-

nitude with a per-unit current magnitude of 1.723 pu and 1.44 pu for the 2N and 1N neutral

arrangements, respectively, under rated load torque. While, under ML mode, the remain-

ing healthy current magnitudes are generally unequal. A general conclusion drawn from
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Figure 32. Comparison between the healthy steady-state characteristic for 9P6T and P6P

winding layouts at 1000 rpm. (a) Torque-current curve. (b) Torque-efficiency curve. (Rated

torque = 6 Nm, Rated current = 2.7 A).

the obtained current waveforms is that a higher quality current is achieved when the P6P

winding is configured with a 2N arrangement. The current waveform for the two postfault

strategies seems to be more sinusoidal without the need for employing harmonic compen-

sation techniques. This is simply because the circulating zero-sequence current component

between the two inverters, experienced under the 1N arrangement, is completely avoided.

The effect of neutral arrangement on machine steady-state performance under postfault

operation is also assessed by plotting the machine characteristic curves for the full torque

loading range. The healthy case is used for benchmarking. Figure 34 shows the machine

curves in per-unit values with the base values given in the figure caption. Under fault

conditions, machine derating is inevitably experienced by limiting the line currents to their

rated values to avoid possible excessive overheating [30]. However, the full loading range

will preferably be displayed in this study to indicate to what extent the machine developed

torque and the corresponding efficiency can reach under different modes with respect to the

healthy case. Generally, the ML mode offers better efficiency than the MT mode due to the

fact that stator loss is minimized under this mode. On the other hand, the 1N arrangements

generally correspond to better steady-state efficiency at lower current magnitudes for the

same developed torque for both MT and ML modes. Furthermore, the torque profiles under

both the healthy case and the four postfault strategies are shown in Figure 35. The simulated

average torque, as well as the percentage torque ripple, are given in Table 4. Clearly, for the

healthy case, the machine exhibits an almost ripple-free torque profile. With the machine

controlled to draw the reference optimal currents under one phase open, the average torque

magnitudes are approximately equal rated torque for all cases. Interestingly, the percentage

torque ripple is less than 5 %, which safely falls within the acceptable limits, but with no

notable improvement among different postfault operation cases.

By comparing the obtained results with those for a conventional A6P given in [30], it

can be concluded that the operation of the emerging P6P winding layout seems equivalent

to a conventional A6P while providing enhanced performance due to the improvement in

machine winding factor. The full comparison between A6P and 9P6T (equivalent to P6P
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Figure 33. Steady-state current waveforms and their sequence components in per unit at

1000 rpm and full load torque. (a) Healthy. (b) MT2N. (c) ML2N. (d) MT1N. (e) ML1N.

Table 4. FE Simulation Results for Torque Profiles under Different Postfault

Strategies.

Mode H MT2N ML2N MT1N ML1N

Tav, pu 1 0.986 0.994 0.988 0.995

%∆T 0.75 4.9 4.3 4.85 4.25

with 1N) was already given in [19]. Therefore, the same improvement gained under P6P

with a 2N arrangement will inevitably be obtained.
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Figure 34. Steady-state characteristic curves at 1000 rpm. (a) Torque-efficiency curve. (b)

Torque-current curve (2N). (c) Torque-current curve (1N). (Rated torque = 6 Nm, Rated

current = 2.7 A).

Figure 35. Torque profiles under different postfault strategies (Rated torque = 6 Nm).

4. Building Multiphase Winding with Standard Three-Phase

Stators

Although multiphase machines with multiple three-phase winding sets have been favored

in many applications, literature has shown that machines with a prime number of phases,

such as five-phase machines, generally outperform other phase orders, especially in terms

of machine torque density. One of the major problems when dealing with a prime number

of phases, either in academic research or industrial applications, is the special stator design.

To overcome this issue, a simple technique to rewind standard three-phase stator frames

with any n-phase symmetrical prime phase order winding is investigated [51]. The new

winding layout design is derived based on the star of slots, which proved to be an appro-

priate design tool for designing different winding layouts [52]. The star of slots drawing
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is widely explained in the literature and can simply be formed for any existing stator by

drawing a number of phasors equals the number of stator slots, S. Each phasor represents

the fundamental emf component induced in the coil side located in each corresponding slot.

The angle between different phasors, therefore, represents the angle between adjacent slots

in electrical degrees. Since most existing three-phase IMs have a number of slots corre-

sponding to a symmetrical winding distribution, the presented analysis will be limited to

this case. The given concept also assumes the same number of poles for the new winding

to ensure the same machine output power and avoid core saturation.

Taking an 18-slot/2-pole three-phase stator as an example, the corresponding star of

slots, represented using black-colored phasors, is shown in Figure 36. For this case, the

electrical angle between each slot, γ , will be 20◦. In this example, it is required to rewind

this stator with an equivalent five-phase symmetrical winding, where the angle between

each phase is 72◦. For a conventional five-phase symmetrical winding, the number of slots

per pole is preferably selected to be 10, which corresponds to a number of slots per pole

per phase, q, of 2 [44]. Hence, for the given 9-slot/pole stator and over the same figure,

the magnetic axes of the five phases of the new winding are also drawn using the single-

pole symmetry, which works equally well for either odd or even phase order [53]. For this

representation, the magnetic axis of each phase may be positive or negative, as shown in

Figure 36. The magnetic axis of phase a and the star of slots phasor of slot 1 are assumed

collinear. For simplicity, each slot comprises a single coil side as a first assumption. Now,

each phase of the five-phase winding can simply be constructed using the two adjacent

phasors of the star of slots of the existing three-phase stator. For example, phase b can be

obtained from the coils occupying slots 4 and 5.

Figure 36. The star of slots for an 18-slot/2-pole stator.

To generalize the presented case, the following angle vectors are defined. First, the

elements of the vector Wn represent the angles of the magnetic axes of the new n-phase

winding.

Wn = [α1 α2 . . . αj . . . αn] (40)

While the elements of the vectors d1 and d2 represent the angles of the two adjacent

phasors of the existing three-phase star of slots to each phase of the new n-phase winding.

d1 = [δ11 δ12 . . . δ1j . . . δ1n] (41)

d2 = [δ21 δ22 . . . δ2j . . . δ2n] (42)
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For the given 18-slot stator, these vectors are defined as follows:

W5 = [ 0◦ 72◦ 144◦ 36◦ 108◦]

d1 = [ 0◦ 60◦ 140◦ 20◦ 100◦]

d2 = [ 0◦ 80◦ 160◦ 40◦ 120◦]

(43)

Each phasor of the new n-phase winding can be constructed as the phasor summation

of the two nearest black-colored phasors located in the two adjacent slots in Figure 36.

However, this technique will yield coils with a different number of turns. The main criterion

to obtain the required number of turns of each coil is to obtain equal emf waveforms across

all phases, with a displacement angle of 2π/n among phases. If the effective number of

turns per pole of each phase is Nph, the number of turns, N1j and N2j , of the coils located

in the two adjacent slots to phase j can simply be obtained from

[

Nphj

0

]

=

[

cos (αj − δ1j) cos (αj − δ2j)
sin (αj − δ1j) sin (αj − δ2j)

] [

N1j

N2j

]

(44)

Equation (44) is solved using the angles corresponding to each phase, as defined

by (40)-(42). For the five-phase example, the calculated number of conductors per slot

and hence the suggested winding layout under one pole are shown in Figure 37.

Figure 37. Number of Cond./Slot for A Single-layer Five-phase 18-Slot/2-Pole Stator.

Clearly, for the obtained single-layer winding using the proposed technique, the di-

version between the maximum and minimum number of conductors per slot is significant

(Nph − 0.2Nph = 0.8Nph), which yields a poor filling factor. To improve this drawback, a

double-layer winding layout would be an ideal proposition, which can simply be obtained

using the concept of stator winding shifting [54]. This concept implies that two identical

stator windings are combined after shifting the second one with a certain mechanical angle

β. To maintain the same number of stator slots, this angle should be a multiple of γ . The

simplest case is to shift the winding shown in Figure 38 by one slot, hence β = γ . This

will yield the winding layout shown in Figure 38. The maximum percentage difference in

the number of conductors between different slots for this latter case will be 20%, which is

much better than the initial single-layer design.

To minimize the difference between the number of conductors per slot in different slots,

a preceding step can be done before shifting the stator winding. Since phase a comprises

one coil per pole, it is clear from Figure 37 that slot 1 has the largest number of conduc-

tors among different slots. The slots, which have the next highest number of conductors
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Figure 38. Number of Cond./Slot For A Double-layer Five-Phase 18-Slot/2-Pole Stator By

Applying Stator Winding Shifting.

(0.8Nph), are slots 3 and 8. The number of conductors in slot 1 can then be reduced to

0.8Nph by moving the extra conductors (Nph − 0.8Nph = 0.2Nph) of this phase to be

placed in the two adjacent slots. This is done by sharing these extra conductors equally

between adjacent slots 2 and 9 (or 18 under the second pole). This way, the total number of

turns per phase is preserved. Since the magnetic axis of these two adjacent slots is shifted

by the angle γ , the actual number of conductors that belong to phase a in these adjacent

slots to maintain the same MMF magnitude from this phase will be given by:

∆Nα =

(

1 − 0.8

2

)

Nph

cos γ
= 0.1064Nph (45)

which can be approximated to 0.1Nph for γ = 20◦. The stator winding shifting is then

applied to further improve the filling factor, as explained before. The final winding layout

is then shown in Figure 39. The extra conductors sharing concept defined by (45) can also

be applied to increase the number of conductors in certain slots from other coils that belong

to the same phase and located in adjacent slots. For a higher number of stator slots, the

concept of stator shifting can be repeated h times by shifting the obtained winding layout,

with one slot in each step, to minimize the diversion between the number of conductors

in different slots. However, this will yield a more complicated winding, a higher number

of coils per phase, and may be a higher number of layers. Hence, the final optimal design

is subjected to a trade-off between the winding complexity and the acceptable air gap flux

distribution quality.

The last step in this design is to select the suitable number of turns per phase per pole,

Nph, of the new n-phase winding, keeping in mind that applying the stator winding shifting

concept will double the number of turns per phase each time. Therefore, the employed

criterion in this study is to maintain the same copper volume of the existing three-phase

winding. If it is assumed that the number of conductors per slot and the corresponding

cross-section area of the existing three-phase stator are N 3
c and a3

c , respectively, Nph can be

obtained by equating the total number of conductors in both cases.

S
∑

i=1

Nci an
c = S N 3

c a3
c (46)
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Figure 39. Number of Cond./Slot for A Double-layer Five-Phase 18-Slot/2-Pole Stator And

Better Filling Factor.

where, an
c is the cross-section area of the n-phase winding. For the winding given by

Figure 39, for example, and by applying (46), where the number of winding shifts, h, is 1

(i.e., m = 2), hence;

an
c

Nph

2
(5 × 1.2 + 4 × 1) = 9N 3

c a3
c (47)

Assuming same conductor size (an
c = a3

c), hence Nph = 1.8N 3
c . The ratios between the

required number of turns of each slot Nci to the initial number of conductors of the three-

phase machine N 3
c are also given in Figure 38 and Figure 39 for both suggested winding

layouts. For both winding layouts, the maximum number of conductors will be 8 % and 4 %

above the initial three-phase machine, respectively. Other slots will have a smaller number

of conductors; however, the same copper volume is preserved. Although the winding given

by Figure 39 gives a better distribution for the number of conductors among different slots,

it corresponds to a higher number of coils per phase. Finally, the two winding layouts can

offer approximate gains in the fundamental MMF component of 2 % and 1.5 %, respec-

tively, compared with a conventional single-layer three-phase winding having q = 3, which

represents an additional merit gained when upgrading the three-phase stator to a higher

phase order.

4.1. General n-Phase Winding

In this subsection, the concept is extended to a general phase order with different number of

slots. The final winding layouts for the well-known seven- and eleven-phase symmetrical

windings are also given. For a given n-phase winding, there will be a minimum number of

slots that would optimize the air gap flux distribution. Optimally, if standard three-phase

stator frames are used, the number of stator slots should be close to the required number

of slots for a standard symmetrical n-phase stator. In conventional five- and seven-phase

windings, q is commonly selected to be 2 [25], which entails a number of slots per pole of

10 and 14 for the two cases, respectively. The nearest number of slots per pole for these

numbers using standard three-phase stator frames will be 9 and 12 for the five- and seven-

phase cases, respectively. In the case of an 11-phase winding, concentrated single-layer

winding with q = 1 was proved to ensure a perfect sinusoidal flux distribution [55], which
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entails an 11-slot/pole stator. The nearest number of slots per pole for this latter case will

be 12.

As mentioned in the previous subsection, the final winding design will be subjected to

certain constraints. The suggested constraints to decide the final design will be as follows:

• To simplify the winding process, all designs are limited to double-layer winding lay-

outs.

• The fundamental MMF component is maximized.

• The difference between the maximum and minimum number of conductors Nmax
c

and Nmin
c among different slots should be minimized to ensure approximate equal

end turn volumes.

• (N 3
c ) should be less than 1.28. This is based on the ratio between the recommended

filling factor limit values of IMs (0.35− 0.45) [24, 25].

Based on these constraints, Figure40 gives the optimal designs for the most common

slots per pole of standard three-phase stator frames assuming the same copper volumes.

According to Table 40, the most available standard stator frames can be used to build a five-

phase machine. On the other hand, the minimum number of slots per pole to build a seven-

phase machine will be 9, corresponding to an approximate 3 % gain in the fundamental

component. For this slot number, the optimal winding design is directly obtained from the

initial design based on (44) without applying the stator shifting. Increasing the number of

slots will correspond to a better air gap flux distribution but at the cost of a more complex

winding with a higher number of layers. For a 12-slot/pole stator, an acceptable seven-

phase winding design can be obtained while considering the above-mentioned constraints

with the stator shifting concept applied a single time. Finally, in case of 11-phase, the first

valid standard three-phase stator is the 12-slot/pole one. The obtained MMF fundamental

gain is 3.7 %, which is the highest among different phase orders. A higher number of

slots can be used; however, the obtained winding layouts will necessitate a higher number

of layers. Some winding layout examples are given in Figure 41-Figure 43. It is worth

mentioning that the sequence components of magnetizing flux and stator leakage flux are

extensively explained in [9].

Figure 40. Possible N-Phase Winding Layouts for Different Slot Numbers.
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Figure 41. Seven-Phase Winding Using A 9-Slot/Pole Stator.

Figure 42. Seven-Phase Winding Using A 12-Slot/Pole Stator.

Figure 43. Eleven-Phase Winding Using A 12-Slot/Pole Stator.

4.2. Analysis of Multiphase Windings Based on Standard Three-Phase

Stators

The addressed winding layouts are corroborated by rewinding a standard 1 Hp, 4-pole,

400V, 50Hz, 36-slot three-phase IM as five- and seven-phase machines. The existing three-

phase machine has a single-layer winding with a number of conductors per slot N 3
c = 84

and a conductor diameter of 0.56 mm. The total number of turns per phase will be 252
turns. The same stator is rewound using the five-phase and seven-phase windings given

by Figure 38 and Figure 41, assuming the same conductor diameter. Therefore, the total

number of turns per phase will be 150 and 108 for the five-phase and seven-phase windings,

respectively. The numbers of conductors for different slots of the prototype machine are

shown in Figure 44 and Figure 45, respectively.

The new phase voltages will be (3/5)×230 V 138 V and (3/7)×230 V 98.6 V for the

five- and seven-phase stators, respectively [25]. While same rated RMS current of 2.1 A is

maintained at a full load speed of 1320 rpm. A simulation study based on finite element

simulations is carried out to compare the new five- and seven-phase winding layouts with

the conventional three-phase case. A comparative study with standard five- and seven-phase

distributed windings is also included. While the experimental verification is performed for
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Figure 44. Experimental Five-Phase Winding.

Figure 45. Equivalent Seven-Phase Winding.

the five-phase winding under different operational conditions.

To verify that the three-phase-based new winding layouts will perfectly yield a sym-

metrical n-phase machine, finite element simulations are employed in this subsection using

JMAG-Studio 10. The simulation study will be carried out under normal n-phase sinusoidal

excitation and with a third harmonic injection applied. The latter case will expectedly yield

a trapezoidal air gap flux distribution, better core utilization, and, eventually, a torque den-

sity enhancement [55, 56]. In the following part, the machine stator phase currents, induced

rotor bar currents, and torque profiles will be compared for the three cases. Under sinusoidal

excitation, the machine is simulated at a rated speed of 1320 rpm. While under third har-

monic injection, the machine speed is adjusted such that same rated RMS line current of

2.1 A is maintained, which corresponds to a rotor speed of 1365 rpm.

Figure 36(a) firstly depicts the MMF harmonic spectra of the five- and seven-phase

windings, obtained based on winding function for a unit stator current, in comparison to the

standard three-phase case while assuming sinusoidal balanced stator currents. While the

corresponding MMF distributions are also shown in Figure 46(b and c). It is evident that

the recent windings, while offering 2 % and 3 % gains in the fundamental component for the

five- and seven-phase windings, respectively, the MMF spectra seem to be even better than

the conventional three-phase case. With the third harmonic injection applied, flat-topped

MMF distributions are obtained, as desired, in the two cases.

The machine flux density distributions under different cases are shown in Figure 47.

Comparing the equivalent five- and seven-phase winding layouts with the three-phase case,

the machine flux distributions are better than the three-phase case, as a known salient fea-

ture of multiphase winding in general. When a third harmonic injection is applied, the flux

densities of different slots under a certain pole (dashed red area in Figure 47) tend to be ap-

proximately equal, as indicated by the more teeth/pole having the same color code (green).
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Figure 46. MMF harmonic spectra for all windings with sinusoidal current excitation. (b)

MMF distribution of 5-ph winding. (c) MMF distribution of 7-ph winding.

This, therefore, indicates a quasi-square air gap flux distribution. It is worth mentioning

that the stator back-iron flux will slightly be increased when a third-harmonic injection is

applied. However, for the considered case, the flux density is still below the saturation level

to yield undesirable effects. Otherwise, the applied voltage should be reduced.

Figure 47. Flux density distribution. (a) 3-ph. (b) 5-ph. (c) 5-ph with 3rd harmonic

injection. (d) 7-ph. (e) 7-ph with 3rd harmonic injection.

Figure 48(a and b) show the stator phase currents for the five-phase winding for a con-

ventional sinusoidal supply and with third harmonic injection employed, respectively. The

same is shown in Figure 48(c and d) for the seven-phase winding. In both five-phase and

seven-phase windings, a small unbalance component, but higher in the seven-phase case

is observed in the current waveforms. This is due to the difference in the leakage stator

inductance between different phases due to the uneven distribution of different coils sides

between the upper and lower layers of different phases. This can be much improved if

the number of stator slots is selected to be close enough to the conventional n-phase case.

Hence, building a seven-phase stator using a 12-slot/pole stator will be a better option to

minimize this impedance mismatch. Nevertheless, this small current unbalance does not

give rise to a notable torque ripple component since the secondary subspace can be assumed
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as a non-torque/flux producing subspace, as clear from Figure 48(e). Needless to say, this

small current unbalance is even expected in conventional symmetrical n-phase winding due

to different unavoidable machine and/or inverter asymmetries.

Figure 48. Finite element results for different stator winding layouts. (a) 5-ph. (b) 5-ph

with 3rd harmonic injection. (c) 7-ph. (d) 7-ph with 3rd harmonic injection. (e) Torque

profiles. (f) Induced bar current.

The simulated results to the average torque and the percentage torque ripple are given

in Table 5. For a sinusoidal input supply, the five- and seven-phase windings offer a torque

gain of 2.3 % and 2.8 % over the conventional three-phase case, respectively. When a third

harmonic current injection is applied, an extra 10 % gain is obtained, similar to conventional

five- and seven-phase windings [25], which ends up with a total torque gain of 13.4 % and

13.5 % over the initial three-phase winding for the five-phase and seven-phase winding,

respectively. The induced rotor bar current is shown in Figure 48(f). Clearly, the induced

current ripple in the bar current waveform is reduced in the five-phase and seven-phase

cases compared to the original three-phase case. This is, of course, a direct result of the

relative improvement in the air gap flux distribution, reflecting the torque ripple magnitude,

as depicted by Figure 48(e). Under the third harmonic injection, the rotor current has a

flat-topped waveform due to the quasi-square air gap flux distribution.

Table 5. Simulation Results to The Prototype Machine Torque Under Different

Winding Layouts.

Case 3-ph 5-ph 7-ph 5-ph with har-

monic injection

7-ph with har-

monic injection

Tav, Nm 6.05 6.19 6.22 6.86 6.87

%∆T 2.3 2 1.4 2.2 2.1
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To co-support the validity of the presented winding layouts, a comparison with the con-

ventional n-phase windings is also carried out in this subsection. The five- and seven-phase

windings based on the standard three-phase frame are compared with equivalent standard

five- and seven-phase stators having q = 2 with the same total number of conductors.

For the original 4-pole machine, the required number of stator slots to build a standard

five-phase and seven-phase stators are 40 (10-slot/pole) and 56 (14-slot/pole), respectively.

Since the existing prototype machine has 36 slots, the equivalent winding layout, in Figure

44, will be employed. In order to maintain the same total number of conductors, the number

of turns per coil for the 40-slot stator with standard five-phase winding will be 75 turns.

For the seven-phase case, the nearest standard three-phase stator frame will have a 48-

slot. The winding layout shown in Figure 42 seems, therefore, appropriate for this com-

parison. For the same number of conductors, the number of turns per coil for the standard

56-slot stator will be 54 turn/coil, while the number of turns of different coils of the equiv-

alent seven-phase winding using the 48-slot stator is given in Figure 49.

Figure 49. Equivalent Seven-phase winding with the Same Copper Volume using a 12-

slot/pole stator.

The MMF produced by the four machines and their spectra is plotted in Figure 50 for a

unit stator current, while the gain in the fundamental MMF component against the original

36-slot three-phase stator is given in Table 6. Although the standard n-phase windings

provide an approximate 1 % higher fundamental component, the harmonic spectra of the

new windings seem to be the same. Finite element models are also built to simulate the

machine average torque of different stators, and the simulation results are also given in

Table 6. Since all machines have the same cage rotor with the same stator copper volume,

the average torques under standard n-phase windings are slightly higher thanks to their

higher fundamental MMF components.

Table 6. Comparison with Standard n-phase Distributed Winding in Terms of Fund.

MMF magnitude And Average torque.

Case
5-ph 7-ph

Prop. 9-

slot/pole

Stand. 10-

slot/pole

Prop. 9-

slot/pole

Stand. 10-

slot/pole

Fund. MMF gain 2% 3% 3% 4%

Tav, Nm 6.19 6.21 6.22 6.27

Furthermore, the presented concept is experimentally verified by rewinding a 36-slot

stator with a five-phase winding, as shown in Figure 51. Moreover, the prototype machine
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Figure 50. MMF distributionsand their harmonic spectra for the equivalent and the standard

n-phase windings. (a) 5-ph winding. (b) 7-ph winding.

and the power converter are shown in Figure 52. To verify that the machine will pursue

a conventional five-phase machine, the machine is first tested under open-loop V/f control

by plotting its characteristic curves under different cases. The machine performance under

standard indirect rotor field oriented control (IRFOC) is then carried out under both healthy

and open-phase cases. The machine parameters are estimated based on the identification

technique given in [44].

Figure 53 compares the simulated and experimentally obtained characteristic curves

under three cases, namely, a healthy case with sinusoidal excitation only, a healthy case

with third harmonic injection, and an open-phase condition with sinusoidal excitation. The

continuous curves represent the simulation results, while experimental readings are repre-

sented using discrete points. In all these cases, open-loop V/f control [37] is simply used by

applying rated input supply voltage at a rated frequency of 50 Hz, while the machine is me-

chanically loaded using the coupled PM generator. The machine output torque is estimated
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Figure 51. Stator winding layout of the prototype five-phase induction machine.

Figure 52. The prototype five-phase IM and the multiphase converter.
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from the PM generator side after compensating for different loss components. For the si-

nusoidal excitation case, the modulation index is set to unity at a dc supply of 400 V, and

the reference frequency is 50 Hz. Under third harmonic injection, the reference modulating

signal for any phase j is given by:

Mj = 1.1547

[

sin θj +
1

6
sin 3θj

]

(48)

where θj = ωt − 2π
5 (j − 1), ω is the reference angular frequency and j = 1 to 5. It is

well-known that torque enhancement using third-harmonic injection represents one of the

potential merits of a five-phase system, where machine torque density can be improved by

approximately 10 % for the same rated current [25, 56]. The sinusoidal and third harmonic

injection cases are shown in Figure 53(a and b), respectively. The agreement between sim-

ulation and experimental results proves that the emerging winding can perfectly behave as a

conventional five-phase symmetrical winding. To highlight the effect of third harmonic in-

jection on torque production and machine efficiency, the experimental characteristic curves

are compared in Figure 53(c). Under rated current, the actual improvement in the machine

torque/current gain is approximately 7 %. Similar to the third harmonic injection applied to

conventional five-phase machines, the machine performance under third harmonic injection

only outperforms the sinusoidal excitation case when the load exceeds a certain loading

point [56]. Hence, operating under sinusoidal excitation will be better for light loads in

terms of efficiency and torque/current ratio. Under open phase conditions, the machine

phase currents will be unbalanced, and the machine developed torque will be reduced for

the same motor speed. Figure 53(d) shows the machine curves assuming phase a discon-

nected, where the current magnitude diversion between phases is the same as a conventional

star-connected five-phase IM [37].

Figure 54(a and b) show the steady-state full load current waveforms under healthy

conditions with sinusoidal excitation only, and the third harmonic injection applied, respec-

tively. The current waveforms perfectly match those obtained from conventional multiphase

IM while the same controller is applied [57]. Since simple PI current controllers are em-

ployed in this study, a notable distortion in the current waveform due to the effect of third

and seventh space harmonics and the slot harmonics is observed. This effect can generally

be compensated by employing a multiple resonant current controller structure, as detailed

in [58]. Under fault conditions, the steady-state current waveforms are shown in Figure

53(c) under rated load torque. Phases b and c are in phase opposition with phases d and

e, while the current magnitudes of all phases are approximately equal to 1.38 times rated

current, which is identically the same in a conventional five-phase machine [37].

The steady-state performance under different operational conditions proved that the

machine works equally well as a conventional five-phase machine presented in literature.

While producing a high-quality flux distribution, the new winding layouts based on stan-

dard three-phase stator frames correspond to a more complicated winding structure at a

higher cost than standard winding layouts. They also yield small secondary sequence cur-

rent components due to the difference in the leakage stator inductances of different phases.

However, this latter problem can simply be mitigated through current control.



State-of-the-Art Multi-Phase Windings Types 323

Figure 53. Machine characteristic curves. (a) Healthy case with sinusoidal excitation. (b)

Healthy case with third harmonic injection. (c) Comparison between experimental char-

acteristic curves of sinusoidal and third harmonic injection cases. (d) Open phase with

sinusoidal excitation.

Figure 54. Machine characteristic curves. (a) Healthy case with sinusoidal excitation. (b)

Healthy case with third harmonic injection. (c) Comparison between experimental char-

acteristic curves of sinusoidal and third harmonic injection cases. (d) Open phase with

sinusoidal excitation.
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Conclusion

This chapter surveyed the state-of-the-art in multi-phase IM winding layouts for high-power

applications. Various types of windings were discussed, while investigating their advan-

tages and limitations. Additionally, innovative winding arrangement for improving fault-

tolerance capability have been discussed. Eventually, the construction of multi-phase ma-

chines with general n-phase using standard three-phase stator frames has been elaborated.

The following conclusions can be drawn:

• Single-layer winding layouts are preferably used with a machine with a prime number

of phases. These winding layouts offer much simpler construction for high-power

machines, improved fundamental winding factor, low insulation requirement, and

relatively high secondary subspace impedance.

• Double-layer windings are usually used with multiple three-phase machines with

even phase numbers. These winding layouts have a high-quality flux produc-

tion. However, they require higher insulations and offers low secondary subspace

impedance.

• For six-phase-based winding arrangements, the A6P gives enhanced fundamental

torque producing component by approximately 3%. However, it gives a lower maxi-

mum torque due to its high sequence stator leakage inductance. Therefore, the D3P

outperforms the other six-phase winding layouts from an efficiency perspective and

under faulty cases.

• A combined star/pentagon connection is presented for better fault-tolerant capability

and when compared to the star and pentagon ones, it improves the fundamental flux

component.

• The emerging nine-phase six-terminal winding topology is also elaborated for a better

fault-tolerance capability. The 9P6T corresponds to a 5 % gain in the fundamental

torque producing flux component while using a single layer winding.

• The novel P6P winding layout is introduced, offering several merits over both the

9p6T and conventional A6P layouts. These merits include a simpler single-layer

stator winding construction, a unity winding factor, an improved torque density, and

a higher stator current quality.

• Clear steps of how to build multiphase winding with standard three-phase stators are

extensively presented.
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Abstract

Multiphase electric drives are considered an interesting alternative for high-power

emerging applications with high-performance requirements, such as electric mobil-

ity or green energy generation. For instance, the post-fault capability of multiphase

machines is particularly attractive when security is a critical need in the system. In

addition, better current distribution and a lower torque ripple can also be achieved by

selecting a multiphase solution. Nevertheless, a high-performance control technique

is necessary to take advantage of these interesting features, providing at the same time

an acceptable current quality. In this regard, model predictive control (MPC) strate-

gies allow exploiting the additional freedom degrees of multiphase electric drives in

a simple manner. Unfortunately, with conventional MPC schemes based on the use

of a single control action per sampling period, the harmonic distortion may exceed

the permissible limit. Consequently, this control family has often been discarded as

a high-performance regulation technique. Fortunately for the MPC viability, multi-

vector control actions, commonly termed as virtual voltage vectors, permit the har-

monic content’s minimisation with the application of several switching states per con-

trol cycle. This regulation solution has provided a satisfactory harmonic distortion,

even outperforming the current quality indices of control strategies with explicit mod-

ulation stages. This chapter illustrates the role of the virtual voltage vectors in the

control of multiphase induction motors. For that purpose, an asymmetrical six-phase

induction machine fed by a dual three-phase voltage source converter is employed to

test different multi-vector MPC approaches experimentally.
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1. Introduction

The worldwide environmental situation is going through a critical moment with a signifi-

cant over-demand of ecological resources and an excessive emission of greenhouse gasses.

In fact, in the 26th UN Climate Change Conference of the Parties (COP26) in Glasgow on

October 31 - November 13 2021, more restrictive protocols have been promoted to reduce

these harmful gasses’ emissions and optimise the use of ecological resources. The Earth

Overshoot Day is a popular index to know our ecological demand since it illustrates when

humanity’s consumption of environmental resources and services in a given year exceeds

what the Earth can regenerate in that same period. Unfortunately, Earth Overshoot Day has

been reached earlier each decade. For instance, in 2021, it fell on July 29, i.e., 154 days

before the end of the year, whereas in 1990, it was reached on October 15. In order to

ensure the viability of our planet, an important number of researchers are trying to develop

a more sustainable world. Focusing on the mobility, this activity consumes a third part of

all final energy in the European Union and an important share of this energy is related to

the use of fuel as a primary source. Consequently, transport is responsible for a significant

percentage of greenhouse gas emissions in the European Union. Fortunately, an optimistic

scenario appears with the new trend based on electric mobility. This alternative permits the

development of zero-emission vehicles which can operate completely CO2-free in Tank-to-

Wheel mode. This operating mode requires a charging network that is completely powered

by renewable energies. In addition, electrical motors show higher performance than classi-

cal internal combustion engines. Therefore, the electrical propulsion systems provide better

efficiency to the vehicle and, consequently, promote more sustainable use of the available

energy.

Nowadays, induction motors (IM) are one of the most widely used rotating electrical

machines due to their low cost, suitable reliability, reduced maintenance and simplicity.

These electrical machines are based on the creation of a rotating Tesla’s field, and conse-

quently, the stator has been typically configured with a three-phase winding. However, a

high number of phases can be employed to obtain diverse benefits [1, 2]. The use of in-

duction electrical machines with more than three phases, namely multiphase IMs, usually

provides an augmented fault-tolerant capability, a reduced per-phase current rating for the

same voltage level, and the availability of additional operating modes [3, 4]. Multiphase

IMs have been selected to carry out the energy conversion in the electric drive in a high

number of works during the last decades [1, 5, 6, 7, 8, 9]. Although multiphase induc-

tion machines with a different number of phases can be found in the literature, the choice

of a stator with several three-phase windings is one of the most accepted options in or-

der to take advantage of the well-established three-phase technology [5, 6, 7, 8, 9]. In

this regard, the asymmetrical six-phase IM has been considered as a popular case study,

thanks to the reduced torque pulsations obtained when the machine is fed in a pulse-step

mode [10]. However, regardless of the stator disposition [11], the implementation of a

high-performance control technique is mandatory to obtain satisfactory performance.

Searching to maximise the current quality indices, field-oriented control (FOC) strate-

gies using a modulation stage have been generally selected as the preferable control option

in the field of electric drives [12]. The predominant role of FOC schemes was related to the

knowledge of the reference voltage and the application of several switching states during
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the control cycle in order to synthesise the reference value. Nevertheless, a new scenario

appears if the control designer’s goal is to include additional control restrictions in a simple

manner. For that purpose, the finite-control-set model predictive control (FCS-MPC) has

outperformed conventional linear controller capabilities [13, 14]. This FCS-MPC feature is

particularly interesting in multiphase machines since there are some extra freedom degrees.

However, conventional model predictive control strategies are characterised by the absence

of explicit modulation stages, and as a consequence, a single control action is applied dur-

ing the whole sampling period [15]. Consequently, important harmonic content can appear

in the phase currents if the machine possesses a low value of the stator impedance. This

limited capability of FCS-MPC strategies has been solved with the implementation of dif-

ferent multi-vector solutions where the fundamental objective is to apply several control

actions per control cycle [15, 16, 17, 18, 19, 20, 21, 22, 23], to simultaneously satisfy the

different requirements of each orthogonal subspace. The use of this approach was initially

tested in direct torque control strategies (DTC) [24], where the use of a modulation stage is

commonly omitted. Nevertheless, its implementation in FCS-MPC techniques is currently

assumed as a must if a suitable current quality is required [16].

In the field of FCS-MPC for electric drives, a control action formed by several switch-

ing states is generally termed as a virtual voltage vector (VV). The use of these volt-

age vectors permits ensuring the flux/torque production with a low harmonic content

[15, 16, 21, 22, 23]. Different sets of online [22] and offline [15, 16, 21, 23] estimated

VVs had been explored during the last years to exploit the advantages of FCS-MPC pro-

viding at the same time a suitable current quality. With the latter requirement in mind, the

selection of switching states with low production in the secondary plane is a crucial need

to achieve an adequate reduction of the harmonic distortion [21, 16, 23]. In fact, recent

publications have confirmed the goodness of large voltage vectors to generate VVs since

this set of switching states is mapped onto the secondary subspace as small voltage vec-

tors. On the other hand, the combination of one active VV with a null voltage vector allows

the enhancement of the radial refinement in the plane related to the flux/torque production

and the minimisation of the harmonic injection [23, 16]. Moreover, the implementation

of an FCS-MPC based on an offline virtual voltage vector also implies a reduction of the

computational burden because a reduced predictive machine model and cost-function can

be employed [15, 16, 21, 23]. Although the previous information can be considered trivial

in the light of the current state of the art, a tough research road has been trodden to es-

tablish this knowledge basis. This chapter describes the evolution of virtual voltage vector

solutions for FCS-MPC strategies for asymmetrical six-phase induction machines.

2. Six-Phase Electric Drive Generalities

In modern variable-speed applications, such as electric vehicles or wind energy conversion

systems, the electrical machines are usually fed by voltage source converters (VSC) to

ensure the tracking of the reference speed with high efficiency. This section describes

the fundamentals of a six-phase electric drive when an asymmetrical six-phase induction

machine is fed by a dual three-phase two-level VSC (Figure 1). The considered multiphase

drive can be employed in motor and generator mode without a lack of generality. In fact,

Figures 2 and 3 show two different applications, a wind energy conversion system and
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electric vehicle, where the proposed multiphase system can be implemented.
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Figure 1. Six-phase electric drive with an asymmetrical induction machine.

� � 	 
 � �  
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Figure 2. Six-phase wind energy conversion system.

Analysing the features of the proposed electric drive, the considered VSC provides 64

switching states to be employed as control actions. In the first stage of the MPC design, the

control designer must use these single control actions to generate different sets of virtual

voltage vectors. Each VSC leg is formed by two Insulated Gate Bipolar Transistors (IG-

BTs), that operate in a complementary mode to avoid short circuit faults. Therefore, the
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Figure 3. Six-phase electric vehicle.

performance of each VSC leg can be modelled using a binary variable Sij , where Sij=1

if the upper leg switch is ON and Sij=0 when the opposite scenario occurs. The stator

phase voltages can be estimated using the vector [S]=[Sa1, Sb1, Sc1, Sa2, Sb2, Sc2] and the

DC-link voltage VDC as follows:
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Even though stator variables can be employed to model IMs, the use of a different

reference frame is a common solution in the electric drive field to simplify the control of

these electrical systems. In this regard, the vector space decomposition (VSD) is a well-

known approach [25] that is typically applied to express phase variables in a new reference

frame. For instance, phase variables can be transformed onto two-orthogonal subspaces

using the amplitude invariant decoupling Clarke transformation matrix:
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, (2)

[vα, vβ, vx, vy]
T = [C] · [va1, vb1, vc1, va2, vb2, vc2]

T , (3)
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[iα, iβ, ix, iy]
T = [C] · [ia1, ib1, ic1, ia2, ib2, ic2]

T , (4)

where the α-β components are related to the flux/torque production and the x-y variables

only produce stator copper losses in a distributed-winding machine with negligible spatial

harmonics. In the Clarke transformation included in (2) the two zero-sequence components

have been omitted, since the asymmetrical six-phase IM has been configured with two

isolated neutral points and, consequently, these currents cannot flow.

After the application of the Clarke transformation matrix, the available voltage vectors

can be mapped onto the aforementioned orthogonal subspaces. Figure 4 shows the voltage

vector representation in the α-β and x-y planes. To identify each voltage vector, a decimal

number equivalent to the binary number of the vector [S] has been used. These voltage

vectors are classified, according to their modulus in the main plane, as large (vl), medium-

large (vml), medium (vm), small (vs) and null (vn) voltage vectors. In addition, these

control actions have been classified using their contribution in both planes [16] with the

ratio Rαβxy:

Rαβxy =
|vαβ|

|vxy|
, (5)

where |vαβ| and |vxy| are the voltage vector modulus in the α-β and x-y planes, respectively.

The control designer typically requires control actions with a suitable production in the main

subspace (dependent on the flux/torque production) and a low contribution in the secondary

subspace to minimise the harmonic injection. Table 1 shows the values of the ratio Rαβxy

for the different sets of voltage vectors in the proposed topology.
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Figure 4. Available voltage vectors in the α-β and x-y subspaces in a six-phase system.

On the other hand, the asymmetrical six-phase IM performance can also be modelled

using VSD variables. Applying this approach, the set of differential equations presents a

clarified physical meaning. In other words, α-β equations are related to the flux/torque pro-

duction whereas x-y components only generate stator copper losses. The following equa-
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tions can be implemented to model the behaviour of an asymmetrical six-phase induction

machine if VSD variables are employed:

vαs = (Rs + Ls ·
d

dt
) · iαs + M ·

diαr

dt
, (6)

vβs = (Rs + Ls ·
d

dt
) · iβs + M ·

diβr

dt
, (7)

vxs = (Rs + Lls ·
d

dt
) · ixs, (8)

vys = (Rs + Lls ·
d

dt
) · iys, (9)

0 = (Rr + Lr ·
d

dt
) · iαr + M ·

diαs

dt
+ ωr · Lr · iβr + ωr ·M · iβs, (10)

0 = (Rr + Lr ·
d

dt
) · iβr + M ·

diβs

dt
− ωr · Lr · iαr − ωr · M · iαs, (11)

Te = p ·M · (iβr · iαs − iαr · iβs), (12)

where p is the number of pole pairs, Ls = Lls + 3Lm, Lr = Llr + 3Lm, M = 3Lm and ωr is

the rotor electrical speed (ωr = p ωm ). Subscripts s and r denote stator and rotor variables,

respectively. This set of equations is usually expressed in a discrete form in order to include

the machine model into the MPC strategy.

For control purposes, the flux and torque components are typically decoupled using a

rotating reference frame. This transformation can be carried out via Park transformation

matrix:

[D] =







cos θs sin θs

− sin θs cos θs






, (13)

[ids, iqs]
T = [D] · [iαs, iβs]

T , (14)

where the flux generation is related to the d-current and the torque production is dependent

on the q-current.

Table 1. Ratio Rαβxy

Parameters v
l

v
ml

v
m

v
s

v
n

|vαβ| · 100 64 47 33.3 17 0

|vxy| · 100 17 47 33.3 64 0

Rαβxy 3.8 1 1 0.3 0
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3. Virtual Voltage Vectors as Control Actions

Focusing on the MPC flexibility, the control designer possesses the capability to define the

set of selectable switching states according to the employed electric drive or the specific

control objectives. In this regard, virtual voltage vectors are multi-vector control actions

where several switching states are applied during the sampling period to satisfy several

orthogonal subspaces simultaneously. Different sets of virtual voltage vectors have been

developed in the last years to increase the current quality indices of direct controllers, such

as FCS-MPC strategies. In the design process of VVs, particular attention has been paid

to the secondary subspace since the impedance of this subspace is generally much lower

than in the α-β plane. This section describes the performance of four alternatives of VVs

employed for the speed/current regulation of the topology described in Section 2 of this

chapter.

3.1. Multi-Vector Approaches

As previously exposed, four different alternatives of multi-vector solutions for MPC

schemes are described and tested in this work. At this point, the bases of these virtual

voltage vector approaches are introduced.

• VV-Vectors:

The first appearance of a multi-vector solution for an FCS-MPC strategy was related to

the design of control actions with a null average x-y voltage production. For that purpose,

large and medium-large voltage vectors with the same direction in the main plane were

selected because these switching states are mapped onto the secondary subspace with an

opposite direction as shown in Figure 4. Taking advantage of this feature, a set of twelve

different couples of active switching states was proposed as the first multi-vector solution

for an FCS-MPC strategy in a multiphase electric drive [15]. Nevertheless, a specific duty

cycle was necessary to obtain the desired null average x-y voltage injection during the

sampling period. This timing estimation was also carried out in an offline process, using

the x-y voltage production and taking into account the sampling period (Ts) constraint

(Ts = t1+t2). For the proposed six-phase electric drive and due to its voltage symmetry, the

duty cycle of any large voltage vector was t1=0.73·Ts, whereas for medium-large voltage

vectors the application time was t2=0.27·Ts. In this way, the virtual voltage vectors could

be defined as follows:

[V V ] = t1 · [v
l
αβxy] + t2 · [v

ml
αβxy], (15)

where vl
αβxy and vml

αβxy are the voltage projections of any large and medium-large voltage

vector, respectively.

This VV approach provided twelve couples of active voltage vectors (see Table 2) with

a null average x-y voltage production and, consequently, the harmonic content of the con-

ventional FCS-MPC can be reduced. Unfortunately, it is not an optimal solution because

medium-large voltage vectors also have a medium-large size in the x-y plane. Moreover,

with the proposed VVs, the injection of active components cannot be regulated during the
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control period according to the operating point. Focusing on the α-β plane, a limited refine-

ment of the voltage output is achieved due to the reduced number of VVs and their static

nature.

Table 2. Composition of VV-vectors

VV-vector v
l

v
ml VV-vector v

l
v

ml

VV1 36 53 VV7 27 10

VV2 52 38 VV8 11 25

VV3 54 20 VV9 9 43

VV4 22 50 VV10 41 13

VV5 18 30 VV11 45 33

VV6 26 19 VV12 37 44

• LVV-Vectors:

This second multi-vector approach proposed twelve active couples of VVs formed by

adjacent large voltage vectors [21]. In these couples of VVs, each large voltage vector was

applied during the half of the sampling period (t1=t2=0.5·Ts) to simultaneously ensure suit-

able utilisation of the DC-link voltage and a satisfactory voltage injection in the x-y plane.

This solution was provided to mitigate the limited performance of medium-large voltage

vectors in the x-y subspace for the considered topology. The application of two adjacent

large voltage vectors allowed the application of active control actions with lower produc-

tion in the secondary subspace, and consequently, a reduced current injection was expected.

Nevertheless, according to the location of adjacent large voltage vectors in the secondary

subspace, a null average x-y voltage cannot be achieved (see Figure 4). Therefore, the

voltage vector contribution of these offline control actions can be estimated applying:

[LV V ] = t1 · [v
l1
αβxy] + t2 · [v

l2
αβxy], (16)

where vl1
αβxyl and vl2

αβxy are the voltage production of two adjacent large voltage vectors

employed to create a LVV.

The application of this multi-vector approach provides to the control designer twelve

static control actions (Table 3), where the contribution of the applied voltage vectors in the

secondary subspace is lower than in the case of VVs. In addition, a higher average α-β

voltage production is also achieved with this solution. Nevertheless, the radial refinement

of the voltage output of these control actions is limited due to their static nature. This fact

limits the minimisation of the secondary components and reduces the accuracy of the α-β
response. On the other hand, a harmonic residual current can appear since the LVVs cannot

achieve a null average x-y voltage production during the control period.
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Table 3. Composition of LVV-vectors

LVV-vector v
l1

v
l2 LVV-vector v

l1
v

l2

LVV1 37 36 LVV7 26 27

LVV2 36 52 LVV8 27 11

LVV3 52 54 LVV9 11 9

LVV4 54 22 LVV10 9 41

LVV5 22 18 LVV11 41 45

LVV6 18 26 LVV12 45 37

• LVVZ-Vectors:

This multi-vector solution proposed a new set of control actions (Table 4) formed by

couples of adjacent large voltage vectors and a null voltage vector with an adaptive ap-

plication ratio [23]. The utilisation of the null voltage vector and a variable duty cycle

allowed the adaptation of the active production in both planes according to the operating

point. Therefore, this alternative avoided some of the most significant disadvantages of the

LVV approach related to its static nature. From the point of view of the virtual voltage

vector design, this solution can be defined as a hybrid strategy since the application time of

the null voltage vector is estimated online. The average voltage output of these VVs can be

modelled as follows:

[LV 0] = ta · (
1

2
· [vl1

αβxy] +
1

2
· [vl2

αβxy]) + (1 − ta) · vn
αβxy, (17)

where

ta =
i∗q

iqmax

, (18)

being vn
αβxy the contribution of the null voltage vector in the different orthogonal subspaces,

i∗q the reference value of the q-current and iqmax the rated value of this component.

Table 4. Composition of LVVZ-vectors

LVVZ-vector v
l1

v
l2

v
n LVVZ-vector v

l1
v

l2
v

n

LVVZ1 37 36 0 LVVZ7 26 27 63

LVVZ2 36 52 56 LVVZ8 27 11 7

LVVZ3 52 54 63 LVVZ9 11 9 0

LVVZ4 54 22 7 LVVZ10 9 41 56

LVVZ5 22 18 0 LVVZ11 41 45 63

LVVZ6 18 26 56 LVVZ12 45 37 7
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This virtual voltage vector solution shows a higher α-β refinement and a reduced ac-

tive voltage production thanks to its capability to modify the duty cycles according to the

operating conditions. However, a certain harmonic residual phase current can still appear

for high-operating points. This situation is significantly adverse in high-operating points

because, in this scenario, the application time of the null voltage vector is low.

• MV4-Vectors

This new generation of virtual voltage vectors was created to overcome the limitation of

LVV with an adaptive application time, i.e., the non-cancellation of the average x-y voltage

production. To satisfy this requirement, the minimum number of adjacent large voltage

vectors is three, and for this reason, the proposed active control actions are formed by

trios of adjacent large voltage vectors (see Table 5). Following the approach of [16], this

set of switching states is combined with a null voltage vector. In this design solution, a

null average x-y voltage production is obtained thanks to the use of these trios of adjacent

switching states. The application of the null voltage vector allows the minimisation of the

harmonic injection according to the operating point. The voltage production of this new

generation of virtual voltage vectors can be characterised as follows:

[MV 4] = ta · (t1 · [v
l1
αβxy] + t2 · [v

l2
αβxy] + t3 · [v

l3
αβxy]) + (1 − ta) · v

n
αβxy, (19)

where t1=t3=0.2679·Ts and t2=0.4642·Ts are the duty cycle of each large voltage vectors

l1, l2 and l3 (being l2 located between l1 and l3). As in previous multi-vector approaches,

the application time solution can be extended to any trio of large voltage vectors based on

symmetry considerations.

This multi-vector solution permits a priori the minimisation of the voltage production

in the secondary subspace. However, what is the performance of the aforementioned multi-

vector solutions if the x-y currents are analysed in-depth?

Table 5. Composition of MV4-vectors

MV4-vector v
l1

v
l2

v
l3

v
n MV4-vector v

l1
v

l2
v

l3
v

n

MV41 37 36 52 56 MV47 26 27 11 7

MV42 36 52 54 63 MV48 27 11 9 0

MV43 52 54 22 7 MV49 11 9 41 56

MV44 54 22 18 0 MV410 9 41 45 63

MV45 22 18 26 56 MV411 41 45 37 7

MV46 18 26 27 63 MV412 45 37 36 0
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3.2. Harmonic Mitigation

The model of a basic RL circuit excited by the different multi-vector approaches can be

employed in order to obtain the response of the previous question:

ix =
vx

Rs

+ (ix0 −
vx

Rs

) · e−
t

τ , (20)

iy =
vy

Rs

+ (iy0 −
vy

Rs

) · e−
t

τ , (21)

where τ = Lls/Rs is the stator time constant (being Rs = 14.20 Ω and Lls = 4.5 mH

for the selected six-phase IM). This non-linear model provides a realistic insight on the

current flowing along the machine windings. For this reason, some simulations have been

carried out using (20) and (21) to obtain an illustrated view of the x-y performance for the

considered virtual voltage vectors.

In the proposed simulation, a single control period has been assumed (being Ts= 100µs).

In addition, the initial values of the currents, ix0 and iy0, are set to zero. The first virtual

voltage vector of each multi-vector solution has been selected to be applied in (20) and

(21). For the case of the multi-vector alternatives, which allow the inclusion of the null

voltage vector, the active application time has been set equal to half the sampling period

(ta= 0.5·Ts).

Figure 5 shows the behaviour of the x-y currents using (20) and (21) for the considered

virtual voltage vectors. The use of the MV4 control action achieves the lower harmonic

content due to the minimisation of the active voltage production and the generation of a

null average x-y voltage during the sampling period. For the case of VV- and LVV-vectors

(Figures 5(a) and Figure 5(b), respectively), the injection of the active components cannot

be regulated according to the operating point, and consequently, the x-y currents are higher

than in the case of LVVZ or MV4 vectors. Focusing on the role of large voltage vectors,

the results added in Figure 5 confirm the goodness of using control actions based on these

switching states due to their low x-y production.

On the other hand, the necessary number of changes in the VSC legs to generate the

corresponding multi-vector control actions also needs to be analysed. In the field of electric

drives, a desired feature is to provide suitable harmonic mitigation with a minimal cost, i.e.,

with a reduced switching frequency. From this point of view, what is the cost of each virtual

vector voltage solution?

3.3. Switching Frequency

Taking symmetry considerations, the first control action of the considered multi-vector ap-

proaches can be analysed to know the number of switch changes to generate the virtual

voltage vectors. In the case of VVs, the transition between large and medium-large voltage

vectors implies the change of two VSC legs (Figure 6), whereas, for adjacent large voltage

vectors, a single change is required (Figure 6). Consequently, from the perspective of the

switching frequency, the cost of the LVV approach is lower than in the case of VVs. As

expected, the combination of an LVV with a null voltage vector (LVVZ-vectors) entails

more switch changes in the VSC legs. However, a pre-defined optimal null voltage vector

can be employed for each LVVZ in order to minimise the switching frequency in the design
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Figure 5. Simulation results of the x-y current evolution when (a) VV-vectors, (b) LVV-

vectors, (c) LVVZ-vectors and (d) MV4-vectors are applied.

of the multi-vector control action. The same approach was also applied for MV4-vectors to

reduce the number of changes in the VSC legs.

In conclusion, considering the switching frequency, the use of adjacent large voltage

vectors can be considered as a suitable solution due to the reduced number of changes in

the VSC legs. This fact can promote the design of control actions based on these switching

states.

4. Model Predictive Control Structure

The operating principle of MPC strategies for the current control of multiphase electric

drives can be described in a simple manner. The available control actions are employed to

predict the future currents in the electrical machine model. A two-step forward prediction

process is usually applied to compensate for the time delay caused by the sampling and

computational time. Then, after the two-stage predictive process, the future currents are

evaluated in a cost-function to select the optimal voltage vector per control cycle. Therefore,

to implement an MPC scheme, the control designer needs to develop a discrete machine

model and a cost-function, where the available control actions are assessed as inputs (see

Figure 7). This section details the alternatives to design the predictive machine model and

the cost-function according to the employed control actions. Concerning the MPC structure

of the proposed multi-vector variants, a single modification appears when the virtual voltage

vectors require the online estimation of the active application time (ta), as is illustrated in

Figure 8.

4.1. Predictive Machine Model

A discrete predictive machine model is generally employed to emulate the performance of

the regulated multiphase machine. For that purpose, different discretisation techniques have

been employed, such as Euler or Cayley-Hamilton, to develop a sample-data model of the
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Figure 6. Transition in the VSC legs to create: (a) VV-vectors, (b) LVV-vectors, (c) LVVZ-

vectors and (d) MV4-vectors.
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Figure 8. FCS-MPC structure when LVVZ-vectors or MV4-vectors are applied.

electric machine equations. The use of a reference frame based on the VSD approach is

a popular solution to reproduce the behaviour of a multiphase machine. In the case of the

considered control actions, the regulation of the x-y components is directly carried out by

applying the proposed virtual voltage vectors. This fact permits the utilisation of a reduced

machine model to predict the future stator α-β currents (̂iαβs[k+1|k]) and rotor α-β fluxes

(λ̂αβr[k+1|k]), where the the secondary components can be omitted:

[X̂αβ[k+1|k]] = [Xαβ[k]] + Ts · ([A] · [Xαβ[k]] + [B] · [Uαβ[k]]), (22)

where

[X̂αβ[k+1|k]] = [̂iαs[k+1|k] îβs[k+1|k] λ̂αr[k+1|k] λ̂βr[k+1|k]], (23)

[Xαβ[k]] = [iαs[k] iβs[k] λαr[k] λβr[k]], (24)

and the vector [Uαβ[k]] is characterised by the average voltage production of the different

multi-vector approaches modelled in the equations (15), (16), (18) and (19). On the other

hand, matrices [A] and [B] are defined by the electric parameters of the electric induction

machine.

4.2. Cost Function

The predicted and reference currents are typically employed in the cost function to select

the most appropriate control action per control cycle. Nevertheless, taking advantage of the

FCS-MPC flexibility, additional control constraints can be added in a simple manner [14].

For example, the reduction of the switching frequency has been considered in some works

as an extra control requirement [14]. In the case of the proposed multi-vector alternatives, a
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reduced cost function can be implemented since the secondary components can be regulated

in open-loop mode using the designed control actions. Taking into account the previous

assumption, the following cost function is implemented to ensure the suitable tracking of

the reference currents (i∗
αβs[k+2|k]):

J = (i∗αs[k+2|k] − îαs[k+2|k])
2 + (i∗βs[k+2|k] − îβs[k+2|k])

2. (25)

The impact of each virtual voltage vector on the predicted currents needs to be evaluated

in the proposed cost function in order to apply the optimum control action. Therefore,

a cost function value is obtained for each multi-vector voltage, and then a minimisation

process is carried out to select the most suitable sequence of switching states. Figure 9

and 10 illustrate the flowchart of the implemented two-stage prediction process and the

minimisation algorithm.
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Figure 9. FCS-MPC flowchart when VV-vectors or LVV-vectors are applied.
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5. Comparative Experimental Results

5.1. Test Bench

The test bench of Figure 11 has been employed to explore the performance of the afore-

mentioned multi-vector FCS-MPC alternatives when different operating conditions are em-

ulated. The multiphase electric drive is formed by a six-phase squirrel-cage induction ma-

chine fed by a two-level dual three-phase voltage source converter (Semikron SKS22F). The

VSC is fed by a single DC-link. The parameters of the machine, summarized in Table 6,

have been obtained using the AC time domain and stand-still inverter supply test [26, 27].

A digital signal processor (DSP) executes the four predictive control strategies, con-

cretely the model TMS320F28335 of Texas Instruments (TI). The employed DSP is pro-

grammed using a J-TAG connection and the TI property software (Code Composer). The

speed and phase current values are measured by an encoder (GHN510296R) and four hall-

effect sensors (LEM LAH 25-NP), respectively. Finally, the induction machine is loaded

coupling to the shaft of a DC machine which acts as a generator. The armature circuit of

this DC machine is connected to a set of variable passive loads that dissipates the power.
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Figure 11. The employed test bench.

Table 6. Electric drive parameters

Parameter Value

Power (kW) 1

Ipeak (A) 4.5

Rs(Ω) 14.195

Rr(Ω) 3

Lm (mH) 370

Lls (mH) 4.5

Llr (mH) 55.12

VDC (V) 300
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Table 7. Quality indices Test 1

Operating Index VV-MPC LVV-MPC LVVZ-MPC MV4-MPC

THD(%) 25.7838 24.6909 10.1361 7.6164

Switching frequency (kHz) 4.2740 3.4031 4.9302 5.5198

Then the load torque is speed-dependent.

5.2. Results

Three different experimental tests have been carried out to confirm the capabilities of

the proposed multi-vector strategies (VV-vectors, LVV-vectors, LVVZ-vectors and MV4-

vectors) to be implemented in a FCS-MPC scheme. Tests 1 and 2 explore the steady-state

performance of the four predictive strategies focusing on the signal quality and the switch-

ing frequency, whereas in Test 3, the dynamic response of these regulation techniques is

assessed. The experimental results validate the analytical analysis and the simulated results

included in Section 3.

• Steady-State Performance in a Low-Speed Scenario

In this first test, a low-speed situation is emulated, and for that purpose, the reference speed

is set to 350 rpm. Concerning the tracking of the reference speed, the four multi-vector

alternatives provide a suitable regulation with a reduced speed ripple (see Figure 12(a)).

Attending to the currents related to the flux/torque production (Figure 12(b)), the control can

be considered adequate without steady-state errors. However, two different scenarios can be

identified according to the obtained current ripple in this subspace. As it can be observed in

Figure 12(b) a higher ripple appears in the d-q currents when an active voltage injection is

maintained during the whole control period, as in the case of VV-vectors and LVV-vectors.

Analysing the secondary subspace, a similar result is obtained, i.e., the combination of

adjacent large voltage vectors with a null voltage vector achieves a significant reduction

of the harmonic content (see Figure 12(c)). As a result of the suitable regulation of both

orthogonal planes, the phase currents are characterised by a sinusoidal waveform with a

reduced harmonic distortion for the described LVVZ-vectors and MV4-vectors. Table 7

shows the total harmonic distortion of phase currents (THD) and the switching frequency

for the analysed multi-vector solutions. Attending to the THD, the best response is obtained

with the implementation of MV4-vectors with a value of 7.6164%. The lower switching

frequency is obtained for the case of LVV-vectors because, as previously exposed, a single

change in the VSC legs is necessary for the implementation of these virtual voltage vectors.

• Steady State Performance in a High-Speed Scenario

Test 2 explores a high-speed scenario where the reference speed is 700 rpm. Although a

higher value of the reference speed is established in this test, the regulation of this variable

is satisfactorily made by the four MPC schemes (Figure 13a). The tracking of the d-q
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Figure 12. Steady-state performance at 300 rpm. From left to right: FCS-MPC based

on VV-vectors, FCS-MPC based on LVV-vectors, FCS-MPC based on LVVZ-vectors and

FCS-MPC based on MV4-vectors. From top to bottom: (a) motor speed, (b) d-q currents,

(c) x-y currents and (d) set 1 of phase currents.

Table 8. Quality indices Test 2

Operating Index VV-MPC LVV-MPC LVVZ-MPC MV4-MPC

THD(%) 16.7825 17.2204 11.7944 7.3509

Switching frequency (kHz) 3.5979 2.8521 4.9592 5.6792

currents is suitable, but, as expected, the ripple is higher when VV-vectors or LVV-vectors

are employed (see Figure 13b). The minimisation of the active component injection allows

better regulation of the x-y currents, as shown in Figure 13c. Therefore, from the point of

view of the harmonic content, MPC schemes based on an adaptive application ratio are the

preferable choices thanks to their lower value of the total harmonic distortion 11.79% and

7.35%, respectively (Table 8). The minimum switching frequency is again minimised (2.8

kHz) when LVV-vectors are implemented as control actions. Therefore, this alternative can

be selected if a reduced switching frequency is required.

• Dynamic Response

IMs are commonly employed in variable-speed applications. For this reason, the dy-

namic performance of the control mentioned above techniques needs to be tested. For that

purpose, a speed ramp is emulated in Test 3 as shown in Figure 14. Regardless of the imple-

mented multi-vector alternative, the regulation of the speed is satisfactorily carried out (see

Figure 14a). As a consequence of the dynamic situation, the reference value of the q-current
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Figure 13. Steady-state performance at 700 rpm. From left to right: FCS-MPC based

on VV-vectors, FCS-MPC based on LVV-vectors, FCS-MPC based on LVVZ-vectors and

FCS-MPC based on MV4-vectors. From top to bottom: (a) motor speed, (b) d-q currents,

(c) x-y currents and (d) set 1 of phase currents.

is modified during the speed transient (14). In the case of secondary components, the in-

jection of x-y currents is modified according to the operating point when the application

time of active voltage vectors is estimated online. This advantage of the LVVZ-vectors and

MV4-vectors cannot be exploited in the case of offline approaches and, as a consequence,

the ripple of the x-y currents is not dependent on the operating scenario as it is illustrated

in Figure 14c. The lower harmonic content in both planes permits the minimisation of the

current ripple in the phase currents. This fact can be observed in Figures 14c and 14d when

the MV4 approach is implemented.

Conclusion

The capability of several virtual voltage vectors alternatives to provide a suitable current

quality, maintaining at the same time the inherent advantages of FCS-MPC strategies, has

been tested in a six-phase IM. For that purpose, simulated and experimental results have

been employed to illustrate the evolution of this popular control solution. From the har-

monic mitigation point of view, a significant enhancement is achieved when a null voltage

vector is employed and the active application time is online estimated (LVVZ-vectors and

MV4-vectors). In this regard, a reduced harmonic distortion has been obtained when the

MV4-vectors have been applied as active control actions. In fact, this control solution pro-

vides signal quality indices at the same level as conventional lineal controllers using an

explicit modulation stage. Focusing on the switching frequency losses, a better response
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Figure 14. Dynamic response in a speed-ramp test. From left to right: FCS-MPC based

on VV-vectors, FCS-MPC based on LVV-vectors, FCS-MPC based on LVVZ-vectors and

FCS-MPC based on MV4-vectors. From top to bottom: (a) motor speed, (b) d-q currents,

(c) x-y currents, (d) zoom 1 of set 1 of phase currents and (e) zoom 2 of set 1 of phase

currents.

is obtained by selecting LVV-vectors since these virtual voltage vectors can be synthesised

only with a single switch change in the VSC legs. Based on these results, multi-vector ap-

proaches are currently considered a satisfactory control solution in the field of multiphase

electric drives.
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Abstract

In terms of reliability, multiphase drives are often considered to be superior to

conventional three-phase drives due to their higher degrees of freedom. With the keen

interest from both academia and industry, substantial progress has been observed in

the development of fault-tolerant multiphase drives over the past two decades. When

operating under open-circuit faults, the phase currents in a fault-tolerant multiphase

machine will need to be increased above their pre-fault levels to maintain the same

torque-speed performance. As a result, special care needs to be taken in understand-

ing the post-fault current limits and control technique to ensure the safe operation of

the machine. This chapter discusses the concept of current limits for a multiphase

induction machine, based on a symmetrical six-phase machine, to demonstrate how

the machine needs to be derated under different open phase faults. Furthermore, the

impact of flux and torque current partitioning is discussed, where it is shown that the

derating of current should be distributed to the flux and torque component correctly to

maximize the post-fault performance of a multiphase drive.
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1. Introduction

Multiphase machines, i.e., machines with more than three phases, have been gaining popu-

larity over the last two decades due to their inherent advantages over three-phase machines.

One of the key merits of multiphase machines is undoubtedly their higher fault tolerance,

where an N-phase machine driven by an N-leg inverter can continue to operate after the

occurrence of open-circuit faults, as long as three or more phases remain intact. This is

an important improvement over three-phase motor drive, where the occurrence of an open

circuit fault (OCF) immediately reduces the machine into a single-phase machine, subse-

quently increasing the torque ripple and making it unable to self-start. Even though some

fault-tolerant three-phase drives have been proposed, they generally require additional com-

ponents and hardware reconfigurations. Hence, multiphase machines are still preferred in

fault-tolerant critical applications.

It is noted that the OCFs can occur as either open switch fault (OSF) or open-phase

fault (OPF). The former case refers to the condition where one or more switching devices

(for e.g., MOSFET or IGBT) in a converter leg is open-circuited, due to reasons such as

gating failure [1] or fault remedial control [2], such that the freewheeling diode(s) is still

functional. On the other hand, OPF refers to the case where one or more phase connection(s)

between the converter and machine is completely open-circuited, due to bad connection [3]

or disconnection of the phase due to tripped circuit breakers or blown fuses [4]. While

the two cases represent significantly different OPFs, it has been demonstrated in [1] that

standard post-fault strategy based on OPF gives satisfactory performance even during open

IGBT faults (if the two switches in the same leg are kept open but the freewheeling diodes

are operational). Furthermore, an open IGBT fault can be converted into an OPF using

additional protection devices, such as a relay, circuit breaker or fuse, which can help to

reduce deterioration of the drive during post-fault operation [1]. Hence in this chapter, the

OCF considered is referring to the OPF.

Even though multiphase machines can continue to operate after OCF, one or more sta-

tor phase windings will no longer be able to contribute to the control of the machine during

post-fault operation. As a result, the currents in the remaining phases will have to be in-

creased to compensate for the lost phase(s) to keep the torque-speed performance at their

pre-fault levels. In addition, the post-fault machine may draw unequal current in the re-

maining phases since the machine is no longer a balance N-phase machine. All these can

result in local hot spots in the machine, which can result in the subsequent failure of the

machine. To avoid such catastrophic consequences, it is common to apply current derating

on the multiphase machine during post-fault operations, where the torque-speed currents

are reduced below their pre-fault levels to keep the remaining phase currents within the

designed limits.

Depending on the number and position of the faulted phase(s), the derating factor for a

fault-tolerant machine can differ. Interestingly, the phase currents depend on the induction

machine’s flux and torque currents. Hence, there can be multiple ways of derating the flux

and torque currents while abiding by the same derating factor during post-fault operation.

It is important to understand how the choice of derating flux and torque currents affects the

attainable post-fault torque.

This book chapter discusses the concept of current derating in a fault-tolerant multi-
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phase induction drive, using a symmetrical six-phase induction machine as an example.

Initially, the current derating factors under different OCFs are discussed. Subsequently, the

partitioning of this current derating between flux and torque currents is discussed, where it

is shown that the actual post-fault torque of a fault-tolerant induction drive depends on the

magnetizing inductance of the machine.

2. Fault-Tolerant Six-Phase Induction Drive

2.1. Vector Space Decomposition for Symmetrical Six-Phase Machine

Six-phase machines are most widely investigated among multiphase machines with differ-

ent phase numbers. This is mainly because six-phase machines can be easily obtained by

rewinding three-phase machines, making them more accessible to the research community.

Furthermore, the modular three-phase structure in a six-phase machine allows the utiliza-

tion of three-phase power electronics and equipment that are readily available in the market.

Figure 1 shows the general winding configuration for a six-phase machine. The six stator

windings can be considered as two three-phase windings, i.e., a1, b1 c1 and a2, b2, c2, spa-

tially shifted by an angle γ . In the literature, the six-phase machine can be considered an

asymmetrical six-phase (A6) or symmetrical six-phase machine (S6), depending on if γ is

30 or 60, respectively. It is worth noting that γ=0 is also possible, where the two three-phase

windings appear to be directly “overlapped” with one another. Due to this, the six-phase

machine with γ=0 is referred to as the “dual three-phase” (D3) machine.

g � �

� �� �

� �

� 	 
 �

Figure 1. Spatial distribution between stator windings in a six-phase machine.

In addition, the six-phase machines can be further differentiated by the way in which the

neutral points are configured. As shown in Figure 2, the stator windings can be configured

with two isolated neutral (2N), one for each of the three-phase windings; alternatively, all
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Figure 2. Winding configurations for (left) two isolated neutrals, 2N and (right) single

isolated neutral point, 1N.
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Figure 3. Field oriented control (FOC) of six-phase machine using DSRF-PI controllers.

six windings can be configured with a single isolated neutral (1N). The 2N configuration

eliminates the zero sequence currents and simplifies the control of the six-phase machine.

However, the 1N configuration gives higher DOF, which is better for fault-tolerant drives.

In this chapter, discussions will be based on a symmetrical six-phase induction machine
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(S6), considering both single isolated neutral (abbreviated as S6-1N hereafter) and two

isolated neutrals (abbreviated as S6-2N hereafter) configurations. The concept presented

here can be easily extended to asymmetrical six-phase and dual three-phase machines, as

well as multiphase machines with other phase numbers.

Vector space decomposition (VSD) is a widely accepted approach for modelling mul-

tiphase machines. Under the VSD method, an extended Clarke Transformation transforms

the phase variables in multiphase machines into decoupled variables that can be mapped

onto several decoupled planes or “vector spaces”. For six-phase system, the transformation

results in six decoupled components which are usually denoted as α, β, x, y, 01 and 02

components. The first two pairs of the components form two decoupled planes, i.e., the

fundamental α-β plane and higher-order x-y plane; while the last two components, 01 and

02, represents the two zero sequence components in the transformed system.

Using this concept, the six-phase currents can be transformed into the corresponding

current components in the decoupled vector spaces as:

[

iα iβ ix iy i01 i02

]T
= [T6]

[

ia1 ib1 ic1 ia2 ib2 ic2
]T

(1)
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(2)

It should be noted that here that (2) is “magnitude invariant” transformation with a coef-

ficient of 1
3 , which is different from the “power invariant” transformation with a coefficient

of 1√
3
.

Using the VSD approach, field-oriented control (FOC) of a six-phase machine can be

achieved by extending the conventional FOC structure for a three-phase machine, as shown

in Figure 3. Similar to conventional FOC, rotational transformation (based on rotor flux

angle) is used to transform α-β currents into d-q currents, where d-axis current control the

flux of the machine while q-axis current regulates the torque of the machine. Flux and

torque control of the machine can be achieved using conventional Synchronous Reference

Frame Proportional Integral (SRF-PI) controllers.

Unlike a three-phase machine, however, additional current controllers will be needed

to control the x, y, 01 and 02 currents. One common practice is utilizing synchronous

reference frame PI (DSRF-PI) controllers to control x, y, 01 and 02 currents. It should be

noted that if a single isolated neutral configuration (1N) is utilized, 01 current will not flow

and can hence be neglected from the control; if the S6 machine is configurated with two

isolated neutrals, both zero-sequence currents can be ignored.

During the healthy operation of a multiphase machine, only the α-β currents need to be

controlled based on the flux and torque requirement, while the remaining x, y, 01 and 02

currents are controlled to be zero to reduce any additional losses in the machine.
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2.2. Post-Fault Operation under OPF

In healthy operation, the steady-state phase currents are balanced six-phase currents with

equal amplitudes. Under this case, the α-β current are two sinusoidal currents with equal

magnitude and frequency, which are phase-shifted by 90 degrees.

iα = Iαβ cos(ωt)iβ = Iαβ sin(ωt) (3)

When OPFs occurs, the phase current of the faulted phase(s) will drop to zero and

will no longer be controllable. This indicates that one or more degrees of freedom will

be lost, and alteration to the machine control becomes necessary to ensure the machine

can continue operating in post-fault mode. The loss of a degree of freedom will impose

additional constraints on the x, y, 01, 02 currents such that they are no longer decoupled

from the alpha-beta currents. Subsequently, new current references need to be derived for

fault-tolerant six-phase machines, based on the following criteria: i) iα and iβ should still be

two sinusoidal currents phase-shifted by 90 degrees with equal frequency and magnitude.

This is to ensure that balanced rotating MMF is still produced, such that the machine can

operate with minimal torque ripple after the fault. ii) The references of x, y, 01, and 02

currents should consider the coupling due to the loss of a degree of freedom.

For the purpose of discussion here, it is assumed that an OPF occurs on phase-a1 of an

S6-1N machine. Based on the [T6], the loss of a degree of freedom results in the following

relation:

ia1 = iα + ix + i02 = 0 (4)

This implies that ix and i02 can no longer be independently controlled to zero as was

the case in healthy mode. It should be noted here that i01 has been eliminated from the

equation since it will not flow under the S6-1N configuration. To allow a general discussion

on the possible references for x, y, 02 currents, they can be expressed as a function of the

alpha-beta currents and arbitrary coefficients K1· · ·K6 , i.e.,

ix = K1 ∗ iα +K2 ∗ iβ (5)

iy = K3 ∗ iα +K4 ∗ iβ (6)

i02 = K5 ∗ iα +K6 ∗ iβ (7)

Using the inverse [T6] transformation, the corresponding phase currents can be obtained

as:

[

ia1 ib1 ic1 ia2 ib2 ic2
]T

= [T6]
−1 ·

[

iα iβ ix iy i01 i02

]T
(8)

It is easy to see that there exists infinite possibilities for K1· · ·K6 to be selected while

satisfying the coupling constraints imposed by the OPF in (4). However, the choice of these

coefficients will change the resultant phase currents which lead to an optimization problem:

the value of K1· · ·K6 should be optimized depending on required optimization objectives.
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There are two common optimization objectives here: to maximize the post-fault torque

or to minimize the post-fault losses.

• Maximizing post-fault torque (MT)

During post-fault operation, the faulted six-phase machine will have to deliver the

required flux and torque with only five functioning phases. As a result, the

currents in the remaining phases are expected to increase and the phase with the

highest current will be the bottleneck that restricts the operation of the machine.

In order to maximize the post-fault torques, K1· · ·K6 should be selected such

that the largest post-fault phase current is minimized, i.e.,

Optimization objective for MT mode = min(Max(ik)) (9)

where ik is the phase current, with k = {a1, . . . , c2}.

• Minimizing post-fault losses (ML)

The total stator losses can be considered as the sum of the copper losses in the

remaining phases:

Ploss,cu = (i2b1 + i2c1 + i2a2 + i2b2 + i2c2) · Rs (10)

Hence, to minimize the post-fault losses in the stator windings, the optimization

objective for K1· · ·K6 should be:

Optimization objective for ML mode = min((
∑

ik
2)) (11)

The optimization of K1· · ·K6 based on objective functions (10) or (11) can be done

using optimization tools available in MATLAB, excel, GAMS, etc. [7]. For the case of

OPF in phase-a1, the optimum values for the coefficients are:

Table 1. Optimized coefficients for S6-1N with 1 OPF

Mode K1 K2 K3 K4 K5 K6

MT -0.648 0 0 -0.368 -0.352 0

ML -0.667 0 0 0 -0.333 0

Figure 4 shows the corresponding phase current for the healthy six-phase machine, as

well as the post-fault phase currents under ML and MT modes. The figure shows that the

phase currents in the remaining phases can increase beyond the rated phase current after

OPF. For the case of a single OPF, the maximum phase currents are 1.453 and 1.296 times

the rated values, respectively.

In order to achieve fault-tolerant control of a six-phase machine, modifications must be

done on the current references in order to take in account the constraints imposed by the

fault. Using the FOC structure shown in Figure3, fault-tolerant control of the S6 machine

can be achieved by modifying the references for x, y, 01, 02 currents according to the

coefficients K1 . . .K6.
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Figure 4. Phase currents for healthy and post-fault six-phase machine under ML and MT

modes.

3. Current Derating in Fault-Tolerant Drive

3.1. Current Derating Factor

Even though the machine can operate with higher phase current after fault, prolonged op-

eration in such condition is not advisable. This is because the higher phase current may

violate the thermal design of the original machine and causes subsequent damage to the

machine due to overheating of stator windings. To ensure the machine can operate safely

after fault, the machine should be “derated” to reduce the phase currents to be equal or less

than their rated values. For this purpose, a current “derating factor” was introduced [8],

where the α-β currents are reduced by a factor δ, where

δ =
1

max(ik)
(12)

Applying the derating factor will limit the maximum post-fault phase current to rated

phase current, hence avoiding thermal hotspot that can further damage the faulted machine.

However, since α-β currents are responsible for the flux and torque production in an induc-

tion machine, derating them will reduce the maximum achievable flux and torque perfor-

mance of the machine.

Depending on the types of OPF and the mode of operation (MT or ML), the resultant

derating factor for the faulted machine can be different. For a six-phase machine, the ma-

chine can tolerate up to 3 OPFs while operating in fault-tolerant mode. However, due to the

symmetry of the phase winding arrangement, the types of OPF can be reduced down to 9

unique configurations as shown in Figure 5.

A summary of optimized coefficients for MT and ML as well as the corresponding

derating factors for S6-1N machine under different OPFs are as shown in Table 2 and 3,
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Figure 5. Possible open phase faults (OPF) for S6 machine.

respectively. As the names suggest, MT mode leads to a higher derating factor than ML

mode, implying potentially higher attainable post-fault torque. It is interesting to note that

for S6 machine, the MT and ML optimization resulted in the same coefficients and derating

factors under 3 OPF scenarios.

Table 2. Optimized MT coefficients and Derating Factors for S6-1N under Different

OPFs

OPF K1 K2 K3 K4 K5 K6 δ

1 -0.648 0 0 -0.368 -0.352 0 0.771

2a -0.750 0.433 -0.433 0.250 -0.250 0 0.433

2b -1 0 -1.155 -1 0 0 0.500

2c 0 0 0 0 -1 0 0.577

2d -1 0 1.155 -1 0 0 0.500

3a -1 0 0 1 0 0 0.500

3b 0 1.732 -1.732 -2 -1 -1.732 0.167

3c -1.5 0.866 0.866 -0.5 0.5 -0.866 0.289

3d 0 0 -1.732 1 -1 0 0.289

Using the same approach, the coefficients for a symmetrical six-phase machine with

two-isolated neutrals, i.e., S6-2N, can also be derived. Compared to S6-1N, only 4 coef-

ficients (K1. . .K4) need to be optimized since both 01 and 02 currents can be neglected

in the 2N configuration. Furthermore, due to the lower degree of freedom, only 5 unique

fault scenarios are applicable for S6-2N. Table 4 and 5 show the optimized coefficients for

MT and ML modes of operation respectively for S6-2N machine. Compared to S6-1N, the
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Table 3. Optimized ML coefficients and Derating Factors for S6-1N under Different

OPFs

OPF K1 K2 K3 K4 K5 K6 δ

1 -0.667 0 0 0 -0.333 0 0.688

2a -0.833 0.289 -0.289 0.500 -0.167 -0.289 0.567

2b -0.900 -0.173 -1.212 -0.900 0 0 0.475

2c 0 0 0 0 -1 0 0.577

2d -0.900 0.173 1.212 -0.900 -0.100 -0.173 0.475

3a -1 0 0 1 0 0 0.500

3b 0 1.732 -1.732 -2 -1 -1.732 0.167

3c -1.5 0.866 0.866 -0.5 0.5 -0.866 0.289

3d 0 0 -1.732 1 -1 0 0.289

occurrence of an OPF in S6-2N will immediately give a derating factor of 0.5, i.e., the α-β

currents will need to be derated by 50%. Due to this substantial derating under OPF, the

S6-1N machine is usually preferred over S6-2N for the fault-tolerant drive.

Table 4. Optimized MT coefficients and Derating Factors for S6-2N under Different

OPFs

OPF K1 K2 K3 K4 δ

1 -1 0 0 -0.333 0.500

2a -1 0 0 1 0.500

2b -1 0 -1.155 -1 0.500

2d -1 0 1.155 -1 0.500

3a -1 0 0 1 0.500

4. Current Derating Methods for Torque and Power

Enhancement

Based on the vector space decomposition method, the phase current for an induction ma-

chine is a function of two components. Namely, the flux and torque currents, or id and iq
for the motor under rotor flux oriented control. Being aligned to the d-axis of the rotating

frame, the rotor flux, ψr, is hence a function of id and magnetizing inductance Lm, i.e.,

ψr = Lmid (13)

The output torque of the machine can be given as follows:

τ =
3

2

P

2

L2
midiq
Lr

(14)
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Table 5. Optimized ML coefficients and Derating Factors for S6-2N under Different

OPFs

OPF K1 K2 K3 K4 δ

1 -1 0 0 0 0.500

2a -1 0 0 1 0.500

2b -1 0 -1.155 -1 0.500

2d -1 0 1.155 -1 0.500

3a -1 0 0 1 0.500

The torque equation can be simplified as a function of d− q currents, and a parameter-

dependent term κp:

τ = κpidiqκp =
3

2

P

2

L2
m

Lr

(15)

In a healthy machine, where x, y, 01 and 02 currents are zero, the vector sum of torque

and flux current |idqs| should be within the limit of rated phase current ik rated with the

following relation,

|idq| =
√

i2d + i2q ≤ ik rated (16)

Various combinations of flux and torque currents allow the required torque to be gener-

ated. For the healthy drive with RFOC, the flux current is typically fixed to provide rated

flux to the machine, while the remaining current space is allocated for the torque current.

Under such circumstances, the rated torque is achievable with a rated phase current. How-

ever, if the machine is not operating at the rated torque, there are numerous ways to partition

the stator current between the flux and torque components. Optimal selection of the flux-

current has been a subject of various studies in the past, focusing on maximizing output

torque [5], [6], [9] or minimizing machine losses [10], [11], restricted for healthy induction

machines.

It is known that in fault-tolerant motor drive with the reduced number of active phases in

post-fault mode, the flux and/or torque currents will need to be derated to ensure the thermal

limits of the machine is not violated. As a result, ids and/or iqs must be scaled-down with

a specific derating factor δ corresponding to the current limit in post-fault. Hence, the

equation (16) is no longer applicable and should be modified as

|̂idq| = δ|idq| ≤ ik rated (17)

It should be highlighted that the (17) is a general expression where derating factor δ

will vary depending on the motor’s phase number, winding and neutral configurations, the

number of faulted phase(s), relative positions of the faulted phase(s) as well as the choice

of post-fault control.

The need for current derating causes the torque and power of the machine to be reduced

accordingly, as discussed in [14], [15], [16], [17], [18]. Compared to permanent magnet
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machines, the torque derating is especially severe in induction machines. For instance,

[14], [18] reported that derating the phase current by a factor of 0.577 would reduce the

torque to 1/3 of the rated torque for a fault-tolerant three-phase induction motor if the flux

and torque currents are derated equally to 0.577 of rated values. However, this is usually

not the case due to the saturation effect of magnetizing inductance.

Based on (17), there are multiple ways to derate d-q currents, so the available post-fault

torque in a fault-tolerant IM drive depends on the derating method. There are two main

approaches established for flux and torque currents derating in post-fault mode from the

literature. The first approach is to maintain the flux current at rated value and only derate the

torque current (this is referred to as Rated Flux Method, RFM, henceforth). Alternatively,

both of the current components can be derated with the same factor (this is known as the

Equal Derating Method, EDM, subsequently). The implication of each derating method is

discussed here.

Table 6. Rated Parameters of 0.55 kW Symmetrical Six-Phase IM (S6)

Parameter Value

Power 550W

Phase Voltage 240V

Phase Current 1.45A

Speed 1390 min-1

Frequency 50 Hz

Flux Current id rated 1.155 A

Torque to Flux Current ratio ζrated 1.467

4.1. Current Derating Methods

4.1.1. Rated Flux Method (RFM)

The RFM is one of the most common approaches in fault-tolerant drives [19], [20] , where

the flux current is kept at its rated value in post-fault, i.e.,

δd(RFM ) = 1 ∴ îd(RFM ) = id rated. (18)

By introducing the constant ζrated, which is defined as the ratio of rated iq to rated id,

i.e.,

ζrated =
iq rated

id rated

(19)

Equation (16) can then be rewritten as:

îq(RFM ) =
√

δ2i2k rated − i2d rated =

√

δ2(1 + ζ2
rated) − 1

ζrated

iq rated (20)
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Based on (20) the derating factor imposed to the torque current component is found to

be

δq(RFM ) =

√

δ2(1 + ζ2
rated) − 1

ζrated

(21)

By substituting (18)-(20) into (14), the maximum post-fault torque in terms of rated

torque under RFM will be

τ̂RFM = κp rated.̂iq(RFM ).id rated = CRFM .τrated (22)

where κp rated specifies the rated value of κp as follows:

κp rated =
n

2

P

2

L2
m rated

Lrrated

(23)

and CRFM , the torque derating factor for RFM, is

CRFM =

√

δ2(1 + ζ2
rated) − 1

ζrated

(24)

4.1.2. Equal Derating Method (EDM)

Another approach to reduce the post-fault current is to derate both id and iq using the same

derating factor imposed to the faulted drive [21], i.e.,

δd(EDM) = δq(EDM) = δ (25)

îd(EDM) = δ.id ratedîq(EDM) = δ.iq rated (26)

By substitution of (25) and (26) into (14), the post-fault torque using EDM can be

expressed as

τ̂EDM = κp EDM .δ
2.id rated.iq rated = CEDM .τrated (27)

where CEDM , the torque derating factor for EDM, is

CEDM =
κp EDM

κp rated

δ2. (28)

From (28), it seems like the post-fault torque is reduced by a factor of δ2 under the EDM

method. However, this is only true if the magnetizing inductance is constant. However, in an

actual induction machine, the magnetizing inductance increases with reduced flux current.

As demonstrated in [21], this increase in Lm when reducing id will, to a certain extent,

offset the reduction of torque. So, the term κp need to be recalculated for EDM as follows:

κp EDM =
n

2

P

2

L2
m EDM

Lr EDM

6= κp rated (29)
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4.1.3. Comparison between RFM and EDM

By comparing the post-fault torque expressions in (22) and (27) for RFM and EDM, the

following salient points can be made:

1. RFM is simple but has limited application

One obvious advantage of RFM approach is its simplicity. According to 21, RFM is

only applicable if the following relation is true:

ζrated >

√

1

δ2
− 1 (30)

Without loss of generality, for a particular derating factor, there is a minimum value

for ζrated, below which operation in RFM is not feasible. It practically means the

id rated itself will overload the machine if (30) is not met, even without any iq. For

e.g., for δ = 0.577, ζrated should be equal or higher than 1.414; for δ = 0.771, ζrated

should be equal or higher than 0.826, in order for RFM operation to be feasible.

While not explicitly discussed in previous literature, this shortcoming can be a mo-

tivation to prefer EDM over RFM. Unlike RFM, the EDM can generally deliver a

non-zero torque without overloading, regardless of machine type and size. This lim-

itation will be discussed in the experimental results later.

2. EDM allows higher post-fault torque current than RFM but not necessarily

higher post-fault torque

From (20) and (26), it is clear that the maximum allowable post-fault torque current,

îq, for RFM differs from that of EDM. Rearranging (20) and (26), their relation can

be expressed as follows:

îq(RFM )

îq(EDM)

=

√

(δζrated)2 + (δ2 − 1)

(δζrated)2
< 1 (31)

where derating factor is always less than unity 0 < δ < 1, (δζrted)
2 is positive and

(δ2 − 1) is negative.

From (31), the post-fault torque current is always higher in EDM compared to RFM.

This is because the reduction of îd in EDM provides additional room to accommodate

relatively more îq. However, this does not guarantee higher post-fault torque in EDM.

3. Dependency of the output torque on different coefficients for RFM and EDM

The derating factor, δ, is a typical coefficient that appears in both (24) and (28) that

basically limits the achievable post-fault torque for RFM and EDM, respectively.

While the effect of derating factor δ on the current limit is definite and independent

of machine parameters, its impact on the maximum post-fault torque is not linear,

both for RFM and EDM.

For RFM, the achievable post-fault torque is a function of both δ and the rated cur-

rent ratio, ζrated, as shown in (23). For EDM, however, the ratio of κp EDM over
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κp rated is another key coefficient, other than δ, as stated in (28). If the rotor leakage

inductance Llr is relatively small, that is usually the case, the rotor self-inductance

Lr and magnetising inductanceLm would be nearly equal (Lr ≈ Lm) and therefore,

(28) can be simplified and expressed in terms of magnetising inductance as follows.

CEDM =
L2

m EDM

Lr EDM

.
Lr rated

L2
m rated

≈ Lm EDM

Lm rated

δ2 (32)

Hence, the post-fault torque for polyphase machines under both RFM and EDM is a

function of machine parameters (ζrated and Lm EDM/Lm rated) and derating factor.

To further analyse and understand how one method compares to the other on different

machines, it is necessary to utilise actual machines parameters.

4.2. Post-Fault Torque Characteristics

Based on (13)-(33), it is evident that the machine torque in healthy and post-fault opera-

tion can theoretically be obtained if the magnetising inductance and rated current ratio are

known. By plotting the maximum feasible torque against different flux currents, the attain-

able torque under the RFM and EDM can be determined such that the suitable method can

be selected. However, as will be shown subsequently, the characteristic of the magnetising

inductance has a profound effect on the torque curve and will affect the conclusions to be

made. To clearly illustrate this, two cases are considered here:

• Case A: Ideal magnetising inductance (constant Lm)

• Case B: Practical magnetising inductance (with saturation)

Figure 6 illustrates a typical magnetising inductance curve as a function of flux current

id (normalised to the rated phase current of the machine) of an induction machine. While the

magnetising inductance varies from machine to machine, the inductance generally reduces

with increasing flux current id due to flux saturation. In this particular case, rated Lm is

obtained under rated id, which is around 0.48 p.u. of the rated phase current.

Hence, when flux current id is reduced, the torque can decrease due to the reduction in

id, but it can also increase due to the increase in Lm. The actual impact of flux current id
derating on torque can be analysed by considering two cases: the case where magnetising

inductance is considered to be ideal and constant regardless of id (Case A); and second case

where a realistic magnetising inductance that changes with id is considered (Case B).

CEDM =
L2

m EDM

Lr EDM

.
Lr rated

L2
m rated

≈ Lm EDM

Lm rated

δ2 (33)

Hence, the post-fault torque for polyphase machines under both RFM and EDM is a

function of machine parameters (ζrated and Lm EDM/Lm rated) and derating factor. To

further analyse and understand how one method compares to the other on different ma-

chines, it is necessary to utilise actual machines parameters.
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Figure 6. (top) Magnetizing inductance curves of Case A versus Case B, (middle) mul-

tiplication of flux and torque currents, and (bottom) healthy and post-fault torque curves

for induction motor as a function of flux current id using ideal and practical magnetizing

inductance curves.
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4.2.1. Torque Calculation for Case A (Ideal Lm)

Firstly, let’s assumed that Lm is constant regardless of id, and has a rated value of 0.485 H

as shown with a horizontal dotted line in the Lm section of Figure 6. As illustrated in the

middle section of Figure 6, the normalized multiplication of flux and torque current, while

maintaining the phase current at rated value, can be plotted as a function of the id for both

healthy and post-fault scenarios, i.e., δ = 1.0 and δ = 0.577 respectively.

If Lm is assumed to be ideally constant, the id*iq curve for the healthy machine will

peak at id = 0.707p.u., as expected. The same conclusion can be drawn for the ideal torque

curve, represented by blue dotted trace (Case A) in the torque section of Figure 6. This

observation is in agreement with the theoretical discussion on maximum torque per ampere

MTPA [6], which suggested that maximum torque is achievable where flux and torque

current are equal id = iq. However, having a high value of rated id of over 70% will result

in a machine with a low power factor and efficiency. In practice, it is common for induction

motors to have a lower rated id to maximize their efficiency, especially for variable torque

applications. For the case of 1 kW motor, the rated id is measured to be 1.31∗
√

2 = 1.85A,

as denoted in Figure 6 by vertical dash-dotted green lines (id rated = 0.484 p.u.).

For the derating factor of δ = 0.577, the corresponding post-fault torque curve based

on (1) and (3) are then calculated theoretically and shown by the dotted turquoise trace in

the torque section of Figure 6. As Lm is assumed to be constant here, the factor κp in (15)

will be a constant too. Subsequently, the torque curves for healthy and post-fault torque

are simply scaled versions of the id*iq curves in Figure 6, with the scaling factor being the

derating factor (i.e., 1 and 0.577 respectively).

4.2.2. Torque Calculation for Actual Lm

Due to the saturation effect of magnetizing inductance in an actual induction machine, the

actual torque (Case B) will be higher than the ideal torque (Case A) for id lower than

id rated, and lower than the ideal torque for id above the id rated. Hence, the actual torque

curve of the machine (Case B) is found to be significantly different from the ideal case (Case

A), which peaks at a relatively low id, well below the 0.707 p.u. value in the ideal case.

Based on the sample machine with torque-id curves, as shown in Figure 6, the saturation

effect of magnetizing induction will lead to approximately 7% higher achievable post-fault

torque in EDM than RFM. This implies that if the characteristics of the magnetizing in-

ductance can be predetermined, the following relation can be used to determine if RFM or

EDM can provide higher post-fault torque in a fault tolerant induction motor drive:

ε = (
Lm EDM

Lm rated

δ2)− (

√

δ2(1 + ζ2
rated) − 1

ζrated

) (34)

such that ε < 0 indicates that RFM is superior over EDM in terms of post-fault torque

production and vice versa.

With the understanding of the effect of magnetizing inductance established, experimen-

tal tests are performed on S6 IM to demonstrate the validity of the discussion. In this case,

the S6 IM is controlled using a fault-tolerant control scheme with SRF-PI controllers [7]

while operating with 1 OPF. Figure 9 and Figure 10 show the results for single OPF with

S6-1N, while Figure 11 and Figure 12 show the results for single OPF with S6-2N.
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Figure 7. The magnetizing inductance curve S6 IM.

Figure 8. The theoretical estimation and experimental results of output torque for S6 IM.

With a single neutral, the derating factor of δ1 = 0.771 is applied. As shown in Figure

10, both RDM and EDM give approximately the same torque performance for this particular

machine. In terms of the voltages, the amplitude of vαβ is slightly lower in EDM compared

to RFM due to the lower flux current in the former case. However, it can be observed

that the amplitude of vxy0+ in Figure 10 remains fixed, regardless of the current derating

method. This is because:

1) The amplitude of x−y and 02 currents are purely functions of α−β currents, which

are the same in both EDM and RFM as long as the maximum phase currents ik are kept at

rated values.

2) The x−y and zero plane inductances are not affected by the magnetizing inductance.

Hence, the machine’s x,y and 02 impedances remained relatively constant irrespective

of the changes in flux current when switching from one flux derating method to another.

It should be highlighted here that the S6-2N machine operating under RFM (δ1 =
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Figure 9. The current components under RFM with id=1.14A (left), and EDM with

id=0.88A (right), experimented on S6 IM with 1OPF (δ1=0.771), single neutral and rated

phase current.

Figure 10. The current components under RFM with id=1.14A (left), and EDM with

id=0.57A (right), experimented on S6 IM with 1OPF (δ2=0.500), two isolated neutral and

rated phase current.
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Figure 11. The αβxy0+ components of voltage with output torque under RFM with

id=1.14A (left), and EDM with id=0.88A (right), experimented on S6 IM with 1OPF

(δ1=0.771), single neutral and rated phase current.

Figure 12. The αβxy0+ components of voltage with output torque under RFM with

id=1.14A (left), and EDM with id=0.57A (right), experimented on S6 IM with 1OPF

(δ1=0.500), two isolated neutral and rated phase current.
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0.500) is unable to operate in the post-fault mode without violating the current limit since

(30) does not hold true for this machine. As seen in Figure 12, approximately 20% of

rated torque is achievable if the machine is allowed to be overloaded, with maximum phase

current exceeding the rated value in Figure 11. On the other hand, the same machine is

able to deliver 29% of rated torque if operated under EDM in post-fault operation. Further-

more, operating under EDM will allow the machine to operate above rated speed using the

additional voltage margin available (due to the lower amplitude of vαβ).

While for the case of the S6 machine here, EDM is preferred over RFM, this might not

hold true for other induction machines. As demonstrated in [23], the choice between EDM

and RFM depends heavily on the magnetizing curve of the machine. Understanding the

machine characteristics will be instrumental in deciding the suitable flux derating method

in a fault-tolerant induction drive. Furthermore, when designing a fault-tolerant induction

motor, the proper design of the magnetizing inductance curve will also be important to

ensure sufficient post-fault torque can be attained during fault-tolerant operation.

Conclusion

In this chapter, current derating in fault-tolerant multiphase induction motor drive is dis-

cussed. Firstly, the concept of vector space decomposition and its application on the control

of the multiphase machine is presented, using a symmetrical six-phase induction machine

(S6) as an example. Subsequently, the impact of current derating on the post-fault perfor-

mance of the fault-tolerant drive is demonstrated. It is highlighted here that the achievable

post-fault torque of a fault-tolerant induction motor drive depends on how the current de-

rating factor is partitioned between the flux and torque current, as well as the machine’s

magnetizing induction characteristics. While experimental results are based on a 0.55kW

symmetrical six-phase machine, the concept discussed here is valid for other types of mul-

tiphase induction machines.
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Abstract

Induction motors are the main elements for converting electrical energy into me-

chanics for the productive sector since their low cost and long durability include their

most attractive characteristics. Also, the need to reduce maintenance costs and the

implementation of predictive techniques, aiming to minimize setbacks generated by

unexpected disconnections of production lines, becomes essential and a great incen-

tive for the development of systems capable of identifying faults. Given this, this paper

implements a systematic search to identify papers and other scientific and technologi-

cal papers to reach state of the art and the technique of the theme of monitoring faults

in induction motors. With this, the primary methods used for this purpose were iden-

tified, and in this way, it is possible to suggest new lines of research on the subject of

detection and diagnosis of faults in induction motors.

Keywords: fault detection, fault diagnosis, predictive maintenance, condition monitoring,

bearing fault, stator fault, broken rotor bar fault, eccentricity fault

1. Introduction

The growing need to search for more rational and economic processes concerning the effi-

cient use of electrical energy has resulted in detailed studies for the optimisation of man-

ufacturing techniques, which also aim at the adequate conservation of electrical energy.

Within this context, electric motors are essential equipment in most processes that involve
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the productive sectors, as they stand out as the main elements for converting electrical en-

ergy into mechanics. As a result, these electric machines have undergone improvements that

meet the emerging needs of production processes due to their energy importance within the

international scenario [1, 2].

A large part of the industrial applications that require converting electrical energy into

mechanics uses rotating electrical machines, such as induction motors, as the low cost as-

sociated with long durability reflects their most attractive characteristics. In addition, the

growing need of productive sectors facing preventive and predictive maintenance, aimed

at reducing maintenance costs, minimising inconveniences generated by unplanned shut-

downs of production lines, and even inhibiting the risk of work accidents, makes relevant

and motivating the development of systems capable of identifying defects and incipient

failures inherent to the machine [3].

Electric motors are exposed to various environmental conditions, operating under differ-

ent loads, which, together with natural ageing, can cause failures inherent to the machines

themselves or associated with severe conditions. In this context, monitoring to detect and

diagnose defects in their early stages is of paramount importance to treat them properly,

preventing failures and, consequently, reducing maintenance cost, parts inventory cost, and

shutdown of the industrial sector in which the machines are contained [4].

Failures in electric motors can be, in general, of electrical characteristics, such as stator

and rotor defects, and mechanical, such as eccentricity and mechanical component failures.

In this way, the identification and application of techniques for predicting and preventing

mechanical and electrical failures increase the availability and reliability of rotating electri-

cal machines.

The methods and protocols used for protection are as old as the machines themselves.

As for applications in induction motors, manufacturers initially had simple protections,

such as overcurrent and overvoltage, to ensure safety and reliability in operation. However,

as the functions of induction motors become increasingly complex, continuous monitoring

becomes more and more necessary, as in applications in pumps, compressors, fans, and

load handling. Given this, condition monitoring is essential to follow faults from the begin-

ning, aiming to reduce the costs of tools and operators stopped and optimise maintenance

functions and avoid financial losses.

Several faults can impair the required function of induction motors, the main ones being

listed [5]:

• Faults in the stator resulting in the opening or short circuit of one or more phase

windings of the stator;

• Abnormal connections of the stator windings;

• Broken rotor bar or cracked rotor terminals;

• Static and or dynamic air gap irregularities;

• Eccentricity causing problems to the stator core and the windings;

• The short winding of the rotor;

• Bearing and gearbox fault.
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Of the faults presented, the hegemonic ones are those in the bearing, stator, rotor bars,

and those related to eccentricity, which need more attention. These types of faults present

several symptoms, with the prevailing voltages of unbalanced air opening and line currents,

an increase in intermittent torque, a decrease in average torque, reduction of efficiency and

excessive heating [5, 6].

Most of the techniques developed for fault detection and diagnosis in three-phase in-

duction motors are currently applied to steady-state signals [7, 8, 9, 10]. However, it is in-

teresting to clear up defects and evidence of occurrences still in the initial stage of operation

or the transitory regime for some applications. These applications are based on intermittent

machine start-up and also for initial commissioning tests after installation [11, 4].

Still, the interest in detecting and diagnosing transient defects is motivated by the ex-

cellent performance of the techniques in conditions where steady-state methods have poor

performance, such as in the detection of broken bars in machines with low nominal slip,

external bar breaks in double cage induction machine, bar breaks in machines with axial

air ducts, asymmetries, and eccentricities of rotors in machines with continuous load oscil-

lations [11, 12, 13, 14]. In these cases, failures are hardly detected in the steady-state of

operation, as they are coupled to a fundamental component or noise, or they can lead to a

false-positive diagnosis or type I error [11].

Otherwise, induction machines that occasionally operate in a restricted steady-state are

gaining importance in the industrial environment. Relevant examples of such applications

are wind power generation, electric vehicles, or motors driven by electronic converters that

operate closed-loop controlled systems. Induction motors often experience continuous and

random changes in load, speed, or power conditions in these applications. The application

of conventional steady-state techniques such as Fast Fourier Transform, which calculates

the discrete Fourier transform, leads to blurred spectra where the fault components scatter

and become unidentifiable [15].

Most conventional steady-state detection and diagnostic methods identify distinct fault

components in a current spectrum. Likewise, steady-state diagnostic methods are often

based on intelligent systems, combining attribute selection and machine learning techniques

to identify the evolution of fault components. Therefore, the attributes extracted from the

signals constitute the fundamental step in the diagnosis of defects in the transient operating

regime [11, 16]. As the detection and diagnosis of defects even in the transient operating

regime are subject to several random factors, such as noise, the techniques used must be

noise-robust, reducing the rate of errors and false alarms [17, 18].

To detect and diagnose faults in induction motors, many methods developed to date

in the most diverse fields of science. Thus, this paper presents a systematic review of the

literature to establish state of the art, allowing the knowledge of the papers and applications

currently offer together with possible innovations on this theme.

This research is vast, as several combinations of techniques can be used to detect and

monitor failures. As for the type of signal, electrical and mechanical are applied in time

and/or frequency domains, and there are also different working regimes such as stationary

and transient. Also, machine learning and attribute selection tools are often applied for this

purpose. Given this, a combination of the various knowledge domains mentioned is relevant

to composing this topic’s state of the art.
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2. Types of Faults in Induction Motors

Its internal or external condition can influence the appearance of failures of an induction

motor. The faults can be classified as mechanical, electrical, or environment-related failures

according to their origin.

Thus, several fault detection techniques were developed to detect and diagnose fault-

related signals. In this way, the following describes the faults that need more attention in

the operation of rotating electrical machines.

2.1. Bearing Faults

Usually, a rolling-element bearing consists of two concentric rings, which are a set of rollers

or balls on the raceways between the inner and outer rings. Bearing failures can be classified

as distributed or local [19]. Distributed faults include undulation, rough surface, oversized

rolling elements, and misaligned runways. Localized faults include pits, chips, and cracks

in the rolling surfaces. When a moving roller passes over the fault’s surface, it generates a

series of vibration impacts at that very moment. The period and amplitude of the effect is

calculated by the position of the anomaly, speed, and dimension of the bearing. Mechani-

cal vibrations are at each component’s rotation rate and are produced by defective bearings.

The characteristic frequencies associated with the raceways and the balls or rollers are deter-

mined by the speed of rotation and dimension of the machine’s bearing and also determines

the condition of the bearing using mechanical vibration analysis techniques [20].

2.2. Stator Faults

Most of the induction motor’s stator faults are subject to various stressful operating condi-

tions, such as environmental, electrical, thermal, and mechanical. The most frequent and

potentially disastrous faults are faults in the stator winding, namely open circuit, curve by

curve, phase by phase, coil by coil and coil to earth. If a timely diagnosis is not made,

it can cause terrible motor failure. The three main divisions of the stator failures are as

follows [21, 22, 23]:

• Housing: includes vibration, circulating currents, earth faults and loss of refrigerants;

• Lamination: involves loosening the core and core hot spot;

• Fault in the stator windings: consists of the part of the final winding and part of the

groove that includes movement of conductors, insulation wear.

2.3. Broken Rotor Bar Faults

The appearance of breaks in the rotor bars is the result of a series of efforts that can be clas-

sified as thermal, caused by overload and thermal imbalances; magnetic, by electromagnetic

forces and noises; vibration; environmental damage due to abrasion contamination of the

rotor material; and, mechanically, due to bearing faults or due to the manufacturing pro-

cess. In the face of such situations, the machine can continue operating. However, the

presence of a broken bar, can cause electric arcs, originating in the middle of the fracture
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of the broken or cracked bar, creating an overheating that will accelerate the development

of the failure; new fractures, caused by mechanical efforts and high currents imposed on

the adjacent bars; and, broken bar releases due to the action of centrifugal forces acting

on the rotor, which can physically damage the other bars, the stator windings and also the

magnetic circuit [24, 25, 26].

2.4. Eccentricity Faults

The eccentricity of the air gap is the result of the uneven clearance between the rotor and the

stator of the induction motor. Its two types are the static eccentricity of the airspace and the

dynamic eccentricity of the air. Mixed eccentricity is a combination of static and dynamic

eccentricity in the airspace, and the inclined eccentricity of the airspace is the axial non-

uniformity of the airspace. The minimum length of the radial air space is fixed in the area for

static eccentricity of the air space. At the same time, the center of the rotor and the center

of rotation never coincide in the dynamic eccentricity. During the commissioning of the

induction motor, incorrect positioning of the stator or rotor can result in static eccentricity.

Dynamic eccentricity occurs due to bearing wear, shaft bending, or mechanical resonances

at critical speeds [27, 28, 29].

3. Systematic Review Methodology

The systematic review of the literature is a rigorous and replicable method to achieve rel-

evant evidence for a specific research question [30]. This research method first appeared

in areas related to health [30, 31]. However, there are currently conducts and uses in other

areas. In engineering and exact sciences, several applications can be found in the most

diverse lines of research, including systematic reviews that investigate other systematic re-

views [31, 32].

Figure 1 summarizes the workflow of the systematic review steps. This process of

searching, selecting, and analyzing the papers found was and carried out chronologically

with possibilities of feedback at each new interaction of the phases. The first part consists

of steps 1, 2, 3, and 4, which constitutes the protocol for applying the method, while the

second part, composed of steps 5, 6, and 7, is the analysis of results, such as the literature

analysis.

Under the methodological design of the systematic literature review, it was proposed,

based on the objectives of this paper, a research question, Step 1, encompassing all aspects

of mathematical and physical in detecting and diagnosing faults in induction motors.

The identification of the databases that outlined the searches, Step 2, was performed

by bringing together the primary databases used in research in the area of engineering and

exact sciences, represented by IEEExplore, Scopus, Web of Science, SciELO, Wiley, and

CiteSeer. Step 3 was defined as the stage of determining the inclusion and exclusion criteria

for further analysis and to form the meta-analysis of the related literature. The criteria for

selecting articles were built on question modalities to narrow down the choice of papers of

interest, and are shown below:
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Figure 1. Steps of the systematic review used.

1. Is the paper related to the research question?

2. Is the paper related to the implementation of systems, applications or tools for ana-

lyzing and monitoring faults in induction motors?

3. Is the method used based on experiments, simulations or mathematical analyzes?

4. Is paper accessible institutionally?

5. Is the paper not repeated in the searched databases?

6. Is the paper written in Portuguese, Spanish, or English?

It is worth mentioning that these criteria are for the inclusion of papers for critical anal-

ysis, and, if any of these criteria are denied, the article must be excluded. Thus, finalizing

the collection and selection of articles, Step 4, search and selection of articles began ac-

cording to the criteria determined in Step 3. For this, keywords or similar words related to

the theme for building a search string. With that, the words used in the search are presented

in Table 1. It is worth mentioning that these words are related through logical operators for

insertion in the literary bases.

After the construction of the string and the selection criteria, the search was initiated

in each of the selected databases, and the attributes acquired from the search were inserted

in an electronic spreadsheet. After the search period, in the first moment, the second part

of the review is performed, that is, the selection and organization of the collected papers,

which will be presented in the subsequent section.
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Table 1. Structure of the types of keywords used in searches

Study object Defects Database

Asynchronous machine Bearing Synthetic

Induction motors Stator Experimental

Broken rotor bar Hybrid

Eccentricity

Hybrid

Signals Analysis regime Analysis domain

Electrical Stationary Time

Mechanical Transient Frequency

Thermal Hybrid Time-frequency

Hybrid Hybrid

4. Literature Meta-Analysis

The search period for the systematic review was between January 2013 and May 2020. With

the application of the systematic literature search process, 3388 papers were identified, with

this number reduced to 734 after the implementation of the inclusion criteria. Then, the

title and summary of all the papers found were read to carry out the selection of papers.

When the choice cannot be made without question, the reading of the complete paper was

considered, until there were no doubts about the relevance of the paper. At the end of this

process, 169 papers were obtained from which information was extracted to answer the

research question.

In Figure 2, a bar graph is displayed containing the distribution, by year of paper, of

the number of papers selected at the end of the systematic literature review. The figure

shows that between the years 2013 and 2016, the average of published papers was 13,

while in the following years to date, the standard has grown to approximately 29. This fact

can be explained due to the consolidation of interest in the researched topic, mainly in the

application of intelligent systems for fault detection in electrical machines.

The analysis of the 169 papers discovered in the systematic review allowed the imple-

mentation of the following meta-analysis, following Steps 5, 6, and 7 of the method.

As for the defects of the induction motors, 40.83% of the papers studied the bearing

defects, 8.85% the defects in the stator, 20.71% the defects of the broken bar in the rotor,

and 17.75% the defects of eccentricity. Some studies analyzed some defects together, being

11.83%, separating the defects, or not for the analysis hybrid.

An experimental database was used in 71 publications, of which 71.83% used data pro-

duced in institutions, universities or industries, and 28.17% investigated data kept in repos-

itories. Of these studies, 7.69% of the selected papers built synthetic databases to evaluate

prediction algorithms’ performance. These databases were generated computationally to

contain specific properties, such as the presence or absence of trend and or seasonality.

Regarding the type of acquired signals, 57.39% of the studies analyzed electrical sig-
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Figure 2. Distribution of the number of papers per year of publication.

nals, 29.59% mechanical signals, and 13.02% analyzed hybrid signals containing electrical

and thermal or mechanical and thermal signals.

According to the analysis regime, studies that implemented the analysis methods in a

stationary regime were 79.88%, a transient regime 2.96%, and a hybrid regime 17.16%.

Moreover, regarding the analysis domain, 55.03% of the papers used methods in the time

domain, 23.67% in the frequency domain, 8.88% in the time-frequency domain and only 21

papers applied hybrid domain. It is worth mentioning that in the frequency domain, 55.03%

of the papers used the Motor Current Signature Analysis technique.

Until recently, the prevalent fault detection technique was the Motor Current Signature

Analysis technique. References [33, 34] provide a helpful review of this technique based

methods. In addition to the Fast Fourier Transform based techniques applied to the line

current, broken bar faults, stator faults and dynamic eccentricity faults can also be detected

using a higher-order spectrum. In particular, bispectrum and trispectrum, from a single

radial vibration transducer measurement [35]. The study had been developed to detect and

diagnose faults in inverter-fed and line-fed induction motors.

The papers that presented a selection of attributes were 66.27%, and 75.89% used the

filter approach, 17.86% the wrapper approach, and only 6.25% the embedded approach.

Of these papers, observing the attendance with which measures were used in publications,

24.85% of the studies adopted the Mean Absolute Error, 28.99% assessed the Root Mean

Square Error, 30.18% verified the Mean Absolute Percent Error, 31.95% analyzed the Mean

Symmetric Absolute Percent Error, 20.71% used the Mean Square Error, 12.42% addressed

the Mean Absolute Error in Scale, 6.51% used the Correlation Coefficient, and 4.14% ap-

plied the relative absolute error as stopping criteria used in the evaluation of the subsets

in the attribute selection process. The Theil U measurements, Prediction of Change in Di-

rection, Root Mean Normal Square Error, and the Determination Coefficient appeared in

3.55% of the papers.

Besides applying attribute selection, many papers also use machine learning techniques

for classification. Considering the attendance with which the methods appeared in pa-

pers, 47.93% of papers used Artificial Neural Networks, 37.27% built Integrated Auto-

regressive models of Moving Averages or Integrated autoregressive Seasonal Moving Av-

erages, 13.02% used hybrid models, 21.89% applied Vector Support Machines, 11.83%

performed variations of the k Nearest Neighbor algorithm, 8.88% used the Moving Aver-
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age and Simple Exponential Smoothing methods, 4.14% addressed Bayesian techniques,

and 4.14% used Holt-Winters models. Moreover, 65.68% of the selected papers applied

some search techniques capable of choosing the model parameters in the best possible way.

These techniques include training and test or holdout validation and cross-validation.

Processing techniques are related to the type of signal. Recently, a systematic review

on detection and diagnosis methods for typical induction motor defects was published, to

define the state of the art of this technology. According to the authors, the two main sig-

nals used for this purpose are electrical and mechanical, and 79.88% of applications are in

steady-state [16]. Thus, techniques for processing mechanical vibration signals and electri-

cal signals under steady-state conditions were analyzed.

During the execution of the meta-analysis, there were some works, out of a total of 169,

which involved more popular assessments and methods and with more adequate results

concerning the research theme. Because of this, these works are fundamental to compose

state of the art on the subject of this research and provide a path for the proposal of a

new method for monitoring and detecting defects in rotating electrical machines, based on

intelligent systems.

Considering the results presented, the bearing defect showed a higher level of accuracy

in detection and diagnosis, with an average percentage of 96.33% when using SVM tech-

niques applied with statistical attributes such as kurtosis, the mean, and standard deviation

in vibration cycles mechanics. Therefore, among the main typical defects of induction mo-

tors, the defect in rolling bearings is the one that presents the best physical representation

of the defect. As for the stator defects, an accuracy of 87.22% was obtained. Failures of

broken rotor bars, however, had an average accuracy of 92.56% for the works analyzed.

The paper of [36] highlighted that integrating elements of time in the learning process

constitutes the most significant challenge in the use of Support Vector Machine to predict

time series, as they are susceptible to errors when changes in distribution frequently occur

throughout the series. To assist in this issue, the distribution of errors in the predictions

obtained by the Support Vector Machine algorithm was investigated. Once the samples that

produced the biggest errors were identified, their correlation with the changes that occurred

in the distribution of the historical series was observed. The understanding of this behaviour

motivated the authors to propose a time-dependent loss function, which makes it possible

to include information about changes in the distribution of the series directly in the learning

process. The experiments were conducted based on real data. The proposed method was

compared with its alternative version, which adopts quadratic mean and six other prediction

algorithms: Artificial Neural Networks, k Nearest Neighbor algorithm, Support Vector Ma-

chine, Robust Regression, and Integrated autoregressive Seasonal Moving Averages. The

results, expressed by the Root Mean Square Error measure, suggested that the use of a

time-dependent loss function can reduce the overall variance of errors and, therefore, lead

to more accurate predictions.

Empirical evaluations that include statistical and machine learning algorithms were

the subjects of 33 papers. Considering the results presented, the defect of rolling bear-

ings showed a higher level of accuracy in the detection and diagnosis, with a percentage

of 96.33% when using the Support Vector Machine techniques applied with statistical at-

tributes, such as kurtosis, means and standard deviations in the mechanical vibration cycles.

Therefore, among the main defects typical of induction motors it is the most easily verified
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with monitoring. As for the stator faults, a maximum accuracy of 87.22% was obtained.

The faults of broken rotor bars, however, showed a maximum accuracy of 92.56% for the

analyzed works.

When commenting on hybrid faults, or faults occurring together, the methods of detect-

ing and diagnosing faults still do not have enough accuracy to compare with the methods

applied for only one fault. This is since there are many random factors involved and the

difficulty of obtaining experimental data.

Even so, few studies presented methods capable of identifying joint defects, or hybrids,

and when applied, the precision was low. This is explained by the fact that it is a challenge

to monitor more than one defect simultaneously, but this is a common reality in induction

motors, and one defect can lead to the appearance of others or become a fault. With the

application of the method in this work, it was possible to verify the deficiency of current

methods in detecting more than one defect at the same time. Even so, for state-of-the-art

purposes, stator and broken bar defects, even though they have been frequently studied,

need to be implemented by more reliable and agile methods to perform real-time monitor-

ing, especially in analysis in the transient operating regime.

Conclusion

The induction motors are the most used elements for converting electrical energy into me-

chanics, presenting high applicability in the industrial sector due to the low cost and superior

relative durability. Thus, fault detection and diagnosis in induction motors are of fundamen-

tal importance, as it increases the reliability of these elements. Given this, the development

of methods to monitor faults is essential. Among the most common faults were those in

the bearing faults, presenting the best detection accuracy. Thus, it is necessary to develop

methods that accurately identify the fault of broken bars in the rotor, stator, and eccentricity.

Still, few studies presented methods capable of identifying faults together or hybrids,

and when applied, the accuracy was low. This is explained by the fact that it is challenging

to monitor one more fault at the same time, but that is an ordinary reality in induction

motors, and one fault can lead to the appearance of others. With the application of the

method of this paper, it was possible to verify the deficiency in the current techniques in

detecting more than one fault simultaneously. Still, for state-of-the-art purposes, faults in

the stator and broken bar, even if they have been studied a lot, need to be implemented more

reliable and agile methods to carry out real-time monitoring.
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