




Praise for Our Planet Powered by AI

“The biggest challenge facing humanity is that the entropy in our global ecosystem 
in rising. History has proven that every ancient civilization reached a pinnacle and 
then self-destructed. The Greeks did it. The Romans did it. The Mesopotamians did 
it. Are we not approaching a similar point in our global civilization today? Consider 
the nuclear threats, the regional conflicts, the worldwide pandemics, and, above all, 
the global environmental deterioration. Technology is the only systemic fix for these 
growing challenges that the world is facing. Mark’s research and treatise on Our 
Planet Powered by AI offer the cure for such endemic issues that plague the world today.

“In our everyday life, we continue to be shackled by daily chores. Human-
kind’s creativity has been held hostage by its needs for sustenance. AI will be the 
ultimate liberator, which will free humans from worrying about daily chores 
and basic needs, and allow them to leverage their creative thinking to create a 
better world. There is no greater champion for such AI-fostered improved 
human experiences than Mark Minevich.”

—Chetan Dube, president and  
CEO of Amelia, an IPsoft Company

“Mark Minevich is on the forefront of AI in fashion and his knowledge will be both 
fundamental and transformative as we enter this new world.”

—Morgan Romano, Miss USA 2022

“Mark Minevich’s vision laid out in Our Planet Powered by AI is what the world 
needs at this crucial moment in our history. The time for us to act is now: to set up 
the human race for success and progress in the decades to come. Read Mark’s words 
and heed his advice.”

—Dr. Frank-Jürgen Richter,  
chairman of HORASIS

“Mark Minevich’s Our Planet Powered by AI presents a vital vision that the world 
requires at this pivotal moment in our time line. It is imperative that we take action 
immediately to prepare humanity for success and advancement in the years ahead.”

—Dr. Kira Radinsky, CEO and  
co-founder at Diagnostic Robotics

“Our Planet Powered by AI is a pivotal guide for harnessing AI’s potential for a sustain-
able future. A must-read for leaders and innovators in every sector.”

—Professor Roman V. Yampolskiy, author of  
Artificial Superintelligence: A Futuristic Approach



“I have seen firsthand in my work and travels the great things that artificial intelli-
gence can do for the human race: from helping us create more sustainable energy, to 
bettering our direction in climate change, to things as crucial as creating breathable 
air and drinkable water for those in need. In Our Planet Powered by AI Mark Minev-
ich shows us the way to a better future, by harnessing AI to power positive change 
and create a better direction for our world.”

—Irakli Beridze, head of the Centre for Artificial Intelligence  
and Robotics at UNICRI, United Nations

“AI plays an enormous role in shaping our lives and civilization. In his new book, 
Mark Minevich explains, frames, and drives the global conversation about AI and 
digital transformation. An inspiring read for anyone interested in the intersection of 
humanity and technology.” 

—François Candelon, Global Director, BCG Henderson Institute

“Loved how this insights-packed book proposes a transformative paradigm in 
deploying AI for the planet: not as a tool to mitigate damage, but as a way to leverage 
data and knowledge to change how we produce, consume, and live.”

—Dr. Marielza Oliveira, UNESCO Director for Partnerships  
and Operational Programme Monitoring,  
Communications and Information Sector

“Thought-provoking and imperative, Mark outlines the importance of this evolving 
space and how we as a society need to give considerable thought to its applications 
and implications as both an amplifier and accelerator to our workforce, and the bur-
den of ethics and morality behind such evolutions. It is a must read!”

—Sol Rashidi, Top 10 Women in Data & Applied; former CDO  
Royal Caribbean, Sony Music, Merck; CAO of Estée Lauder

In this book, Mark shares his intriguing life journey from Ukraine to a pillar of the 
technology community the US and the world, how his fascination as a kid grew to 
a life mission of how technology can be applied to empower and improve our world. 
Mark’s has had a tremendous impact in the world through his through leadership 
and inspiration - and this book could not be more timely or more important -  
Artificial Intelligence is bringing some some of the biggest opportunities for our 
society - as much as the opportunities can not be ignored and risks can not, and 
Mark is sharing frameworks of how humanity can navigate this opportunity and 
mitigate the risks.

—Nicolai Wadstrom, Founder, CEO and General Partner, BootstrapLabs

“A must-read for anyone interested in the intersection of AI, sustainability, and 
responsible leadership, Our Planet Powered by AI is a valuable addition to the field.”

—Elizabeth Adams, award-winning leader of Responsible AI;  
LinkedIn Top Voice; Affiliate Fellow, Stanford Institute for  

Human-Centered Artificial Intelligence
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I dedicate this book to two remarkable people who have left a 
lasting impact on my life—my dear mother, Golda and my 

mother-in-law, Rakhil. Unfortunately, they each passed away, in 
March 2023 and August 2022, respectively. By dedicating this 
book to them, I hope to keep their memories alive in the hearts 
and minds of people all over the world. I will always love and 

remember them.

Golda and Rakhil embodied resilience, determination, and the 
American dream. Winning isn’t about never failing, but about 
never giving up. Their aspirations have the power to inspire the 

next generation and reignite the American spirit.

Rakhil showed us the key to a well-lived life, the necessities for 
living well, without which life is not fulfilling. Golda was an 
extraordinary woman and a survivor of the Holocaust who 

witnessed both the best and worst of humanity in her lifetime. 
Despite all of her struggles, she managed to keep her priorities 

straight, reminding us of what truly matters in life.

It’s easy to become sidetracked by trivial matters and lose sight of 
what’s important. Nevertheless, we should focus on the things that 

truly matter. Golda and Rakhil’s legacy is one of great beauty 
and should be remembered always. Although they’re gone,  

they’ll forever live on in our hearts.
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ix

Never before has the phrase “the future is now” been more apropos. Fast-
evolving digital technologies and exhilarating advancements in artificial 
intelligence are transforming every aspect of human life at what seems to 
be supersonic speed. We are in the midst of an exhilarating revolution, the 
likes of which we have never seen, and it’s clear that extraordinary times 
of change and innovation demand from us extreme unbridled humanity, 
to ensure that these pioneering technologies enhance human life and not 
overtake us.

Few grasp the gravity of this essential duality more than Mark 
Minevich—a brilliant wizard mind in the trailblazing sphere of digitization 
and artificial intelligence, whose mastery of ever-advancing technologies 
is matched only by his deep reverence for humanity. The bridging of the 
two—science and soul—at this critical juncture in our world’s evolution 
is clearly what sets Minevich apart from others in this transformative era. 
This renowned AI strategist and pioneer’s Our Planet powered by AI not only 
delivers an exciting and practical discussion of how to implement ground-
breaking artificial intelligence technologies at every level of your organi-
zation, but it also offers the most visionary, conscious, and compassionate 
strategies to ensure that the application of these innovations are used to 
create a more sustainable, equitable, and just world for all.

This is what drives Mark Minevich, and what sets him apart.

Foreword
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He is clearly a man on a mission, driven to combine and converge 
social innovation and impact with the exciting and fast-evolving worlds of 
digitization and artificial intelligence. His mind in this space is unparalleled, 
but his heart and reverence for humans is perhaps what fuels a deep calling 
to enhance lives by making this new world of advancing paradigms acces-
sible to all.

In his writings, you will learn to create sustainable effective competitive 
advantage by introducing previously unheard-of levels of adaptability, resil-
ience, and innovation into your company. But, just as essential, Mark sees 
these groundbreaking innovations as opportunities to truly optimize the 
human experience and views progress not just through profits and wealth 
building, but also in how these new efficiencies can be applied to truly 
empower our lives, help us solve our most pressing problems, address critical 
issues threatening the planet like climate change, health care, the environ-
ment, access to capital, systemic inequities, the military, and even how we 
navigate a shifting and tumultuous world order.

Addressing the vital concerns facing humanity matters to Mark, perhaps 
more than most. He came from humble beginnings, the son of immigrants, 
born in Ukraine, former Soviet Union—persecuted as Jews, forced to flee 
his homeland. His blessed mother, who recently passed away, betrayed by 
a broken health care system, was a Holocaust survivor, who taught him 
to never give up. When he came to the States, it was not easy, but new-
found freedom and opportunity would define a new way forward with the 
hope and promise of a better future. A love of all things technology would 
become his passion and for his gifted mind, a natural fit that would propel 
his way forward into the highest stratosphere of his field. Mark has made 
clear that his traumatic childhood, experiencing firsthand man’s inhumanity 
to man, has framed a lens on life that drives his vision for a more just future.

As every corner of the globe races for supremacy in the world of AI and 
digital domination, Mark knows all too well the perils of such innovation, 
especially in the wrong hands. He is sounding the clarion call for ethicists, 
social scientists, humanists, and philosophers to engage in the development 
of AI so it is aligned to human values, including morality.

We are already seeing the danger of online deep fake images of world 
leaders or AI chatbots that give advice on criminal activities, bad actors 
using the technology to spread misinformation and clone our voices. Some 
believe AI could pose an existential threat to humanity. There have been 



	 Foreword	 xi

calls to put the technology on hold to review and reassess the potential risks 
of the technology.

Mark rejects that suppression, as other countries are already integrating 
technologies into their systems, and those who advance will dominate the 
world. The genie is out of the bottle he says, and the way forward is not to 
stop it, but to harness its power consciously, ethically, and responsibly.

When he speaks on these critical matters, bridging science and soul, 
the world listens. Its applications are riveting and the potential is as exciting 
as it gets. Mark is passionate about the opportunities that come with such 
groundbreaking technologies. As the foremost authority in AI and the field 
of digitization, the demand for his decisive expertise has him traverse every 
corner of the globe. He has been featured as a celebrated speaker at Davos, 
the United Nations, the G20, advising heads of nations, royalty, and titans of 
industry, with whom he shares visionary strategies on how companies can 
integrate AI and digitalization to hyperenhance business models, competi-
tive edge, productivity, and performance at all levels of their organizations.

Using real-world case studies from a variety of well-known industry 
and business leaders Mark explains the strategic archetypes, technological 
infrastructures, and cultures of sustainability you’ll need to ensure that your 
firm’s next-level digital transformation takes root. You’ll also discover how 
AI can enable new business strategies, models, and ecosystems of innovation 
and growth.

You will learn what it means to enable all-inclusive artificial intelligence—
an engaging and hands-on exploration of how to take your firm to new lev-
els of dynamism and growth, One Sustainable Planet Powered by AI will earn 
a place in the libraries of managers, executives, directors, and other business 
and technology leaders seeking to distinguish their companies in a new age 
of astonishing technological advancement and fierce competition.

Mark is just as passionate, if not more, about the good AI and digi-
tization can do for the planet, for people, for the human race. We human 
beings are at a definitive crossroads, and no one is more adept than Mark at 
humanizing these advancing technologies in the most sustainable, just, and 
equitable ways.

I recently had lunch with Mark and his beautiful wife and daughter. 
We spoke of political divides across the globe and here at home, and how 
these advancing technologies could be used to enhance the human race or 
destroy it. Stories of his travels to Saudi Arabia, Brazil, Japan, Switzerland, 
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and beyond widened my lens on how these advancements are already 
changing the world and opened windows in my mind on the exciting pos-
sible applications to come, if in the right hands. We also spoke of the very 
real dangers and terror ahead if we forgo our reverence for humanity and 
allow the technologies to overtake us.

I met Mark through a dear friend when my entire online life was 
hacked by cyber intruders. As busy as he is, he devoted himself to helping 
to resolve my cyber issues. I mention this because he’s a busy guy and didn’t 
have to do it. But he did. And that tells you everything you need to know. 
He’s a humanist with unparalleled mastery of the newest, most exciting 
technologies the world has ever known, and he took time to help a friend.

As I prepared to leave that lunch and the most dynamic and stimulating 
discussion on AI and digital advancements, I felt awe for his brilliant mind 
but even more so for his huge heart and mission to harness the advance-
ments for good. Several times I caught him gazing at his young daughter.

And that, I realized, is what drives him most. Mark Minevich is intent 
on harnessing the power of technology to ensure a better life, not only for 
his daughter but for all our children. What you are about to read will give 
you the blueprint on how to do just that. This is your guidepost for the 
future from one of the most brilliant minds and biggest hearts in the field.

Prepare to be in awe.
—Giselle Fernández, seven-time Emmy Award–winning television 

journalist, producer, news anchor, and philanthropist
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First, thank you for taking time from what I’m sure is a busy day, week, 
month, year, and full life to read what I have written. I decided to write One 
Sustainable Planet Powered by AI because I felt it needed to be written. As a 
people, the human race, we are at a crossroads, a nexus. We all have what 
feels like the entire world coming at us, all at once, every day—through our 
televisions, our computers, and our smartphones.

This can make it hard for any one of us to zoom out and see the entire 
theater of the world. The constant messaging makes it difficult to see how 
all of these things work together, work against each other, work against us, 
and, at times, work for us. That is where this book will focus—how we can 
all zoom out and untangle this mess and make the world work for the bet-
terment of humanity.

What This Book Contains

Throughout the coming chapters you will read about the current state of 
the world, how we got where we are, my vision of how we move forward, 
and the thoughts of other visionaries in the world of artificial intelligence 
(AI) and digitization.

I will go through the movement from the 2010s to the current day of 
companies that have integrated AI and digitalization extensively through-
out their organization, subsequently experiencing stock prices averaging 
four times the performance of the S&P 500. Drawing on my experience 

Introduction
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and expertise, I will show how enterprises can transform using sustainable 
models with societal impact.

I will provide insights and trends from leading companies, and thor-
oughly explain what it means to be fueled by sustainable and human-centric 
AI, from strategic archetypes for adoption to the necessary technological 
infrastructure.

But it’s not only big companies or tech companies, the Googles and 
Amazons of the world, that can benefit from sustainable and human-centric 
AI. Small to midsize companies, including legacy businesses, can benefit by 
fully embracing and integrating sustainable and human-centric AI and digi-
tal transformation into their business practices and strategies.

I will give you the fundamentals of what it means to install all-inclusive 
AI to transform your business and beat out the competition to drive your 
businesses and the world to a better place. And I will show how a compa-
ny’s leadership and sustainable culture is fundamental to a thriving human-
centric AI-powered transformation.

You will learn the ways AI can enable new business strategies, mod-
els, and ecosystems for innovation and growth with social/societal impact, 
and, finally, how to create societal benefits, social impact, and ethical AI 
capabilities through transparency, fairness, reliability, privacy, safety, robust-
ness, and more.

But before we get to all that, I want to truly introduce myself to you. I 
want to tell you why I am writing this book, what this vision means to me, 
and what the world I want to help build for my daughter looks like. First, I 
want to tell you about the amazing people who brought me into this world, 
raised me, and instilled in me my work ethic, passion, and drive that I draw 
on to this very day.

From Eastern Europe to the United States

My life began in the Union of Soviet Socialists and Republics, in a region 
presently called Ukraine. Politics, wars, strife, and struggle have plagued my 
homeland since before my time until this very day.

I was born and grew up in the city of Lviv. Lviv went through a lot 
of changes over many years. It was occupied by Nazis and Germans, it was 
once part of Poland in the Austro-Hungarian Empire, and it was part of 
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Romania at one point. But at the time I was born in Lviv, it was one of the 
most western cities in the former Soviet Union.

My Parents’ Background

The challenges that faced my family were heartbreaking and unforgivable. 
My grandfather was jailed, accused of attending forbidden religious events 
and participating in activities against the Soviet regime. We were discrimi-
nated against for being Jewish and were isolated.

During my childhood we didn’t have much wealth—no one did. We relied 
on my dad’s ability to make a living and work to provide for us. But because 
of the circumstances and lack of possibilities, my dad never had a chance to 
complete his education. His mother died very, very young during or toward 
the end of World War II, when his family was living in exile in Uzbekistan.

When Dad was 13 years old, he had to drop out of school to support 
his sisters and work in the fields. One of the skills that he learned was to 
become a mechanic, and later he became a mechanic of sewing machines 
to support us.

My mother was a Holocaust survivor. She, along with several of her 
family members in concentration camps, barely survived. My resolve and 
determination comes from my parents. I can never give up, because it would 
be a failure of everything they instilled in me and stood for. Sadly, my 
incredible mother passed away in New Jersey due to a hospital-induced 
infection in March 2023 as I was writing this book.

In all, we were an average family in Ukraine at the time. We didn’t have 
much means whatsoever, living under the oppressive Soviet regime; the 
president at that time was Leonid Brezhnev, the head of the Communist 
Party. It was a difficult time; I remember that you couldn’t get supplies, and 
the waiting lines were very long.

Leaving Ukraine

We also had to live with the secret police, and people would pick on me, 
especially those from minorities or different religions in school. It was a dif-
ficult childhood, and so my mom and dad made a decision: they decided that 
they were going to leave the Soviet Union. They were going to renounce 
their regime.
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Of course, to leave, you had to quit your job and leave a lot of your 
belongings and assets, and in the end, you didn’t know where you were going. 
Fortunately, we had relatives in the United States. My mom had a sister who 
had immigrated earlier and lived in New Jersey, and my dad had a sister who 
lived in New York, so we started on a journey to be reunited with them.

It was not a fairytale from there. I was just a little boy, nine or so years 
old. We had a lot of challenges. We were struggling, trying to free our minds 
and spirits from the Soviet dictatorship and regime, and we were looking 
for something better—a better life, a better opportunity for me and my 
brother, and hopefully a college education that would allow us to have a 
shot at the world.

Even knowing that we would have a lot of challenges moving to a fara-
way country where we didn’t speak the language, the option of staying in 
the former Soviet Union and under the Soviet regime was far worse than 
taking a chance and leaving. We filed all the paperwork and received per-
mission from the United States to travel. We also were able to get permis-
sion from the Soviets to leave the country, but it took years to get it.

Obviously, denounce the regime meant that we were going to leave 
our assets, we were not going to communicate with our Ukraine-based 
relatives, we would never come back, and we would never have citizenship 
again. It was a one-way ticket the regime was happy to use to push us out.

My memories of that time are brutal, but my parents made a decision 
to improve all our lives. They believed that opportunities would be signifi-
cantly better in the United States.

Joining the United States

The journey to the United States wasn’t easy. We passed through several 
European countries such as Austria, the Czech Republic, Italy, and others. 
We spent months traveling, but finally arrived in the United States as legal 
immigrants.

Today I can still clearly remember the first week we arrived in the 
United States. We were settled into a home for not more than a few days 
when we were robbed at gunpoint. Not such a great welcome to the 
United States!

To support our family, my dad had to work numerous jobs, sometimes 
three or four. We didn’t get the chance to see him much. He took on a lot 
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of responsibility and felt that he had to really work hard so that he could 
sustain us and our life in the United States. Needless to say, I always felt like 
I needed to repay my dad for all that he did for us, as well as my mom, for 
all the care and nurturing she gave us.

Because we got to take advantage of the opportunity of being in this 
amazing country that is the United States, as a child, I started thinking about 
the potential of what we could do and what could happen in the future. I 
knew that my dad would continue to work hard to support us, but it was 
always on my mind that the future and what would happen would depend 
on me and my generation and what we made of it.

I believe that going through all those challenges created a need in me to 
do something special in life. I want to create opportunities, from a societal 
perspective, so that not only we, but other families and people as well, will 
be helped in the process.

I can say that today, and with all the experiences from my childhood, 
I’m very proud that I have an ability to see the world through a slightly dif-
ferent lens and to have a unique perspective.

Where My Love of Science and Technology Was Born

When early personal computers came out, I was immediately intrigued. 
The first Commodore 64 came out when I was a teenager in the early 
1980s. I kept thinking “What is this computer system?” It was my first 
“aha!” moment, and I remember sitting in school, and at home, and going 
to the library and constantly thinking, “What are those systems?”

I knew that as humans we had an amazing ability to memorize things, 
but suddenly computer systems were coming and you could store infor-
mation and store documents! At that time there were visual BASIC appli-
cations that were very primitive, but we started to be able to do some 
basic programming on the computer. You could calculate things quickly, 
and you could type things quickly and print them out! It was, and still is, 
amazing to me.

My Other “Aha!” Moments

Later, you could use your computer system—your Microsoft DOS, your 
Windows—to start connecting using primitive modems. But in the early 
days, I was so intrigued with the Commodore 64 that for one of my junior 
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high school projects I decided to develop a program to calculate how many 
years a person might hypothetically live. Like I said, I was intrigued! My 
curiosity was unstoppable.

The way this program worked was based on assigning certain rates to 
different traits. People who smoked got a certain number of points. If a 
person is obese, that’s a certain number of points. If a person is a diabetic, 
that’s a certain number of points. And so on. Basically, I developed a simple 
program for life expectancy.

During the science fair, everyone was intrigued, and our table was 
crowded with participants asking questions. How does the system actually 
do this? How does it calculate? Does it make its own decisions? How does 
it decide? Of course, little did they know that everything was already pre-
programmed. It wasn’t anything sophisticated. For certain health traits, you 
have minus three years, plus two years. But it got so much attention. I was 
the brightest kid at the science fair!

For me, this was an “aha!” moment. This was the moment when I 
became really curious, wondering what this machine was capable of. What 
could this machine do in the future? Would it be able to take notes for us? 
Would it be able to do massive computational operations? Was it going to 
give us guidance in terms of where we travel? Was it going to communicate 
with other parts of the world? Could we send letters with it? What else 
would it be able to do?

Years later, we were able to start communicating using modem technol-
ogies. They didn’t have any graphics and were still black, white, or green text 
on screens. But we were able to send some emails and correspond with peo-
ple in a few other places or universities in the United States and the world.

This was the time that DARPA had just completed a project with an 
incredible pioneer, Dr. Vint Cerf (who I met later in 2005 in New York on 
the opening night of the famous PerSe restaurant), along with his colleague 
Bob Kahn, who created TCP/IP, which is the backbone of the way we 
communicate and layer things in a network.

Once they started creating this layering system of TCP/IP, some people 
across the United States became very intrigued. I was one of those people, 
and I purchased a then very expensive service from an Internet provider. 
I was using it to communicate, send some email, or get some information 
regarding travel. But everything was so primitive. We didn’t have any visuals 
at that time.
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Still, that was the third “aha!” moment for me. I became intrigued not 
only by how the systems are designed, but how we could communicate—
when do you communicate, how do you get responses? How do our mes-
sages go through the telephone line?

When I entered university, my focus was computer science. I was inter-
ested not just in programming, but in understanding everything about the 
machine—how it was designed, how it was built, how machines are scaled, 
how they store information in the short term and the long term. I was 
intrigued by different programming languages. I was intrigued by big com-
puting systems. At that time, a lot of big mainframes were very popular, 
and I got to understand how mainframe systems really work and what they 
bring to the table.

All of those “aha!” moments combined to bring me to where I am 
today. The first was when I was introduced to the Commodore 64, the sec-
ond was when I created a life expectancy application for my school’s science 
fair project, and the third was all about computer communication: being 
able to try different service providers and communicating through data. 
Before this, everything was about calling people, but now we were actually 
using data and computers to communicate without the need of voice.

Needing to Know the Why

Years later, I ended up at Comcast Cable Vision, which today is still one of 
the largest and most amazing cable companies in the world, let alone the 
United States. Comcast had acquired a number of small companies, and I 
got a job as a developer and IT junior manager. They put me in this room 
and basically said, “Okay, here’s a project for you. Just deliver the results. 
Look at how many call logs people are doing with customer service, how 
many dropped calls, all of that stuff.” And I said to myself, I want to under-
stand the business. I want to understand the why: Why are we doing it?

But people would say, “Well, you’re just a techie guy. Just sit there in the 
corner and do what we’re asking you to do. You don’t need to think. Just 
focus on your technology, on communications, and on your ability to lever-
age your computer science background to solve problems. We business peo-
ple will tell you what to do and how to do it, and you just make it happen.”

After my time at Comcast, I was hired by an Israeli startup that had 
received a significant amount of venture capital from an investor and was 
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expanding. It was the first company to combine data and voice to be used in 
the business world, and you could actually send data messages and commu-
nicate on a mobile phone. I remember that this was a revolutionary product, 
where you could send communication to a company’s truck drivers and 
they would respond to you, or you could text them or send some little apps.

It was very intriguing. But again, I was in a technical role, and every-
body was telling me, Mark, do this and don’t do this, don’t question us, you 
don’t really understand the business. At that point I got really angry.

I got so angry and I thought, I want to make a difference. I need to 
understand how the business world works. Who are we? Why are we doing 
this? Who is it benefiting? Is that the right approach? Why is it that the 
people who have MBAs are the ones who are going to tell us what to do 
and how to do it?

So I had gotten frustrated by that point and I thought, yes, I under-
stand technology, I’m a computer scientist. But I’ve got to get an MBA and 
I’ve got to understand the business aspects of the issues, not only business 
prospects.

In those early years, I was already thinking that it’s not enough just to 
understand the technical and business aspects; you also need to understand 
how people benefit. What is it for society? What do people get out of it? If 
you have this advanced data and voice technology, how do we make peo-
ple’s lives better? How do we make the truck driver’s life better? How do 
they communicate better? Do we improve their safety? What do we do?

I was always thinking that there is a parallel universe that is not just 
made up of technology where you’re told what to do, you don’t have a brain, 
you’re just doing tasks and pushing buttons. You need to understand the busi-
ness so that it connects in your mind and you know why you’re doing things.

I was always thinking that it all also has to have a societal element. 
Somebody has to be helped: people are suffering. Some consequence has to 
occur. All of those were amazing triggers for me related to why I really got 
more involved with science and technology.

Why Me, Why This Book?

This book is very, very important.
The biggest transformation in the world is occurring now on the digi-

tal front. That is where 60% to 65% of the global GDP is based: the digital 
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supply chain, digital products, digital services, digital companies, digital gov-
ernments. It’s going to become a higher and higher percentage.

At some point, governments are going to digitize. I was fortunate and 
more than happy to contribute to the work of digital government at the 
United Nations. Digital government, also known as e-government, refers to 
the use of information and communication technologies (ICTs) to trans-
form traditional government processes and service delivery models.

The UN has recognized the potential of digital government to 
accelerate progress toward achieving the Sustainable Development Goals 
(SDGs) by promoting efficient and effective governance, improving 
access to information and services, and fostering citizen participation and 
engagement.

This was a revolutionary transformation in governance. On the other 
hand, the power of digital has made the largest technology companies in the 
world as powerful as countries. I’m talking about Amazon, Alphabet, Meta, 
Apple, and Alibaba.

Data is the new oil. But data without meaning is not powerful. You 
need data that is qualified and quantified with reliable and unbiased intel-
ligence and the information to know what to do with it and how to make 
solutions out of it.

The bottom line is that the world is shifting dramatically to a place 
where digital companies and digital enterprises have incredible amounts of 
power and will continue to gain even more. The reports indicate that about 
52% to 54% of the workforce in the next several years is going to be digi-
tally based, not based on physical/manual labor.

So with all of those factors, we now have to consider: Are we going to 
invest in massive digital transformations and massive digital transitions that 
are going on across the world only for the sake of profits, only for efficiency, 
only for optimization, and only for effectiveness?

I believe we need to change that paradigm. We now must create a dif-
ferent world: a world where people, citizens, societies, and human beings 
benefit from this massive technology spending and out of the massive pro-
gress that has been made. Humans must be the main consideration over 
profits, wealth, and efficiencies.

As the great writer Aldous Huxley so prophetically wrote, “The worst 
enemy of life, freedom, and the common decencies is total anarchy; their 
second worst enemy is total efficiency.”



xxii	 Introduction

We must instead ask of the digitization of the world: How can it help 
us with our daily routines, with our daily problems both in life and at work, 
and with our health, our environment, and our societies? I looked around, 
and I didn’t see anyone who truly converges the world of social innovation 
and impact with the world of digital and AI.

We have begun to have a major emphasis on responsible business prac-
tices and environments through the implementation of responsible AI. We 
have written a Bill of Rights for AI on what AI can and should not do and 
what is ethical or unethical.

We have regulations based on this Bill of Rights. There’s a series of 
discussions and dialogue about ethical uses of AI, and where AI shouldn’t be 
used—in health, military, or other activities, like surveillance, for example.

But something is still missing. The world needs someone who has deep 
technological and digital knowledge, as well as deep philosophical and 
global thinking, to look at where our world is going from a philosophical, 
futuristic perspective.

We need somebody who has spent time dealing with investments and 
looking at companies, policies, and regulations, as well as entrepreneurial 
aspects of the business world. We need someone to combine these aspects to 
understand how we address the issue of navigating and rerouting technol-
ogy and digitalization toward the focus of positive and sustainable impact 
on the global society.

For all human beings. For all of us. For all people on this planet. People 
who are already at the last stage of life, and people who are beginning their 
journey. Who are just born. And people who are Gen Z and Millennials.

People across the world need a new way; we need a different frame-
work. When we look at the corporate world, it is still stuck on increasing 
efficiency, effectiveness, optimization, profits, and quarterly returns.

I want to navigate this narrative, this book, toward how corporations, 
businesses, and the private sector can take advantage of massive digital trans-
formation to drive revenue while simultaneously rerouting their energies 
and focus to create positive impacts on society.

These massive corporations have the power to work with governments 
to ensure that we have clean water and breathable air. We all know that 
we’re facing the massive crisis of our time, climate change. We need to fig-
ure out how we can get to net zero in the best, most effective way possible. 
We have to figure out how we mitigate problems. We have to figure out 
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how we adopt our current systems to better the planet. We have to figure 
out how we remove carbon from our environment. All of those solutions 
require digitalization and technology.

We can’t have two or three separate worlds out there. We don’t live 
in parallel universes. We live on one planet, and we need to make sure it 
can be home to sustainable human inhabitation. We hope to have a planet 
flourishing for the next generation, for our kids, for our grandkids, and for 
the future to come.

When I travel across the world, I see countries such as Switzerland 
and Japan that are focusing a lot of energy on having sustainable, energy-
efficient transportation. I see countries focusing on efficiency and automa-
tion as well. And I see countries that are not focusing on any of that. They 
are only focusing on their own ability to survive. They want to create a life 
that benefits them, but no one else.

But what about others in the community? I’ve listed the issues that are 
very dear to me. Climate, health, infrastructure, education—the list goes on 
and on. A lot of them are listed at the United Nations and are part of the 
UN SDGs. But we don’t have a way of connecting all of them.

The question is, how can we channel and route all of the many good 
things that are coming out of digital technology and the digitalization auto-
mation movement to better the human race as a whole? The data that is 
being generated will be able to help us produce products, services, frame-
works, and capabilities that will be society-friendly. They are going to give 
us better predictions of weather events. They are going to help us with the 
prediction, prevention, and treatment of diseases, cancers, health scares, and 
pandemics. This data will help nurture more sustainable biodiversity. It will 
help us create a clean water supply. It will help us build better infrastructure so 
we can travel smarter and more energy-efficiently. All of these things are where 
the movement has to be: the moment of combining the entire digital world.

My Inspiration

When I travel, I meet spectacular people who motivate me and give me 
hope that the future will be amazing. I have met people like an entrepreneur 
from Norway who has been involved all his life in making Earth a little bit 
better, a little bit greener, and looking at ways to do this in places like India 
or other parts of the world.
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I look at the work that is occurring when I travel to Japan. Many 
companies in Japan are committed to doing great things for society. Whole 
industries are being born in Japan that are focused on society and social 
innovation. The Japanese started Society 5.0, which I’ve written about 
extensively in prior years. When I travel to places like Switzerland and Nor-
way and Japan, I get excited that there are people and leaders who are 
exploring different methods and different systems to create a better society, 
a better future.

What I mean by this is a society that works for all of us. A society that 
is inclusive. A society that gives benefits to every person and doesn’t leave 
anyone behind. A society that is also in touch with nature and with natural 
elements, with our energy systems.

Recently I had a chance to visit the Kingdom of Saudi Arabia, and I 
was impressed with their strategy and vision for creating a digital society 
while having smart, sustainable cities that resulted in a better environment. 
They reinvest in the future so they’ll have security and safety built in.

The Saudi models of smart sustainable cities—they call them giga 
projects—are truly inspirational.

We could make a great living, we could show resilience, we could 
show agility, we could show great key performance indicators in businesses 
that are aiming to help humans live a better life. Those companies them-
selves would be able to provide a better environment for employees who 
work in them.

We need one sustainable planet: one holistic approach where we don’t 
just focus on making profits and efficiencies, but where we also take care of 
the things that really matter to the survival of the human race: from health 
to infrastructure, from transportation to logistics and to climate. We need 
to push the digital frameworks and digital methodologies and processes 
directly into that sphere of influence.

Then we will have a better future. A future for all of us. A future we can 
be proud to be the architects of.
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As I write this over the winter of 2022 to 2023, it’s important to discuss 
some significant trends I’m seeing in the marketplace that make this book 
so crucial. We’ve witnessed a massive Russian invasion, the aftershocks of a 
global pandemic, economic challenges, climate challenges in the extreme, 
the evolution of major technology accelerations, and so on. You might think 
that we can’t predict anything. However, something big is happening in the 
area of digital transformation that we must take note of.

It All Works Together

AI is not the same technology it was years ago. Now we have a combination 
of technologies called transformative technologies working closely together. 
These include AI, Internets of Things (IoTs), 5G technology, virtual and 
augmented reality, the cloud, blockchains, nonfungible tokens (NFTs), and 
the metaverse. The bottom line is that they don’t work in isolation; they 
work as part of a stack. We cannot look at any technology in silos. Think 
of it like the movement in health to whole-person health, a concept that 
emphasizes the interconnectedness of an individual’s physical, mental, emo-
tional, and spiritual well-being. Everything works together to contribute to 
the soundness of the whole.

These solutions are now engraved deeply in the business world and 
governments worldwide, all supporting each other and creating efficiency 
that helps people every day. Businesses and large enterprises are leverag-
ing all these technologies, not only in R&D and IT but also in operations. 

Prologue
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There is no excuse for why AI and all of those digital technologies should 
not be used right now to create more value and more demand.

These technologies will provide better customer service, more effi-
ciency, better products, quality services, and more efficient supply chains. 
They are going to be more aligned with customer experiences and cus-
tomer intimacy. They will streamline financial processes. They will stream-
line manufacturing and logistics. The barriers to access will be less and 
less. All of those technologies are now not only available as a product or 
stand-alone but also as a service model. You can get them on the cloud, on 
demand, via some technology, or through some app.

Resilience Through Adaptation

Companies and enterprises around the world have to figure out how to 
take resilience to the next level. How do you get resilience when it comes 
to market volatility? What kind of protective mechanisms can you put on 
supply chains and value chains against shortages and rising costs? How do 
you mitigate risks? How do you become more self-reliant?

Beyond 2023, environmental, social, and governance (ESG) nonfinan-
cial factors are going to move to the center from the political and scientific 
extremes. Businesses will have to focus strategy on environmental and social 
needs, not simply revenue and profit and loss.

The Japanese are way ahead of their time. During my trip to Japan in 
2019 to participate in B20/G20, I remember seeing firsthand and learning 
about Society 5.0 (proposed by the Japanese government in 2016, it is a 
concept for the future of society, which aims to combine advances in tech-
nology with the values of human-centered society). From transparency to 
reporting to accountability, every business, large or local, needs to do this to 
remain competitive and thrive going forward in the twenty-first century. 
All levels of businesses need to understand that society matters, and people 
are part of society. We need certain levels of healthcare, we need to have a 
good climate, and we require a healthy environment.

In the Pages to Come

Whether it be the 30,000-foot view of sustainability, customer experiences, 
talent acquisition, and digital labor, or the transformation and evolution of 
healthcare, artificial intelligence and the ethical implementation and use 
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thereof will be the key driver to a brighter, cleaner, and more holistic future 
for every business, consumer, man, woman, and child on planet Earth.

In the pages to come, I will share actionable ways for you to work 
toward a sustainable planet using AI in your personal and professional life. 
Please take your time in reading and making notes on this book. The stories, 
details, studies, and direction that follow could be the difference between 
a healthy life, business, and environment, or you being passed by and swal-
lowed up by your competitors.
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PART

I

Artificial intelligence (AI) plays a distinct and significant role in our society 
and holds immense potential for our future. Despite concerns that AI may 
lead to job displacement, its global impact is undeniable. The digital transfor-
mation driven by AI is enabling businesses and industries to become more 
efficient and productive, ultimately creating more capacity to accomplish 
more work in less time. Undoubtedly, AI and digital technology are driving 
progress toward a better and more efficient world. However, detractors con-
tinue to voice their concerns, particularly in areas such as language models.

As an illustration, the creative industry in Delhi is among those express-
ing concern about the impact of AI on employment opportunities, while 
fast food chains and call centers face similar challenges posed by chatbots 
and automation. The advent of cognitive agents has resulted in the displace-
ment of roles previously performed by human operators, who were tasked 
with addressing customer inquiries and resolving billing issues.

The consequences of such shifts are being closely scrutinized, with the 
emergence of new AI models such as OpenAI’s Chat GPT garnering atten-
tion due to their ability to engage in human-like conversations and provide 

AI’s Impact 
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direct and informative responses. While some may perceive these devel-
opments as exacerbating unemployment, the reality is that employment 
figures may remain low due to competition in other areas and increasing 
automation. Furthermore, it is possible that individuals may not be inter-
ested in pursuing roles within call centers or fast food establishments, and 
may instead seek alternative career paths. Ultimately, the impact of AI on 
employment remains a complex issue with varied implications across dif-
ferent sectors.

From a broader perspective, digital transformation enables individuals 
to utilize their cognitive abilities to a greater extent. In our economy, we 
have jobs that are considered less significant and not sustainable over the 
long term. These roles can be effectively performed by robots or automated 
agents, which raises the question of why humans must undertake these tasks. 
In times of crisis, such as during the recent pandemic, some jobs are chal-
lenging to perform, requiring the use of robots in situations such as rescue 
operations in remote or inaccessible locations. In the hospitality industry, 
there may be insufficient human resources to fulfill certain roles. In such 
cases, automation can help fill the gap. It is important to acknowledge that 
certain jobs may not be available due to a lack of skilled workers, making 
automation a feasible solution for some industries.

In many countries, including the United States, there are gaps that we 
cannot fill with human workers alone, and we must be careful in address-
ing these gaps. The job of a truck driver, for example, is no longer just 
about driving a truck. We now require that truck drivers be able to operate 
complex systems that we can communicate with effectively, similar to the 
way traffic controllers manage airplane traffic. Perhaps the future of truck 
driving will involve drivers sitting in virtual simulations while the truck 
drives itself, so that they can avoid accidents and enjoy a more pleasant 
work experience.

Likewise, we can leverage AI to improve efficiency in the fast food and 
hotel industries. Instead of relying on young people to perform menial 
tasks, we can use AI to clean hotel rooms and let machines handle customer 
service calls. Of course, we need to ensure that AI does not discriminate 
based on age, gender, or race, and we must work to eliminate biases and 
ensure fairness.

AI has great potential to help us solve societal problems, such as build-
ing better transportation infrastructure, fighting diseases, and improving our 
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food supply chain. While we do not want machines to replace humans 
entirely, we need to find a proper balance of augmentation so that humans 
and AI can work together as a team to contribute to society. It is also impor-
tant to note that new jobs will be created, such as repairing IoT devices and 
dealing with large amounts of data.

To compete with China, we need to use AI and automation to our 
advantage. We must leverage these technologies to complement human 
efforts in military technology, energy, and infrastructure. In the future, simu-
lations will play an increasingly important role in solving global problems, 
such as climate change. We can use digital twins to simulate major surgeries 
and building construction to improve accuracy and efficiency. Visualization 
and communication tools, such as infographics and digital twins, will help 
us convey complex information in the most effective and accurate manner.
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This chapter covers how Big Tech is driving artificial intelligence to the 
next stage of evolution.

What Is Artificial Intelligence?

Let’s level-set to start. Artificial intelligence is a term that is thrown around 
often and that is seemingly interchangeable with similar ones like machine 
learning or deep learning. To demystify the composition of AI and its technol-
ogy, let’s begin by describing the differences between those three terms.

To start, there are two types of AI: artificial general intelligence (AGI) and 
artificial narrow intelligence (ANI). Artificial general intelligence is what you 
read about in science-fiction novels and what you see in science-fiction 
movies; it is a machine’s ability to think and develop the same cognitive 
abilities that a human being has. When you hear people talk about AI today, 
however, they are usually referring to the latter of the two, artificial nar-
row intelligence. As for the rest of the book, when we reference AI, we will 
be speaking specifically about ANI, which in today’s world is ubiquitous. 
Artificial narrow intelligence is a specific type of artificial intelligence that 
is goal-oriented and that tackles a particular set of tasks. Machine learning is 
a type of AI that can automatically adapt with minimal human interference, 

Current Challenges 
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while deep learning is a subset of machine learning that is based on artificial 
neural networks that mimic the learning process of the human mind.

How did we get to where we are today, with respect to the evolu-
tion of AI?

I would argue that most inventions begin in the depths of the human 
imagination and then make a debut appearance in society through science 
fiction. And most thoughts begin with questions: What if we could get 
there faster? What if there was a better way to search for things? What if 
things could act like humans? The common thread that holds these ques-
tions together is efficiency.

During the Second Industrial Revolution (aka the Technological Rev-
olution), at what I would say is the peak of human ingenuity, the develop-
ment of the railroad system did an amazing thing. It opened the way for 
expansion in the West, provided new economic opportunities, stimulated 
the development of towns and communities, and tied the country together: 
It was making life efficient. During this time, machines took on a central role 
in making the lives of people easier whether through alleviating manual 
labor, simplifying transportation, or providing entertainment. But that was 
only the beginning.

The question “Can machines think?” began rattling the minds of peo-
ple during the Golden Age of Science Fiction, which started in 1938. Evi-
dence for this can first be seen in the silent film Metropolis, a 1927 German 
expressionist film that starred a female humanoid robot. Man’s curiosity 
toward robots and an early concept of artificial intelligence was awakened 
and culturally embedded, sparking a quest for knowledge and the beginning 
stages of AI.

In 1951 the earliest successful AI program was written by Christopher 
Strachey, and by the summer of 1952, this program could play a complete 
game of checkers. Three years later, in 1955, Arthur Samuel figured out a 
way to add features that would enable Strachey’s program to learn from 
experience. In 1970, Marvin Minsky and Seymour Papert of the MIT AI 
lab proposed that AI research should focus on developing programs that 
are capable of intelligent behavior in artificial environments known as 
microworlds.

Today, AI is ubiquitous, and it can outperform human experts when it 
comes to narrow fields. AI is used in detecting medical diagnoses, genetic 
engineering, early cancer detection, and even protein folding, and that is 
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just naming a few fields in biomedicine. AI is used for chemical analysis, 
car design and manufacturing, bridge design, airline scheduling, customer 
service, ad targeting, and so much more.

Deep learning has been one of the most significant breakthroughs in 
AI since the mid 2010s because it has radically reduced the amount of 
manual labor and effort that is involved in building artificial intelligence 
systems. The rapid expansion and use of deep learning has been made pos-
sible through the growing access to big data and cloud architectures that 
allow massive amounts of data to be used to train complex AI models.1

What Is Big Tech?

This section covers the importance of Big Tech and its control and reach 
within our society, community, startups, and enterprises.

Big Tech refers to the most dominant and influential companies that 
exist in the technology industry (these companies exist mostly within the 
United States). These Big Tech corporations are now entering the public 
domain, but they have a unique advantage that no other corporations share: 
access to the data of billions of users.

This access allows them to design business models that are reliant on a 
private source of information that can be used to sell data, design a product 
based on the user data, or target particular groups of people and potential 
buyers based on the data they’ve collected. Since Big Tech corporations 
have access to large data sets and a vast number of resources, they have 
become systems that not only provide services, but entire infrastructures.2,3

“Indeed, such corporations exercise control on essential services on 
which many different actors and the whole economic ecosystem depend.”4,5 
Moreover, scholars have maintained that in this way, Big Tech corporations 
may have not only substantial economic and market power but a political 
“platform power” that stems directly from their consumers and users, who 
intimately appreciate and rely on those corporations and tend to provide 
opposition to governmental regulations that treat such corporations’ con-
venience and innovation.6

My Hands-on Experience in Big Tech

I began my professional journey as a programmer, which laid the founda-
tion for my training in computer science and engineering. Over the course 
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of my career, I have gained valuable experience working at Comcast, IBM, 
and US Web, to name a few. In the early 1990s, technology was viewed 
primarily as a tool, and there was a need to delve into every detail, often 
requiring specialized knowledge and expertise.

At that time, it was difficult to connect the dots, as everything was isolated 
and parochial, and the Internet was still in its nascent stage. The development 
of applications was largely siloed, and personalization and preferences were 
not yet integrated. Building technology was a complex and expensive pro-
cess, with limited impact on society beyond the realm of engineering.

Fast forward to today, and the landscape has transformed dramatically. 
Technology has become more accessible, affordable, and ubiquitous. As a 
result, computer power has become more affordable and easier to under-
stand. In the past, engineers were the primary drivers of technological solu-
tions, which limited accessibility and communication to a broader audience. 
Now, technology is simpler and more integrated, which benefits members 
of society across age groups and industries.

Big Tech and data are so pervasive that they control our lives and our 
destiny. To illustrate this, over two-thirds of Americans obtain their news 
from social media platforms such as Facebook and the more alarming Tik-
Tok, which is controlled by China and impacts young minds. Nine out 
of 10 people follow someone or share something from their network on 
social media.

Companies like Alphabet (Google) and Meta (Facebook) are now some 
of the biggest on the Fortune 500  list, and YouTube, which is owned by 
Google, is the most popular video site globally.

This widespread adoption has made tracking our daily movements 
much more effortless, as seen through the use of Google Maps on our 
phones. Even if we go to the hospital, we can be monitored through Apple 
Watches, which report our oxygen, heart rate, pulse, and temperature data to 
the cloud. This plethora of data is now in the hands of Big Tech, which can 
utilize it as they please, giving them enormous power over us. In addition, 
Big Tech is now intertwined with every aspect of our lives, even controlling 
the way we live our lives.

The power wielded by these companies is unprecedented, and it remains 
unclear whether we should allow them to monopolize and maximize their 
profits or regulate them through ethical guidelines. Despite the current 
challenges faced by the technology sector, Big Tech remains a powerful 
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entity in 2023, and its business models continue to consume organizations 
and daily living.

All aspects of our lives are being meticulously monitored and docu-
mented. This prompts us to question whether this is the direction we want 
to be headed in. The renowned Harvard professor Shoshana Zuboff, in her 
2002 book The Support Economy: Wealth, Work, and Careers in the Knowl-
edge Economy, predicted a model whereby we are integrated into a social 
community, exchanging information and ideas. This new society will be 
immensely powerful, surpassing traditional employment and family struc-
tures. Is that where we are now?

This seamless integration of our lives is epitomized by the tech giants 
Amazon, Google (Alphabet), Facebook (Meta), Microsoft, and Apple, who 
are intricately woven into the fabric of our daily routines.

Within the hospital system, there are beds equipped with tracking 
mechanisms for patient safety, such as fall prevention. Additionally, Apple 
Watches have capabilities to track vital signs including oxygen levels, heart 
rate, and body temperature, which are all stored in the cloud. With an abun-
dance of data being collected, the largest tech companies have the ability to 
utilize this information as they see fit. Consequently, we are at the mercy of 
these companies, and even if we have done no wrong, they may sever ties 
with us based on a statement we make.

It is important to note that personal information and accounts are 
under their control, and as technology advances, AI agents may be the ones 
responsible for sensing and controlling our daily activities, managing our 
authentication process, and dictating our connectivity.

The omnipotence of Big Tech is truly remarkable, for better or for 
worse. While social media platforms provide exceptional services, and 
Microsoft offers a wide array of exceptional products, the costs to our soci-
ety are significant. Are we prepared to bear the burden of such commit-
ments and obligations to Big Tech? These organizations possess more power 
than any Wall Street companies ever have.

How We Coexist with Big Tech

As we navigate these challenging times, we must consider how we wish to 
coexist with Big Tech. Should we regulate their actions and maximize their 
profits, or allow for innovation and new startups to thrive? It is essential to 
consider how AI ethics play into this discussion.
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Moreover, as we become increasingly reliant on connected devices, such 
as the generative AI Chat GPT or self-driving cars, we must contemplate 
the effects of Big Tech’s involvement. Microsoft’s partnership and invest-
ment in OpenAI, for instance, could mean that they distribute and control 
generative AI Chat GPT, leading to unforeseen consequences.

The present and future impact of Big Tech on society is a subject of great 
importance, with significant ethical implications. The European Union and 
UNESCO are engaged in discussions on AI ethics, raising questions about the 
optimal balance between profit maximization and the avoidance of monopolies 
that stifle innovation. The partnership and investment of Microsoft in OpenAI 
and their distribution and control of generative AI Chat GPT is one example 
of the significant influence Big Tech wields over the use of AI technologies.

However, the question arises: How do we trust this technology, particu-
larly in terms of privacy? Issues related to AI bias, fairness, fraud, and mis-
representation are prevalent. Moreover, Big Tech companies control a broad 
swath of our lives, including what we think, the healthcare we receive, the 
diagnostics we undergo, our communications, our travel, our food intake, 
and even the restaurants we frequent.

This immense power is comparable to that of authoritarian regimes in 
China and Russia. The tendencies toward control and domination are embed-
ded in the new world of Big Tech, which seeks to regulate every aspect of soci-
ety and culture. Consequently, we must exercise caution because our lives are 
so heavily intertwined with these technologies. Even an hour of disconnection 
can lead to a feeling of deprivation because we have become so reliant on them.

This raises important questions for society, particularly younger genera-
tions who are growing up in this increasingly digital world. Do we truly 
want content on demand and everything at lightning-fast speeds, even if it 
comes at the expense of our privacy and time? We must be mindful of the 
implications of these developments and work toward creating a balance that 
prioritizes ethical considerations and the common good.

The Dominance of Big Data

The issue of data exploitation and the power held by large technology com-
panies is a significant concern. It is imperative to strike a balance between 
the desire for efficiency and speed, and the need to prevent unelected cor-
porations from having excessive control over every aspect of our lives.
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The dominance of these companies, which are larger than life, necessi-
tates careful consideration. Governments, especially in the United States, are 
summoning them to Congress, and discussions about regulations are taking 
place, especially in the European Union.

The issue at hand is the limitation of power held by the largest technol-
ogy companies, who exert significant pressure on society by providing con-
tent and information, while simultaneously gaining access to vast amounts 
of data. The challenge lies in finding ways to utilize this knowledge and net-
work to amplify human voices, especially given the advancements in gen-
erative AI and monitoring technology that could act as “whisper agents,” 
monitoring our emotions and brain activity.

This has significant implications for our economy, as the largest tech 
companies hold substantial economic leverage and control over many 
aspects of our lives. It’s important to consider the influence these companies 
have on democracy, voting, innovation, politics, and religious beliefs. As citi-
zens, consumers, employees, and employers, it’s critical that we navigate this 
landscape thoughtfully and with care, given the immense power wielded by 
these digital superpowers.

We must examine all facets of this issue, including privacy concerns, the 
potential impact on jobs, and the displacement of workers. We must bal-
ance innovation, efficiency, and effectiveness with governance, regulations, 
democracy, and politics.

It is crucial to ensure that power does not swing in a direction where 
individuals suddenly find themselves powerless due to the dominance of 
these tech giants. We must establish a trust system and develop a new society 
that takes into account the technological advantage these companies pos-
sess. This requires collective and careful consideration.

Gen Z’s Evolving Digital Transformation

Millennials are a main driver of digital transformation in the twenty-first-
century workplace. More than 40% of millennials say they won’t work for 
organizations that don’t offer workplace and work-from-home flexibility.7 
The younger generations in the workforce and currently joining the work-
force only know a world where they can work from anywhere. Many of 
them put flexibility above wages and benefits when prioritizing what 
organization they will work for.
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Enterprises globally have no path forward except to adapt. Top talent 
knows they will get the flexibility somewhere and will not settle. Any work 
that can securely be performed remotely must be offered as such. A failure by 
a company to evolve with top talent will leave them behind their competitors 
who have embraced the future and changed with the times. Just do a quick 
Google search for companies that failed to adapt to changing technologies. 
What happened to them? You’ll see names like MySpace, Blockbuster, Com-
modore, Kodak, Polaroid, and the list goes on. Hesitation leads to devastation.

AI Will Augment Humanity, Not Replace It

As written about in the Harvard Business Review, a study of 1,500 companies 
revealed that businesses achieve the most significant performance improve-
ments when humans and machines work together.8 People and AI actively 
complement the strengths of the other. Humans lead the way in leadership, 
teamwork, creativity, and social skills, while AI brings speed, scalability, and 
quantitative capabilities needed to maximize output and performance.

On the most basic levels, humans are needed to maintain machines, 
repair, and improve them. Humans are also the ones who tell machines 
where to start and what to do. Humans must also code these machines to 
only perform tasks that are good in nature and do not harm people. We are 
also needed to explain and interpret the work of machines to the masses.

We have to acknowledge the ways in which machines help humans aug-
ment and enhance our abilities, whether it is cognitive—such as weeding out 
calls and requests to route them to the correct person, or answering their 
questions completely, or suggesting a different path for you—or, giving you 
needed answers to questions you didn’t even think to ask. This use of AI makes 
our lives a little better and more efficient everyday. Yes, I know some of you 
reading this are saying, “Mark, I just want to talk to a person!” So do I, but I like 
a cognitive agent making sure I reach the correct person, and not just someone 
who is going to transfer me to someone else who is going to transfer me!

Digital Transformation and Personalization

People, not machines, drive innovation. Technology isn’t created or advanced 
just for the fun of it. The genesis of all innovation has been the needs of people. 
One of the greatest demands of our time is personalization of products, ser-
vices, and experiences. This happens every day without us even noticing.
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Right now, if you take out your phone (of course, please wait until after 
this chapter) and open any app, you will see content and advertisements 
that are only for things and topics you are interested in, or are already a 
consumer of. This isn’t an accident. This is from years of users of tech, like 
me and you, demanding and moving toward apps, companies, services, and 
experiences that are more tailored to what we like.

Gone are the days when you had to go look for something you wanted. 
One Google or Facebook search of “Men’s coats near me” and immediately 
I start seeing ads, articles, and videos about men’s coats. This makes my life 
more efficient, in a small way, yes, but more efficient nonetheless.

But the marketers behind these personalized advertising campaigns must 
be the ones who understand what we actually want. “Top marketers are devel-
oping systems that can pool and analyze structured and unstructured data, 
algorithms that can identify behavioral patterns and customer propensity, and 
analysis capabilities to feed that information into easy-to-use dashboards.”9

Again, this is all driven by us.

▪▪ 91% of consumers say they are more likely to shop with brands that 
provide offers and recommendations that are relevant to them.

▪▪ 83% of consumers are willing to share their data to create a more 
personalized experience.

▪▪ Consumers are 2.1 times more likely to view personalized offers.
▪▪ 88% of US marketers have seen measurable improvements due to 
personalization, with more than half reporting a lift greater than 10%.

▪▪ Marketers report a 760% increase in email revenue from personalized 
and segmented campaigns.10

Recent AI Success Stories

What enhancements have the behavior of humans driven in AI in the recent 
past? There are too many to name in this chapter alone, but here are some 
that you may overlook in your everyday life that makes things easier, safer, 
and more cost effective:

▪▪ Virtual assistants reduce unnecessary hospital visits and save nurses 
20% of their time. At the same time, workflow assistants free 17% of 
doctors’ schedules.11
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▪▪ AI is being used to predict when to book your vacation to get the 
lowest price for flights, hotels, car, and vacation home rentals.12

▪▪ Have you purchased anything on Amazon in the past five years? If so, 
their algorithm has helped you do so.

▪▪ Voice assistants, anyone? Before leaving your house you can simply 
yell out, “Alexa” or “Hey Google, what is the forecast today? How 
is the traffic on my commute?” You don’t have to wait for the news 
to come back from a commercial break and hope they go straight 
to weather and traffic. You have that info exactly when you want it.

These are some small examples to show how human behaviors drive 
innovation. I need to know the weather as I leave the house, not when the 
news decides to tell me the weather. I want to get the best price on my fam-
ily vacation to Miami. I want the more relevant products at the best price 
available shown to me when I am shopping on Amazon. These behaviors 
have driven the innovations we all use every day.

Now that you see how what you want and need can literally change 
the world, in Chapter 2 let’s get into how the needs of the human race and 
planet Earth will continue to drive innovation and the advancement of AI.
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This chapter covers the implications of AI on the current crises of the planet.
Right now, AI is being leveraged across the world as a force for positive 

societal change, life-saving medical enhancements, reusable and sustainable 
energy, and securing the food supply chain. I show you in this chapter the 
ways in which AI is a force for good, a force for positive change, and a force 
that can save humanity and our planet.

Our global issues are complex, and AI provides us with a valuable tool 
to augment human efforts to come up with solutions to vexing problems. 
These challenges are new and old and they have the potential to touch 
every single one of our lives. In the pages to come, you will read about at 
least one, likely multiple, challenges you face in your life and how AI can be 
used to help us all conquer them.

Improving Municipal Efficiency

We take for granted the massive work and incredibly complex and inter-
twined systems it takes for a city to function at all, let  alone in the most 
efficient and citizen-friendly ways possible. Not only do residents and visi-
tors need to get from one place to the next for work, dinner, a night out with 
friends, or a first date (or second, if you’re lucky), people also need the city 
to work for them and their lives, because lives often depend on the ways a city 
actually functions. For example, a well-functioning city provides its residents 
with access to essential resources and services, such as healthcare, education, 

AI for Social Good
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transportation, and affordable housing. This can help to ensure that everyone 
has the basic necessities they need to lead healthy and productive lives.

AI traffic networks have been proven to work to move people and pub-
lic services in a more efficient and lifesaving way through a metropolitan 
area. For example, real-time traffic camera data and IoT are being leveraged 
to maximize vehicle throughput in cities.1 Municipalities have the ability 
as well to harness the power of AI to decide when and where preven-
tive maintenance of public transportation (trains, buses, subways, etc.) and 
infrastructure (bridges, roads, tunnels, etc.) should occur to prevent future 
disruptions and potential disasters.

Improving Energy Efficiency

We all see the news every summer here in the United States of rolling 
blackouts, or cities and regions losing power completely. This isn’t just a 
modern inconvenience; this is something that kills hundreds, if not thou-
sands, of people every year.

One example of rolling blackouts leading to deaths occurred in Texas 
during a severe winter storm in February 2021. As the storm swept across 
the state, record-low temperatures caused a surge in power demand, which 
overwhelmed the state’s electrical grid. As a result, utility companies began 
implementing rolling blackouts, which left millions of Texans without 
power for hours at a time.

The prolonged blackouts had severe consequences for public health 
and safety, with many residents struggling to stay warm in the freezing tem-
peratures. Some residents resorted to using unsafe heating methods, such 
as propane heaters and charcoal grills, which led to several cases of carbon 
monoxide poisoning. Others were left without access to clean water and 
sanitation, as water treatment plants and pumping stations were also affected 
by the power outages.

In total, over 100 deaths were attributed to the winter storm, with 
many of these deaths occurring as a result of the rolling blackouts. The inci-
dent highlighted the importance of resilient and reliable energy systems, as 
well as the need for better emergency planning and response measures to 
protect public health and safety during extreme weather events.

Artificial intelligence can be used in smart cities to analyze the energy-
use habits and trends of businesses and residents. Analyzing this data informs 
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decisions as to when and where renewable energy needs to be used. City 
planners gain insights as to where energy is being wasted and how to save 
it.2 The next step is to install this tech in every city possible and scale it 
nationwide. We know the technology works. We know it will save money 
and, more importantly, lives. To not continue down this path is negligence 
on the part of our leaders and governments.

At Google, Ana Radovanovic, Technical Lead for Carbon-Intelligent 
Computing, is leading a project that studies electricity maps. These maps 
predict how the average hourly carbon intensity of the local electrical grid 
will change over the course of a day. Then this data is used to inform how 
to align compute tasks with times of low-carbon electricity supply.3 Initial 
results show that carbon-aware load shifting works.

Detecting Cancer Early On

The imaging capabilities of AI are currently being leveraged in early-
stage detection of cancerous cells and other diseases. A Mount Sinai team 
used deep learning–based AI algorithms to predict the development of 
diseases with 94% accuracy, including cancers of the liver, rectum, and 
prostate.4

The development of convolutional neural networks has massive life-
saving potential. One convolutional neural network was trained on 130,000 
skin images and was able to classify malignant lesions with higher sensitivity 
and specificity than doctors.

In addition, tumors in the head and neck cancer lymph nodes are diffi-
cult to diagnose radiographically. The convolutional neural network–based 
model showed greater than 85% accuracy in identifying this feature on CT 
scans.5 Not only can this use of AI match the diagnostic powers of clinicians, 
and sometimes better than them, it also does it much faster. And when it 
comes to cancer and disease detection, time is so very valuable.

Enabling Smarter Living

Our lives can be very hectic. Personally, I travel constantly, nationally and 
internationally, and my amazing wife is the rock of our family at home, taking 
care of our daughter, taking care of our home, and monitoring our extended 
family. We, like so many people, need technology in our lives to help us every 
day, not just with the daily tasks of life, but with being safe and secure.  
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Smart living is a way many people approach their homes. Think of all of the 
AI-driven devices in our homes today:

▪▪ Smart thermostats: Keep our homes regulated and efficient.
▪▪ Smart security system: Keep our home secure and us up-to-date in real 
time as to any problems or danger while we are away.

▪▪ Panic buttons for elderly or sick family members: The ability to commu-
nicate in real time possible falls, injuries, and changes in health are 
literal life-savers.

Safety and security are fundamental drivers of smart living. These inno-
vations, like all, are brought about by the needs and wants of people like you 
and me. Nowadays most of this tech is very affordable and becomes more 
so every year.

Fighting Climate Change

Machine learning algorithms power approximately 30 climate models used 
by the Intergovernmental Panel on Climate Change.6 My colleagues at the 
Boston Consulting Group (BCG) and I agree that AI is essential in the fight 
to solve the climate crises. BCG has developed a common framework to 
combat climate change and is working on multiple fronts, leveraging AI to 
bring about positive change in the arena of climate change (see Figure 2.1).

In BCG’s experience, for example, AI can be used to help reduce green-
house gas emissions equal to 5–10% of an organization’s carbon footprint, 
or a total of 2.6 to 5.3 gigatons of CO

2
e if scaled globally.7 AI can also be 

a tool for helping businesses, governments, nongovermental organizations, 
and investors take a more informed and data-driven approach in combating 
climate change at any level.

Supporting Wildlife Conservation

AI has been used in wildlife conservation in several ways. For example, the 
University of Hawaii’s Kauai Endangered Seabird Recovery Project used AI 
to analyze 600 hours of audio to detect the number of collisions between 
birds and power lines.8

Also, AI has been used in the form of drones to help spot poachers 
and to track species and migration patterns. Drones are also being taught 
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Figure 2.1  Framework for using AI to combat climate change

Source: BCG project experience; Climate Change AI, “Tackling Climate Change with Machine Learning”; Global Partnership on AI, 
“Climate Change and AI: Recommendations for Government Action”.
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Expert Analysis: Work at BCG Is Responsibility and 
Contribution to the Betterment of Society

By Sylvain Duranton, Global Leader of BCG X, and Senior Partner 
and Managing Director of Boston Consulting Group

Why is it important for both you and your organization to 
ensure that the work not only generates revenue but also 
contributes to the betterment of society?

We feel a need and a responsibility to go beyond financial returns 
and consider the impact of our actions on society. For our organiza-
tion, working with companies has always been about more than just 
numbers. We have been working with them for years to define their 
purpose, improve their social impact, and manage stakeholders.

However, technology has forced us to make more explicit and 
stronger decisions when it comes to trade-offs between financial gain 
and other considerations. Centralized decision-making through AI 
and technology means that we must decide on objective functions 
like cost, CO

2
 emissions, worker and customer satisfaction, and team 

NPS. This is where our duty as BCG comes in—we need to ensure 
that it’s not just about money, but also doing good for the world, our 
customers, and our teams.

We also have partnerships with organizations like the Green Soft-
ware Foundation and Mila to push the tech sector toward responsible 
AI and responsible technologies. We believe that the influence we 
have on technology comes with a responsibility to behave in a way 
that is geared toward the greater good. Simply saying that “tech will 
save the world” is no longer enough, and we need to work toward 
improving ethical standards across the tech industry.

What do you think the future of climate tech looks like 
from your perspective?

There are several important aspects to consider. First, measurement 
is crucial. If companies want to tackle the climate crisis, they need 
to accurately measure their impact on the environment. While many 
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to locate waste materials floating in or on the water and then to notify a 
marine animal conservation agency for cleanup.

Combating the Food Crisis

The fact that kids go to bed hungry every night, people are literally starving 
across the globe, and people die every day from not having food may be the 
greatest tragedy of our time. From food deserts to climate struggle to 

companies are committed to reducing their emissions, most still strug-
gle to measure them. A survey conducted two years ago found that 
the average company self-reported a 30–40% uncertainty in their 
own emissions measurements. To address this, we need to leverage AI 
and blockchain technologies to simulate and measure emissions from 
operations and supply chains.

The second aspect is decarbonization, which involves reducing 
carbon emissions from operations. This can be achieved through vari-
ous means, including changing agricultural practices to store more 
carbon in the soil, using carbon capture technologies, and optimizing 
operations to reduce carbon emissions. For example, we have a pro-
curement optimization solution that includes the price of CO

2
 and 

optimizes both the cost of goods and their carbon emissions.
The third aspect is adaptation, which is just as important as decar-

bonization. As we see the impacts of climate change worsen, we need 
to plan for and mitigate its effects. This involves using AI and opti-
mization to forecast climate risks and plan for them accordingly. For 
example, cities can use digital twins to optimize their infrastructure 
and prepare for upcoming climate challenges, such as flooding. This 
requires quantifying the costs of infrastructure and social impacts, such 
as the displacement of people, and optimizing decision-making across 
different departments and time horizons.

The future of climate tech requires advanced technology and 
innovative solutions to accurately measure emissions, reduce carbon 
emissions, and adapt to climate risks.
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Expert Input and Analysis: Hitachi Must Use Its  
Influence and Access to AI to Positively Impact  
Climate Change

By Laurent Guengant, Vice President—Global Environmental Busi-
ness Division—Head of EMEA Corporate Venture—at Hitachi

Global companies like Hitachi are instrumental in enabling and accel-
erating the green transition (mitigation), as well as addressing the con-
sequences of climate change (adaptation).

Hitachi, and other global companies, have to face and address 
the strategic and economic challenges generated by an accelerated 
environmental transition. These include managing legacy assets and 
cost structures, optimizing transformation costs, and achieving price 
and “value” competitiveness for new and greener products. Hitachi 
believes in a bright Green future and has been focusing its invest-
ments in technologies that drive this transition toward new market 
opportunities. As a global multinational corporation, it is also well 
positioned to create the economies of scales needed for this transi-
tion. Through a large customer base, reach, and global mind share, it 
has a greater potential for effectively supporting customers in their 
migration to the new zero-carbon-based technologies, solutions, and 
business models. Last, but not least, with very large employee bases, 
Hitachi and other global corporations are instrumental in designing 
and driving larger-scale industry and value chain-wide reskilling and 
upskilling programs for workers.

From an adaptation standpoint, global infrastructure solutions 
providers such as Hitachi have been investing significantly in new AI 
models to address the risks caused by climate change. Some of the areas 
of focus include AI models for the design of more resilient infrastruc-
tures, the improved security of energy supply, but also for the modeling 
and prediction of natural disaster scenarios, such as sea-level-rise mod-
eling, early warning systems, or risk and insurance models.

It is important also to note that global companies’ influence goes 
beyond their employees and reaches their employees’ families and 
communities. Through this extended market and community access, 
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political strife and war, the factors fueling the global food crises are many 
and varied. AI is poised to help in many ways and save countless lives.

For example, the Nutrition Early Warning System uses machine learn-
ing and big data to identify regions that are at increased risk of food shortages 
due to crop failure, rising food prices, and drought.9 AI is being leveraged in 
the area of farm management and predictive analytics. Using data from crop, 
soil, and weather monitoring, AI can support decision-making to optimize 
the use of resources (water, fertilizers, etc.).10

they are well positioned, often in partnerships with local authori-
ties, to implement educational programs aimed at changing behav-
iors, preparing populations, and providing tools to better address the 
impacts of climate change.

Positive impact on inequality, accessibility to basic needs, 
and combating food crises

Most large global corporations also have strong diversity and inclusion 
programs. As global corporations implement mitigation of adaptation-
focused programs, key criteria for success of these programs include 
accessibility, affordability, efficient utilization of natural resources, and 
supporting public and nonprofit organizations dedicated to improv-
ing the well-being of citizens.

Hitachi’s work in AI positively impacting the field of energy 
sustainability

In recent years, Hitachi has built new businesses in the electro-mobility 
sector, leveraging AI to implement more efficient use of lithium-ion 
batteries (battery analytics), and optimizing the second-life reusability 
of these batteries. For electric and hybrid commercial fleets, the use of 
AI models was extended to the optimization of routes and charging 
schedules, as well as the modeling of driver behaviors in order to opti-
mize bus and delivery trucks’ battery usage. Other new applications of 
AI for Hitachi include the development of more flexible and resilient 
energy grids and the automation of distributed multi-energy resources.
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This is the direction we need to continue to head in. If on a global scale 
we can predict when disaster is likely to hit and where and to whom, we can 
manage production and distribution of food to lessen the impact on people.

With the technology currently available on this planet, it is an utter 
failure of humanity that global hunger continues to exist.

Reducing Inequity

Most of us have deep-coded biases that we don’t even know are there. AI 
can help save people like you and me from mistakes we’d never dream of 
making, and save us all from malicious actors out there being intentionally 
biased. Take, for example, smart text editor Textio. Textio is used to rewrite 
job descriptions to make them more inclusive. This leads to a more diverse 
candidate pool, which leads to a more diverse workforce, which leads to 
more diverse and inclusive viewpoints at an organization. In turn, this will 
lead to organizations reducing or eliminating all hidden unintentional biases.

From preventing biases, we need to remove existing biases. The recent 
development of open source toolkits such as the University of Chicago’s 
project Aequitas and IBM’s AI Fairness 360 is a wonderful step forward. 
They both track and correct existing biases. They use a comprehensive set 
of metrics for datasets and models to test for biases, explanations for these 
metrics, and algorithms to mitigate bias in datasets and models.11 These sorts 
of systems are crucial in rooting out and correcting biases, whether they be 
intentional or not.

Let’s also look at how and from whom we get our news. We need to 
ensure that the voices and faces we see are a fair representation of the com-
munity they are serving. The best way to reach this result is by first assessing 
where a change is needed. Swiss multimedia publishing business Ringier 
is working on this challenge by leveraging AI to monitor the gender bias 
of its output via a tool the company developed, EqualVoice. It analyzes the 
number of men and women that appear in their articles, features, and clips.

Improving Education

AI is being used in education in several ways. The first is to make the work 
of educating more efficient. AI has been implemented in the creation of 
course materials, automating mundane tasks to take them off the educators, 
and providing additional opportunities for virtual learning.



	 AI for Social Good	 25

AI is also being used to help students and create individual learning 
paths. Take, for example, the organization SDG4. Sustainable Development 
Goal 4 is about quality education and is among the 17 Sustainable Develop-
ment Goals (SDGs) established by the United Nations in September 2015. 
The full title of SDG 4 is “Ensure inclusive and equitable quality educa-
tion and promote lifelong learning opportunities for AI.” We see AI being 
used to help determine the comfort level of children in learning different 
subjects, and to identify struggling pupils without having to wait for scores 
and grades.

Improving Accessibility to Basic Needs

Drinkable water and breathable air: these are two things we cannot live 
without and cannot take for granted. Some of our fellow humans in differ-
ent parts of this world have only one, or neither. Look no further than the 
beautiful and amazing country of India. The people of India touch most of 
our lives daily, though we do not even realize it.

The people of India have contributed significantly to various fields all 
over the world.

▪▪ Technology: Indian professionals and entrepreneurs have made 
significant contributions to the technology industry. Indian-origin 
CEOs lead major companies like Google, Microsoft, and IBM. Addi-
tionally, Indian engineers and developers are highly sought after in 
Silicon Valley and have played a key role in the development of many 
innovative products and services.

▪▪ Healthcare: Indian doctors and healthcare professionals are in high 
demand around the world, especially in developed countries where 
there is a shortage of skilled medical personnel. Many Indian doctors 
have made significant contributions to medical research and innova-
tion as well.

▪▪ Education: Indian academics and scholars have made notable con-
tributions to various fields of study, including science, literature, 
and philosophy. Indian universities have also produced some of the 
world’s most distinguished scholars and scientists.

▪▪ Business: Indian entrepreneurs have built successful businesses 
around the world, creating jobs and contributing to the economies 
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of various countries. Many Indian businesses are known for their 
innovation and ability to adapt to changing markets.

▪▪ Arts and culture: Indian artists, musicians, and filmmakers have 
made significant contributions to the arts and entertainment indus-
tries around the world. Indian cinema, for example, is widely popular 
and has had a significant impact on global culture.

To put it lightly, the people of India have made significant contributions 
in various fields and have played an important role in shaping the global 
economy, culture, and society.

Despite these monumental contributions to humankind, the demand 
for water in India will soon significantly outpace supply. Dr. Yogesh Sim-
mhan is working with EqWater, using data analytics and machine learning 
to understand differences in access to water for individual neighborhoods. 
The idea is that algorithms can be used to better manage supplies, such as 
improved water scheduling or detecting leaks.12

According to Engineer Bainomugisha, 9 out of 10 people in the world 
breathe unhealthy air each day, adversely affecting lower-income countries 
and individuals.13 Whether it is he and his team working to detect pollution 
to help infirm communities on how to lessen exposure and prevent further 
pollution or the University of Houston’s Air Quality Forecasting and Mod-
eling Lab’s model that can predict ozone pollution up to 14 days ahead of 
time,14 AI’s use in the area of pollution is growing every day.

Unlocking Value with AI for Economic and Social Mobility

As the wealth gap continues to widen and poverty is still unsolved, we see 
the devastating effects on the impoverished nations and people of the world. 
How can we unleash AI to combat this seemingly irreversible inequity?

The McKinsey Global Institute has run simulations on what the 
impact of AI could be on the global economy. Two of their more interesting 
findings are:

1.	 There is large potential for AI to contribute to global economic activ-
ity, potentially delivering an additional $13 trillion of global economic 
activity by 2030, an additional 1.2 percent GDP growth per year.
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2.	 A key challenge is that adoption of AI could widen gaps among 
countries, companies, and workers.15

All counties and enterprises must adapt and install AI whenever and 
wherever they can. Those who fail could see leading AI countries capture 
an additional 20 to 25 percent in net economic benefit, with developing 
countries only about 5 to 15 percent.

The social safety nets across the globe are another area in which AI 
could benefit the impoverished and less fortunate. The argument has been 
presented of AI’s ability to radically improve the efficiency and quality 
of public service delivery in education, healthcare, and social protection. 
Successful pilots include automation of Sweden’s social services and the 
government of Togo’s experimenting with machine learning using mobile 
phone metadata and satellite images to identify households most in need of 
social assistance.16

Expert Input and Analysis: How LG Is Improving 
Quality of Life Through Innovation

By Dr. Sokwoo Rhee, Corporate Senior Vice President at LG Elec-
tronics and Head of the LG North America Innovation Center

LG NOVA, the North America Innovation Center for LG Electron-
ics, launched the Mission for the Future program in 2021. The pro-
gram is a global initiative to bring in outside companies of all sizes 
and stages to LG to explore business collaboration and broaden our 
ability to innovate and expand in areas that are new to LG. Through 
this program, we’ve invited companies, startups, and entrepreneurs to 
propose their social impact business ideas for the opportunity to grow 
and work with LG.

The founding of the LG NOVA program and the challenge lean 
into LG Electronics’ brand mission of Innovation for a Better Life. LG 
NOVA builds on this in its passion for improving the quality of life 
through technology and its belief that anything is possible through 
innovation.

(continued)
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We recognize that innovation comes from everywhere and we 
can be even more innovative as a company if we collaborate with 
others outside of LG in the community where they are building solu-
tions from the ground up. We’re looking to harness this creative brain 
power to create really impactful solutions.

The power of creative collaboration, strategic partnership, and 
community-focus effort will continue to spark ideation that will 
improve quality of life, creating a smarter, healthier, more-connected 
future. These partnerships—powered in most cases by machine learn-
ing and AI—drive change in myriad industries like digital healthcare, 
electric mobility, and more, bolstered by technology that is making an 
impact globally.

At the end of the day, we hope to deliver innovations for smarter 
living, climate change, sustainability, and digital health—some of the 
most pressing challenges and goals of today. The LG NOVA program 
is unique in the sense that we are looking for transformative change. 
By dedicating time, resources, and capital in these partnerships we can 
bring revolutionary concepts to life and mass markets faster.

For example, by working with startups in the electric mobility/ 
EV space, such as SparkCharge, a grid-free EV charging solution 
company and a finalist in the first annual Mission for the Future chal-
lenge announced in September 2022, LG is helping to build up the 
infrastructure needed to support a future of widespread EV adoption 
that will impact sustainability and climate change.

For digital health, LG is working with startups such as XRHealth, 
a virtual treatment room developer and another finalist from the first 
annual Mission for the Future challenge, that makes healthcare more 
accessible at the home and hospital level.

That’s why we engage with companies in North America and 
across the globe that are creating solutions to deliver the future of 
sustainable, readily accessible, socially impactful, and technologically 
advanced living for society at large.
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The responsibility of uncovering new business opportunities 
built to benefit people, communities, and the planet

LG Electronics is built on the core principle of making life better 
for people and the planet. At the corporate level, we’ve made com-
mitments to sustainable business strategies, carbon reduction, and 
renewable energy initiatives. We also build high-quality products that 
support people in their homes and give them a better life.

Our efforts at LG NOVA are a natural extension of this commit-
ment. Through LG NOVA’s work, we’re taking an active role in inno-
vating to create a positive future for all. This vision has been brought 
to life over the past two years through our Mission for the Future 
program. The program is a way for us to get ahead of the innovation 
cycle and grow companies that we believe will play a role in getting 
us to the future faster with positive benefits for us all.

Future growth, business opportunities, and revenue are all in 
alignment. LG chooses to lead and grow the company around how 
it can better serve people and the planet, as a way toward growth 
and revenue.

Implementation and leveraging AI technology to accelerate 
the positive impact LG’s work has on society and the planet

AI is one of the most advanced tools in technology that is constantly 
growing and resulting in new business opportunities and use cases. 
Especially in the startup world, AI is resulting in exponential growth 
of new market areas in technology, across all sectors. We’re seeing 
companies create novel cutting-edge applications in the metaverse, 
smart life, healthcare, and more. Backed by startups, AI algorithms 
can enable hospitals to better analyze data and diagnose patients, offer 
advances in self-driving cars, and improve supply chain efficiency.

For example, HealthSnap, part of the 2022 Mission for the Future 
selection cohort, is an integrated virtual care management platform 

(continued)
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that uses AI-guided care coordination, remote patient monitoring, 
chronic care management, and more. This company works with a 
number of healthcare providers, one provider noting that the com-
pany improves the quality and cost of care by offering a sustainable 
method of viewing and responding to patient health data, leveraging 
data to predict and react to events before they happen.

Another example is IEMS Solution, also a finalist for the Mission 
for the Future challenge in 2022. This startup leverages innovative AI 
and blockchain-based distributed energy resources management systems 
(DERMS) and transactive energy software platforms, enabling optimi-
zation across e-mobility solutions, smart cities, and homes. Its software 
solutions help EV-fleet operators plan and operate their systems with 
minimum cost with the maximum reliability and resiliency—changing 
the landscape of the future of mobility. Companies like these will only 
continue to accelerate uses of AI and creative solutions, elevating tech-
nology for years to come.
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PART

II

The United Nations recently released the results of the “2022  
E-Government Survey” (https://publicadministration.un.org/en/Research/
UN-e-Government-Surveys), which shows progress, surprises, and oppor-
tunity for governments across the globe in their shift to the digitization of 
services. COVID-19 has accelerated the need for governments to become 
more and more digitally accessible for their citizens as an increasing percent-
age of people became more digitally savvy during the pandemic. Meeting 
your customers (in this case, your citizens) where they are, instead of forcing 
them to do things your way, is always the wise way to do business. But, mov-
ing the enormous bureaucratic icebergs that are governments is complicated, 
messy, and sometimes near impossible.

As governments worldwide are looking to streamline the delivery of 
services through mobile, cloud, automation, and digitization processes, what 
will the future of person-to-government interaction look like? Will our 
relationships with our governmental entities become “better”? Or, will the 

Digital 
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archaic technologies that governments have invested in previously become 
a hindrance to actual progress?

In Chapters 3 through 5, we cover the future of work, digital disrup-
tion, and technologies that are driving society’s digital transformation.
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You may ask, what is meant by “the future of work”? The future of work 
is merely a prediction of how the work being done, the workplace, and the 
labor force will progress and evolve in the years to come. Why is it impor-
tant that CEOs and other C-suite executives accurately forecast these future 
changes? Why is it imperative that they understand how that evolution will 
affect the following?

▪▪ What work is being done?
▪▪ What technology is needed to do the work?
▪▪ Who is doing the work?
▪▪ What skills are required to do the work?
▪▪ When and from where is the work being done?

C-suite executives of organizations worldwide will make calculated 
decisions about future workforce planning, based upon their current knowl-
edge and what they anticipate the work world of the future will look like. 
As a result, HR experts and management must educate themselves about 
how their workplace will be impacted in the future.

We answer these questions and share important skill sets and jobs we 
can expect to see develop in the next 10 years. We also discuss how these 
changes will affect the future customer experience (CX) and how artificial 
intelligence will alter human creativity and experiences.

The Future of Work
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Evolving Work Trends

While much focus is placed on technology in future-of-work discussions, 
other factors, such as remote employment and the gig economy, play a large 
role in not only how work will be done, but who will be doing it and from 
where. In addition, employers will want to consider what the work is, as a 
2020 research report from the Society for Human Resource Management 
and Willis Towers Watson noted that “85 percent of jobs that will exist in 
2030 have not been invented yet.”1

ChatGPT and Jobs of the Future

According to Goldman Sachs, ChatGPT is poised to disrupt every major 
industry and potentially replace over 300 million jobs. While this tech-
nology has the potential to increase global GDP by 7% within the next 
decade, many individuals may struggle to comprehend and adapt to 
its impact.2

The transformative power of generative AI extends to every aspect of 
society, including industry, government, and various fields such as software 
engineering, journalism, and scientific research. It is anticipated that this 
technology will fundamentally alter business processes in a manner not seen 
since the advent of the Internet.

However, this development is not without its societal implications, par-
ticularly in regard to employment. Translators, public relations professionals, 
writers, journalists, authors, accountants, auditors, scientists, and many other 
professions are likely to experience significant changes in the wake of this 
technological revolution.

Goldman Sachs has projected that approximately 7% of workers may 
lose their jobs entirely within the next decade, with this figure poten-
tially rising to 50% of companies impacted. However, the organization 
suggests that affected individuals will likely find alternative employ-
ment opportunities, although the specifics of these opportunities remain 
uncertain.

Furthermore, Goldman Sachs states that the implementation of gen-
erative AI could result in a 1.5% increase in US labor productivity, which 
is double the current rate and has significant implications. Additionally, AI 
growth could result in a 1.4% increase in global GDP, representing an addi-
tional $6 trillion annually over 10 years.
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What Jobs Will Cease to Exist?  The potential impact of generative 
AI on various industries and professions is a critical question. Will creative 
and white-collar jobs become obsolete, and how will research be affected? 
Many companies are now investing in this technology, including Open AI, 
and competition in this field is rapidly increasing.

Nevertheless, it is anticipated that jobs related to content, marketing, 
and public relations may be most vulnerable to disruption. The precise 
impact of generative AI on the labor market and economy is yet to be fully 
understood, and further research and analysis are required.

The rapid development of AI tools has led to their increasing sophisti-
cation, allowing them to perform routine tasks that were traditionally the 
domain of interpreters, writers, and auditors. This trend is gaining momen-
tum, and we are witnessing the beginning of the era of large language 
models, which are likely to evolve rapidly in the coming weeks and months.

While some may argue that the focus of this development is on improv-
ing productivity and efficiency, the impact of automation on jobs cannot 
be ignored. It is clear that automation will have a significant impact on 
productivity, efficiency, and speed in the workplace, but it will also have 
implications for the workforce as a whole.

Human Intervention Is Essential  In order to create these advanced AI 
tools and frameworks, human intervention is essential. Therefore, there will 
be an increased demand for individuals with specialized skills in AI creation 
and engineering. It is important to note that while there may be concerns 
that these developments could lead to widespread job losses, history has 
shown that new technologies often create new job opportunities, and it is 
likely that this will be the case with the evolution of AI.

While automation may transform certain job roles and tasks, it is 
unlikely to replace all jobs entirely. Additionally, the continued evolution of 
AI technology presents numerous possibilities for innovative solutions that 
can benefit the workforce and the economy as a whole.

It is evident that AI tools are becoming increasingly sophisticated and 
are able to handle routine tasks that were previously the responsibility of 
interpreters, writers, and auditors. We are witnessing the emergence of large 
language or foundation models, which is just the beginning of a rapidly 
evolving trend. The impact of this development will be felt across all indus-
tries and professions, and while some may argue that it will only serve to 
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enhance productivity and efficiency, there is no doubt that automation will 
play a significant role in the future.

The automation of tasks will undoubtedly lead to an increase in pro-
ductivity and efficiency, and will ultimately enable us to achieve our goals at 
a faster pace. While the fear of job losses due to technological advancements 
is not new, history has shown that new technologies often create new and 
different jobs. The emergence of automation engineering, for example, is a 
potential outcome of this development.

While some jobs will be transformed, there is a likelihood that profes-
sional jobs will be reskilled and adapted to leverage AI capabilities, leading 
to improved productivity and enhanced job roles. For example, anecdo-
tal evidence has shown that certain AI tools, such as ChatGPT, could pass 
medical school exams and coding interviews. However, wider adoption is 
necessary to gauge the potential impact of AI on jobs and human beings in 
the enterprise world.

Governmental Oversight and Potential Biases  There are some con-
cerns that need to be addressed by the government and companies regard-
ing the use of AI in general. One such concern is the potential for bias and 
the production of misinformation. Additionally, AI technologies increase 
the risk of misleading images and text. To mitigate these risks, human judg-
ment and review will become increasingly important.

Many jobs are expected to undergo profound transformation, with 
some being more heavily impacted than others. For example, communica-
tion and media jobs, such as advertising, copyediting, and journalism, are 
likely to be one of the initial professions to feel the impact. AI technology 
has been trained to analyze massive amounts of encyclopedic or textual 
data, making it ideal for these industries. While AI components and tech-
nologies could help with tasks such as scriptwriting and brainstorming, 
human judgment and review will remain critical to ensure accuracy and 
eliminate bias.

While some remedial work may be phased out, complete replacement 
is not feasible. Conversational AI and natural language processing (NLP) 
are already making strides in customer service, and chatbots are taking over 
some tasks for customers. However, customers expect natural conversations 
on complex topics, and this requires both deterministic conversational AI 
agents and chat GPT to provide human-like conversation and usefulness. 
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By raising the bar, humans can provide higher value and retention, espe-
cially for complex cases.

Software engineering is already changing with the advent of low-code 
and no-code platforms, where objects generate much of the code. How-
ever, manual coding still dominates, and automation is lacking, which slows 
down the agility process. Generative AI technologies, such as GPT, could 
speed up the generation and optimization of code, reducing the manual 
coding process, improving sustainability and efficiency, and providing engi-
neers and managers with more tools for optimization. This could lead to 
greater productivity, but it will also mean that many jobs will undergo sig-
nificant changes. Enterprises and governments must work in concert to 
guide this evolution so it does not adversely affect one segment of society.

Generative AI and Enhanced Job Market Efficiency  Lastly, I would 
like to address the idea proposed by Goldman Sachs regarding how gen-
erative AI could enhance job market efficiency. It is true that AI has the 
potential to produce a massive amount of data insights leading to better 
profitability and opportunities, but it comes with a cost.

Currently, we are witnessing the integration of AI in personalized cus-
tomer experiences, customer support, and task automation, with potential 
expansion into new industries and opportunities. However, this also means 
that new jobs will be created not only in technology but also in other areas.

If AI is positioned correctly, it has the potential to promote diversity 
and inclusion in the market. To achieve this, we need to take measures to 
identify biases and remove them when hiring, ensuring unbiased and equal 
protection to candidates. Innovation and growth can occur if we implement 
AI correctly, revolutionizing opportunities, inclusiveness, and transforming 
our society. Generative AI, in particular, can be a powerful tool in unlocking 
human creativity and capabilities.

How Will the Work Be Done?

The use of technology has provided opportunities for companies to trans-
form their business practices. For instance, companies such as Uber and Ama-
zon have embraced the platform and marketplace models, whereas Airbnb has 
effectively utilized the sharing economy. As a result, our traditional views on 
work, which typically focus on individual jobs, have been challenged.
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“Successful organizations are shifting their thinking toward the capa-
bilities needed to win in their marketplace. Through strategic modeling of 
future workforce options, they clarify the future roles, skills, and mindsets 
to deliver their strategy. They then focus on sourcing and developing these 
through reskilling, upskilling, recruitment or drawing on the wider ‘gig 
economy’ of flexible workers.”3

When and Where Will the Work Be Done?

One work trend involves where and when future work will be done. The 
advent of COVID-19 and the resulting coronavirus pandemic cast a spot-
light on just how many jobs in the workplace can successfully be done 
remotely. The pandemic accelerated this transition from working in-office 
to working predominantly from home. But the shift toward organizations 
allowing more employees, in a broader range of professions, the ability to 
choose between working remotely, in the office, or a combination of the 
two (hybrid), has been increasing since the late 1990s.

More employees will work from home. . . . A large majority—82 percent—
of executives say they intend to let employees work remotely at least part 
of the time, according to a survey by Gartner Inc., a Stamford, Conn.-based 
research, and advisory firm. Nearly half—47 percent—say they will allow 
employees to work remotely full time.4

In addition, employee data collection will expand. Hybrid work has fos-
tered greater interest in monitoring workplace productivity and employee 
wellness. Gartner analysis shows that 16% of employers are more frequently 
using technologies to monitor their employees.

By monitoring employee activity, companies can identify areas where 
employees may be wasting time or not using their time effectively, and take 
steps to improve their work processes.

Another reason to monitor employee activity is to ensure compliance 
with company policies and regulations. For example, companies may need 
to monitor employees to ensure that they are not engaging in unethical or 
illegal behavior, such as sharing confidential information or engaging in 
discriminatory practices.

In addition, some companies may use monitoring technology to assess 
employee performance and provide feedback for improvement. This can 
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be useful in identifying areas in which additional training or support may 
be needed.

Overall, the use of technology to monitor employee work can help 
companies improve productivity, ensure compliance with policies and regu-
lations, and provide feedback to employees for professional development. 
However, it is important for companies to balance the benefits of monitor-
ing with the potential privacy concerns of their employees, and to ensure 
that any monitoring practices are transparent and fair.

Specific Changes in the Workplace

A number of the concepts, patterns, and actions that will influence the 
future of work in 2030 can already be observed in the present. Nonethe-
less, certain changes are taking shape more discreetly, and it’s possible that 
corporate executives may not fully comprehend their implications for 
enhancing performance, boosting productivity, and retaining skilled 
personnel.

A study performed by Coldwell Banker Richard Ellis (CBRE), the 
world’s largest commercial real estate services and investment firm, and 
Genesis Equity Partners, LLC, a real estate developer associated with a com-
pany in Western China, interviewed 220 global experts, office workers, and 
young people in North America, Europe, and the Asia Pacific.

According to their research:

. . . many of the ideas, trends and behaviors that will shape work in 2030 
are already evident today. However, some of these changes are quietly 
emerging and business leaders might not truly understand the significance 
of their impact on performance, productivity, and retaining talent.5

Based on this study, in the next 10 years:

▪▪ We will exchange “workplaces” for “places to work.” These places to 
work will have a variety of different quiet areas, rooms, and offices to 
give workers a choice of where they would like to work. The study 
predicted that “mood-based work” areas and “no assigned seating” 
will also be a trend. This allows employees to select a place to work 
based on their mood, their need for focus or concentration, and how 
they feel each day.
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▪▪ Collaboration at work will take place at round tables and circu-
lar layouts.

▪▪ Organizations will be smaller and specialize their products and ser-
vices to stand out from the majority.

▪▪ There will be less hierarchy, more teams, and “everyone” will 
be a leader. “For decades leadership has been seen in hierarchical 
terms—rising to the top of the “pipeline” that results in Executive 
Leadership  .  .  . Executive Leadership needs to shift to “Enterprise 
Leadership.”6

▪▪ Offices will place more emphasis on wellness, offering healthier 
environments such as sleeping rooms, relaxation areas, art, music, and 
allowing pets at work. “Workers will demand better treatment for 
themselves and their communities from their employers.”7

▪▪ “Organizations will re-examine how they impact the environ-
ment. . . . Going forward, chief sustainability officers will be expected 
to look at their company’s environmental impact on workers, suppli-
ers, customers, and communities.”8

▪▪ A new C-suite role will emerge, the “chief of work.” This new role 
will establish and direct the culture within the organization, drive 
the employee work experience, and perhaps even decide the type of 
work environment and technology that is used.

Additional adjustments to where and when work is currently done 
versus where and when it will be done in the future are:

▪▪ As geographic and technological limitations fade away, the workforce 
will become more widely distributed.

▪▪ The standard 9-to-5 workday will move to a more fluid structure as 
work is done at any time, and from anywhere in the world.

“[These] trends may seem simple, but truly understanding the metrics 
behind these ideas is needed for business success. Only forward-thinking 
organizations who take the time to understand and explore these metrics 
now will know what’s needed for a productive, collaborative, successful, 
workplace [or, shall we say, place to work] of the future.9
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Expert Input and Analysis: AI and Social Contract 
Perspective

by James Hodson, Chief Executive Officer of AI for Good Foundation 
Blueprint for an AI-Enabled Society

In the 1870s, and through the early years of the twentieth century, 
electricity was considered a mysterious force with almost magical 
powers, and deadly strength. Over the course of the twentieth cen-
tury, electrification of cities, our homes, and our lives dramatically 
changed our societies and economies. Electricity accelerated urbani-
zation, economic development, and supported major leaps forward in 
healthcare, education, and humans’ overall quality of life and access to 
opportunity. However, where the lack of access to electrified infra-
structure still persists, the levels of economic inequality have been 
magnified. Electricity also shifted the centers of economic develop-
ment, and caused structural changes in employment—devastating 
large industries that were no longer viable once electricity was widely 
available (e.g. gas lamp operators).

It is inviting to observe parallels between electrification (the Sec-
ond Industrial Revolution) and artificial intelligence (the nth Indus-
trial Revolution, depending on who is counting). In their purest 
theoretical form, artificially intelligent systems will without a doubt be 
able to reproduce most or all human behaviors, skills, and adaptations. 
There will be a point where humanoid systems may be engineered 
to be practically indistinguishable in daily interactions, and signifi-
cantly lower the cost of labor for economic production that relies 
on complex manual tasks, collaborative tasks, and physical manipula-
tion of the environment. There will be a point when almost any task 
comprising intellectual logical operations may be completed faster 
via machine, and more effectively incorporate available information 
and constraints. Our most well-engineered machines will be able to 
produce more accurate output, faster, and more reliably than most 
human beings, most of the time. This will not lead to a “singularity” 
or “runaway intelligence,” but it will lead to an incredible wealth of 
scientific and technological opportunity, with more efficient pathways 

(continued)
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to realization than we have experienced before—the laws of physics, 
conservation of energy, and finance, will likely remain unperturbed.

Our empirical work in artificial intelligence research is begin-
ning to approach some of the central questions that would enable the 
theoretical capabilities mentioned above. But society will not change 
overnight, job markets will not collapse from one day to the next, and 
we still may guide social development and economic development 
toward outcomes that are Pareto optimal—doing the most good for 
the largest number of people.

So, what will likely happen?
As the means to production become cheaper and more readily 

accessible to enterprising individuals and organizations, we will likely 
see a medium-term boost in market competitiveness, with the few 
companies well-capitalized enough to maintain state-of-the-art mod-
els becoming marketplaces and de-facto operating systems for new 
capabilities. The cost of energy will remain the largest friction limiting 
progress in the short term, which will soon be replaced by diminish-
ing returns from larger models, and the need to look for substantially 
different methods for new sources of improvements and energy effi-
ciency. This transition will likely cool the exuberance and expecta-
tions seen between 2019 and 2023, and provide a natural period of 
economic adaptation and proof of value for new capabilities.

From the perspective of industry, investment in artificial 
intelligence-facing capabilities will continue to increase, which will 
lead to increased labor demand across many sectors. This increased 
demand will be seen across the entire constellation of bringing 
new products and capabilities to market. The primary decrease in 
labor inputs will at first be seen in areas with historical offshoring 
practices—including call centers, outsourced software development, 
and outsourced content generation and management. We will likely 
experience a contraction of globalized workforces as it becomes cost-
effective to bring capabilities back onto US soil. This trend will be 
accelerated as intelligent capabilities continue to be incorporated into 
modern manufacturing facilities, and as capital allocation cycles start 
to align for large-scale infrastructure investments.
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The creative industries will see increased competition due to 
a drop in professional production costs from automation and assis-
tive technologies. Demand is unlikely to significantly change, which 
will lead to the fragmentation of such markets and the integration of 
creative processes into vertically-aligned business processes in other 
industries, where physical products sustain the organization. Larger 
infrastructure-oriented companies will also become more prone to 
competitive pressures and innovation-led disruption, creating path-
ways to increased adoption of new capabilities through more nimble 
and smaller networks of economic cooperation and companies.

What will society look like?
The important constraint will remain demand—consumption 

will not dramatically increase, which means innovation will cater 
more and more to those markets where consumers can be influenced 
on shorter time horizons. The engine of economic productivity will 
become more project-focused than company-focused.

Inevitably, such a shift in economic structure will change the 
nature of employment. Companies will find it more difficult to hire 
full-time employees over extended time horizons, and human labor 
will likely prefer to move to where it is needed most at a particular 
point in time, and where the opportunities lie. The United States saw 
enormous growth of the so-called “gig economy” between 2010 and 
2020, and the model is likely to spread further. This means that we 
will no longer be able to rely on companies as the central construct 
of stability in people’s lives, nor the central construct for distribution 
of economic value. Instead, it is likely that we will look to balance the 
taxation of economic value creation with the incentives necessary to 
maintain growth on acceptable terms, and not unnecessarily reduce 
economic participation. This also means rewarding people for social 
labor that is uncompensated by its nature, but is necessary to the suc-
cess of the system overall (such as family-based caregivers).

It is no less certain that we will need to provide access to a choice 
of supporting structures that enable people control over their nutri-
tion, education, health, housing, and basic living needs. Governance 
structures have historically lagged heavily behind private industry in 

(continued)
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Who Will Do the Work?

There will be a need for traditional full-time and part-time workers as well 
as gig economy workers (short-term contract and freelance workers), and 
employees supplied by staffing organizations.

Leading global learning company Pearson researched what employ-
ment might look like in 2030. They predict the following:

▪▪ Just one in five workers today will be in a similar role in the future.
▪▪ In 10 years’ time, 50% of jobs will be changed by automation—but 
only 5% will be eliminated.10

▪▪ Professions associated with agriculture, construction, and trades, 
which have been projected to decrease in other similar studies, may 
offer areas of opportunity for certain skill sets.

technology adoption and innovation, with digital government ser-
vices still in their infancy in most advanced economies as of 2023. 
However, accessibility and inclusivity of digital supporting structures 
(and the role AI can play in this) will play a central role in determining 
the extent to which social equity can be achieved over the medium to 
long term. We must find ways to do this without undermining peo-
ple’s autonomy and participation in democratic institutions, and we 
must enable transparency and accountability so that any centraliza-
tion or monopolization of resources can be addressed to keep markets 
operating efficiently.

Beyond our borders, we have a duty to ensure that the benefits 
of increasingly sophisticated artificial intelligence technologies will 
become available to all. That means working with marginalized com-
munities and in less economically developed countries to ensure that 
technology can enhance political and economic stability, and that 
technology capabilities reflect the linguistic and cultural needs of 
diverse groups. The largest danger from artificial intelligence will not 
be from a hostile breed of machines due to exponential growth in 
intelligence, but from exacerbation of enormous existing inequalities 
through exponential growth in the digital divide.
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▪▪ Only 1 in 10 workers in the education and healthcare sectors are in 
careers that are expected to grow.

▪▪ Seven out of 10 workers hold jobs that have an uncertain future.
▪▪ “Technology’s rapid transformation will continue, forcing companies 
to rethink how to integrate people with machines. . . . The increased 
use of technology will eliminate jobs. That means companies will 
need to reskill employees to prepare them for new tasks and respon-
sibilities.”11

These findings and others like them emphasize how important it is that 
HR does their part to prepare the current workforce for future new career 
paths. Upskilling and digital dexterity will outweigh tenure and experience. 
HR will have to establish and promote a continuous learning environment, 
meaning that knowledge acquisition and transparency across the organiza-
tion must become a part of day-to-day operations.

It is important that business leaders analyze existing roles, provide 
advanced training, and offer employees opportunities to learn entirely new 
skillsets. Otherwise, the worker of the future will not only be unemployed, 
but they may very well be unemployable.

Skills of the Future

The future of work is very much on the shoulders of the worker. They 
have to grab hold and create their own careers. They cannot simply sit back 
and let their careers happen to them. In order to pursue new job opportu-
nities or adapt to changes in their current roles, workers will need to 
acquire new skills. However, despite concerns about automation, some 
business leaders are not adequately preparing their employees with the 
necessary skills. While almost half of business leaders (45%) acknowledge 
automation initiatives and demonstrate awareness of the situation, only a 
small percentage (15%) communicate about upskilling initiatives. This lack 
of attention to upskilling is likely to result in a significant mismatch 
between workers and job requirements in the future. It is projected that 9 
out of 10 jobs will require digital skills, yet currently, 44% of Europeans 
aged 16–74  lack even basic digital abilities. In Europe, this skills gap is 
expected to lead to approximately 1.67 million unfilled vacancies for ICT 
professionals by 2025.12
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Pearson states that, in the United States, “.  .  . there is a particularly 
strong emphasis on interpersonal skills. These skills include teaching, social 
perceptiveness, and coordination, as well as related knowledge, such as psy-
chology and anthropology. . . . Our findings also confirm the importance 
of higher-order cognitive skills such as .  .  .”13 those that will be most in 
demand in the future; for example:

▪▪ Complex problem solving
▪▪ Originality
▪▪ Active learning
▪▪ Fluency of ideas

A report from the McKinsey Global Institute states that “Automation 
and AI will accelerate the shift in skills that the workforce needs . . .”14 and 
also predicts a dramatic increase in demand for more employee hours across 
the other three skill sets, which are:

▪▪ Higher cognitive: These skills include advanced literacy and writ-
ing, quantitative and statistical skills, critical thinking, and complex 
information processing. Doctors, accountants, research analysts, writ-
ers, and editors typically use these.

▪▪ Social and emotional: Or so-called “soft skills,” these include 
advanced communication and negotiation, empathy, the ability to 
learn continuously, to manage others, and to be adaptable. Business 
development, programming, emergency response, and counseling 
require these skills.

▪▪ Technological: This embraces everything from basic to advanced 
IT skills, data analysis, engineering, and research. These are skills that 
are likely to be the most highly rewarded as companies seek more 
software developers, engineers, robotics, and scientific experts.15

Pearson went on to explain, “A similar picture emerges for the U.K. 
The results point to a particularly strong relationship between higher-order 
cognitive skills and future occupational demand. Skills related to”:16

▪▪ System thinking
▪▪ The ability to recognize, understand, and act on interconnections 
and feedback loops in sociotechnical systems
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▪▪ Judgment and decision making
▪▪ Systems analysis
▪▪ Systems evaluation

Pearson went on to relate that in addition to the more specialized fea-
tures needed for specific professions, the future workforce will also need 
broad-based knowledge.

Research suggests that the work of the future will witness a shift away 
from low-skill occupations such as machine operators, cashiers, typists, and 
other office support and toward technology professionals such as informa-
tion communication technology (ICT) specialists, network architects, sys-
tems analysts, and computer engineers.

The shift away from low-skill occupations toward technology profes-
sionals can be beneficial to people for several reasons. First, technology jobs 
typically require higher education and specialized skills, which can lead to 
higher wages and better job security compared to low-skill occupations 
that are more likely to be automated. This can help workers achieve greater 
financial stability and upward mobility.

Second, technology jobs are often seen as more creative and intellectu-
ally stimulating, providing workers with greater job satisfaction and a sense 
of purpose. This can lead to greater job engagement and motivation, which 
can positively impact mental health and well-being.

Third, as technology continues to advance and become more inte-
grated into our daily lives, the demand for skilled technology professionals is 
expected to increase. This means that workers who have the necessary skills 
and education in technology may have a greater variety of job opportunities 
available to them.

Overall, the shift toward technology professions can provide individu-
als with greater financial stability, job satisfaction, and a wider range of job 
opportunities. However, it is important to ensure that workers have access 
to the necessary education and training to acquire the skills needed to suc-
ceed in these fields.

Jobs of the Future

Over the next 10 years, 1.2 billion employees worldwide will be affected by 
the adaptation of automation technologies and AI. This is equal to 50% of 
the world economy and will disrupt US$14.6 trillion in wages.
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It is important to note that while automation will change 50 percent of 
jobs, it is not expected to eliminate more than 5 percent. Rather than 
being replaced by computers, most workers will instead work alongside 
rapidly evolving machines. The future of work will see a shift in demand 
away from office support positions, machine operators, and other low-
skill professions—and toward technology professionals such as computer 
engineers and information communication technology (ICT) specialists.17

The team from Fast Future wrote a report for the UK government on 
The Shape of Jobs to Come. In their study they pointed out new job titles and 
responsibilities that might appear on the world scene by the year 2030. Five 
of the 20 new job titles Fast Future thinks will materialize

as a result of exponential developments and breakthroughs in science and 
technology are:

1.	 Life Manager for the Techno-Bewildered—Those who struggle 
with technology and get left behind in the new world order might 
find themselves placed under the mentorship of new-age social 
workers. These Life Managers would supervise our every decision, 
guide us on how to navigate the day-to-day of a tech-centric world, 
and help ensure we use our finances or guaranteed basic incomes in 
a sustainable manner.

2.	 Robo-Nanny—Replacing the human nanny or au pair, future 
robotic caregivers could become a constant companion to our 
children at every stage of their development. Every facet of a 
Robo-Nanny’s character could be selected and tweaked by parents—
emotional intelligence, values, ethics, levels of optimism, and even 
how the bot responds to difficult situations such as the passing of a 
grandparent. The bot could also be programmed to introduce new 
learning topics, languages, and life skills as required.

3.	 End of Life Planner/Death Strategist—As lifespans are extended 
for those who can afford it, deciding when to die becomes a difficult 
decision. Our choices will need to factor in emotional, healthcare, 
familial, economic, and tax planning criteria when making the deci-
sions. This will give rise to a new death management profession—
part GP, part financial advisor, part family therapist, and part grief 
counselor.
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4.	 Independent Fact Checker—This role already exists to some 
extent but becomes evermore essential as concerns grow over the 
proliferation of fake news, companies exaggerating their market-
ing claims, and politicians arguing about the veracity of each other’s 
statements. These arbiters of truth will use a swath of AI systems to 
check the truth and origin of every claim and fact. Clients will pay 
them for these services and for a regularly updated assessment of how 
truthful and accurate their own statements are. Public honesty tables 
provided by the fact checkers will influence the reputations and for-
tunes of businesses, politicians, and political parties.

5.	 Robot Whisperers—Artificially intelligent robots may comprise a 
significant part of the future workforce in retail, food service, and 
hospitality. Companies deploying such robots may require a staff of 
professional human Robot Whisperers to stand guard whenever the 
bots interact with the public. This job would involve behind-the-
scenes monitoring of robotic chefs and customer service robots to 
make sure they don’t run over a person’s foot or knock over a gas 
grill or cause other such hazards. The Whisperer would also monitor 
for undesirable behavioral changes as the robots learn from and adapt 
to their environment. Although robotic employees could be highly 
efficient and autonomous, it is possible that unexpected stimuli in 
the environment could result in accidents or injuries. Robot Whis-
perers would be a profession geared toward instilling public trust in 
robot workers.

6.	 Inter-AI Conflict Resolution Specialist—AIs will increasingly 
need to collaborate. Our personal intelligent assistant may need to 
interact with the AIs of our bank, our employers, and all the vendors 
who serve us. Not all AIs will be born equal or have common goals, 
so disputes could arise. Human arbitrators may need to intervene to 
get the best outcome for humanity in these disputes.

7.	 Robo-Cop Coordinator—With the increasing capability of AI 
and robotics, policing could be undertaken by automated robotic 
systems. These might range from humanoid robots capable of inter-
acting directly with the public, through to autonomous road vehi-
cles and drones for surveillance. Human oversight would enable 
resources to be deployed based on the recommendations made by 
automated systems given the situation observed. The coordinators 
would be able to supervise a significant number of policing assets, all 
of which would be capable of operating 24/7.
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8.	 Autonomous Vehicle Ethicist—We will need to establish the 
guiding principles for decisions made by autonomous vehicles. For 
example, who or what should the car hit if an accident is inevita-
ble? Depending on where you are in the world the decision will be 
governed by different ethical and religious considerations, societal 
norms, and even economic factors.

9.	 Human Enhancement Technician—As a society, we are starting 
to augment the human body with chemical, genetic, electronic, and 
physical enhancements. Body shops will appear on the high street 
where appropriately trained technicians will be able to perform 
these upgrades—administering nootropic drugs, genetic modifica-
tions, 3D printed limbs, and electronic brain stimulation.

10.	 Chief Augmentation Officer (CAO)—Within a decade, an 
increasing number of staff members could be seeking bodily aug-
mentations that render them close to superhuman cyborgs. These 
humans 2.0  may need to have different management, working 
conditions, and workplace rights—all designed and overseen by 
the CAO.18

Are we really ready for the jobs of tomorrow? When we consider many 
of these potential occupations of the future, they may appear to be too big 
of a stretch for the imagination. Nevertheless, in each instance, significant 
advances in present-day society are taking place in the essential disciplines 
of science and technology. These developments imply that many of these 
jobs will become a reality in the decades to come. We ask the question once 
more, are the public in general, our schooling, and systems of higher educa-
tion prepared?

Human Capital Development

During the pandemic, many office workers and those in technology were 
able to easily transition to working at home if they had Internet access. We 
found that many lower-skilled workers did not have that option and were 
required to be physically present on their jobs, many of whom worked in 
the manufacturing, retail, and public transportation sectors. The COVID-19 
crisis has only increased concerns regarding the quality and permanence of 
some occupations.
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Nearly 14 percent of jobs in OECD countries are likely to be automated, 
while another 32 percent are at high risk of being partially automated. 
Young people and those with low skills are those at highest risk—but 
new technological developments are now also affecting the jobs of the 
highly skilled too.21

56% of the Work Will Be Done Digitally by 2025

Ten years out, the picture is expected to be quite different as Industry 
4.0 technologies like AI and the IoT become commonplace. 
According to a McKinsey study cited by [Cile Montgomery, a 
senior consultant with Dell Technologies Unified Workspace], 
“60 percent of jobs will be transformed through the automation of 
component tasks by 2030.”19

Mobile technology and cloud-based solutions have made the 
notion of working anywhere in the world, any time of the day or 
night, a reality. Work is becoming much less a place that you go to and 
more a set of tasks and duties that one performs.

The Rise of the Digital Platform and Extended Ecosystems: By 2025, 
driven by volatile global conditions, 75% of business leaders will lev-
erage digital platforms and ecosystem capabilities to adapt their value 
chains to new markets, industries, and ecosystems.

Accelerating Digital Experiences: By 2022, 70% of all organizations 
will have accelerated use of digital technologies, transforming existing 
business processes to drive customer engagement, employee produc-
tivity, and business resiliency.

In its IT Spending and Staffing Benchmarks 2021/22 report, 
market research firm Computer Economics described technology’s 
role in the rapid recovery from the pandemic as “nothing short of a 
miracle.” Digital transformation passed the test, it seems. Going for-
ward, Computer Economics suggested that the “low-hanging fruit” 
in cloud migration is now picked and that “We are now in the stage 
of digital transformation where we are not just replacing existing 
tools—we are now enhancing them.”20
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The question that must be answered is, are lower-skilled workers and 
those most vulnerable to job loss receiving the training they so desperately 
need? Governments and corporations will have to investigate the best ways to 
help people gain the skills they will need in the ever-changing world of work.

July 2021 saw the highest ever share of US employers with unfilled positions. 
50% of all employees will need reskilling by 2025. 74% of professionals 
believe employee turnover will only increase in the coming year. With 
employers no longer able to rely on a steady source of external talent, 
internal mobility becomes more important than ever. Not only can it help 
fill talent gaps, especially for niche roles—it can also prevent attrition by 
providing employees with opportunities to learn, develop and grow.22

Expert Input and Analysis: How Genpact Leverages 
Technology for Critical Challenges to Humanity

By Tiger Tyagarajan, President and Chief Executive Officer, Genpact

In recent years business leaders are becoming far more cognizant of 
the impact of business on the environment with the ongoing chal-
lenges we are all facing with climate change.

Addressing climate change should just be the start. For companies 
that are losing interest in environment, social, and governance issues 
(let’s all admit that there’s a growing backlash), now is the time to 
double down on ESG programs. Governance has always been impor-
tant, but environmental and social are fundamentally long-term risks 
to businesses that need to be managed.

We’re in a meaningful position to help our clients achieve pro-
gress on their ESG agendas through areas like supply chain optimiza-
tion, climate footprint of equipment usage, sustainable procurement, 
community safety, anti-money laundering, data management, and 
ESG reporting, among other areas.

What’s more, as sustainability initiatives drive greater competi-
tive advantage, innovation, and financial performance, sustainability 
investments will continue to grow. Companies that make the right 
bets today will be the winners in the long term.
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We believe that climate change is not only an existential issue of 
our time, but it is also a massive data and change management prob-
lem. The three main steps to using technology and data for action and 
social impact are as follows:

▪▪ Define industry-specific goals: It’s critical to take an industry-
led approach. Enterprises should lay out sustainability objectives 
that are right for their business and industry to achieve the most 
significant results.

▪▪ Build a framework: When you identify sustainability goals, you 
can use data to guide your action plan. With technologies like 
machine learning and AI, enterprises can rely on data modeling and 
forecasting techniques to analyze how current processes connect 
with sustainability goals, such as reducing energy consumption.

▪▪ Combine human and machine intelligence:  Success is not 
just about having the best and latest technology to drive sustain-
ability goals. Human expertise is still critical, which is where aug-
mented intelligence comes in. In essence, artificial intelligence takes 
over many data processing tasks, unlocking insights at speed so that 
teams can make confident data-driven decisions.

By following these steps, companies can address climate change 
while supporting their communities, improving diversity and inclu-
sion, and building more ethical business practices.

Public Sector and Private Institution Partnerships Lead to a 
Brighter Future

Social impact is not a spectator sport. There’s something all of us can do to 
help solve some of the world’s most pressing issues.

Tiger Tyagarajan, chief executive officer, Genpact

Addressing difficult challenges requires that people and organizations 
work together, sharing their knowledge and expertise. As Tiger Tyagarajan 
says, social impact is not a spectator sport. There’s something all of us can 
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do to help solve some of the world’s most pressing issues. Increasingly that 
means that companies must take the lead, as progress on the government 
side comes in fits and starts. For example, in the climate arena, getting gov-
ernments to agree on urgent measures has been difficult.

Public-private partnerships are emphasizing a few important priorities, 
including:

▪▪ Getting started. Difficult challenges can be intimidating. But tak-
ing the first step is imperative. Even incremental action is better than 
no action.

▪▪ Removing barriers.  Providing access to opportunity, education, 
and healthcare requires that governments, the private sector, and pri-
vate citizens work together. We must show up for each other and assist 
those in historically undeveloped and underserved communities.

▪▪ Creating ecosystems of impact. When we bring groups together 
to tackle incredibly complex problems, diversity of thought and 
expertise in perspectives, all catalyzed around a common goal, 
amplify our potential.

▪▪ Building skills. Leveraging expertise and talent will enable compa-
nies to tackle climate change and other pressing issues. That’s why it’s 
so important to reskill and upskill employees to complement the rise 
of automation. It will not only enhance operations but also increase 
the adoption and integration of digital technologies and AI.

As an example, Climate Vault and Genpact are collaborating to address 
and solve climate change. By applying advanced digital technologies to Cli-
mate Vault’s world’s first quantifiable, verifiable, transparent, and integrated 
carbon reduction and removal solution, they are supercharging the abil-
ity for organizations and people to have a bigger, faster impact on climate 
change. This is accomplished by enhancing the transparency, accuracy, and 
effectiveness of their carbon reduction and removal efforts.

By using digital technologies such as blockchain and machine learning, 
Climate Vault is able to provide a more accurate and verifiable measure-
ment of carbon offsets and removals. This helps to increase transparency 
and accountability, as organizations and individuals can be confident that 
their efforts are making a real and measurable impact on reducing carbon 
emissions.
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In addition, Climate Vault’s use of advanced digital technologies allows 
for more efficient and effective management of carbon offsets and removals. 
By automating certain processes and utilizing data analytics, Climate Vault 
is able to identify and prioritize the most impactful projects and strategies 
for reducing carbon emissions. This can lead to a faster and more effective 
response to climate change, as organizations and individuals are able to focus 
their efforts on the most impactful areas.

How AI Will Change Creativity and Human Experiences

By now, we are used to the idea that AI is becoming incredibly powerful. It 
can create artwork and essays and write code. It will become even more 
capable in the future.

That’s good news—for both businesses and employees. This revolution-
ary technology will enable people to address old problems in new ways. For 
example, predictive intelligence can forecast the impact of various choices, 
so users can be intentional about the decisions they make.

Predictive intelligence uses machine learning algorithms and statistical 
models to analyze past data and make predictions about future outcomes. 
By leveraging data and analytics, predictive intelligence can help users make 
informed decisions and forecast the impact of various choices.

Examples of this are

▪▪ Analyzing past data: Predictive intelligence can analyze past data 
to identify patterns and trends. This can help users understand how 
different decisions have impacted similar situations in the past, and 
make more informed choices based on this information.

▪▪ Identifying potential outcomes: Predictive intelligence can use 
data to identify potential outcomes for different choices. For exam-
ple, it can forecast the potential impact of different marketing strate-
gies, or the likelihood of success for a particular investment.

▪▪ Recommending optimal choices: Based on the analysis of past 
data and the identification of potential outcomes, predictive intelli-
gence can recommend the optimal choice for a given situation. This 
can help users make informed decisions and achieve better outcomes.

▪▪ Providing real-time insights: Predictive intelligence can provide 
real-time insights into the impact of different choices, allowing users 
to adjust their decisions and strategies accordingly.
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Providing these types of data-driven insights and recommendations can 
lead to better and more successful outcomes over time.

Bringing data-led insights together with the people who understand 
business, industry, and processes will allow them to apply their—very 
human—skills and judgment. This is how data helps people make the best 
decisions—for the organization, its employees, and the communities it 
operates in.

Look at it this way: critical data is often hidden in unstructured doc-
uments, flat files, and even manual reports. AI speeds up data ingestion, 
extraction, and classification. At the same time, it helps change behavior—
providing thoughtful and timely nudges, many of which we have perfected 
with digital commerce, such as how Nike utilizes a smart notification sys-
tem that informs the user about the popularity of a product by displaying 
the total number of units sold. Also, the notification encourages the user to 
join other trendsetters in purchasing the product while it remains popular. 
Where machine intelligence is concerned, a human-in-the-loop approach 
produces the best results.

A second important benefit of adopting AI in the workplace is that it 
will enhance the employee experience. AI will liberate people to focus on 
higher-value tasks and responsibilities, making jobs more interesting, fun, 
and rewarding.

Which human quality will best serve employees in this fast-changing 
world of AI? Curiosity, without question. The curious person, one who 
thirsts for new experiences, knowledge, and ideas, will propel the organiza-
tion into the future.
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As we enter a new era of technology-driven customer service, businesses 
must adapt their operations to meet the demands of the digital age. Digi-
tal transformation is forcing companies to reevaluate their business models 
and find ways to better serve customers anytime, anywhere, in the format 
and on the device of their choosing. To do this, businesses must proactively 
invest in technology and take advantage of the opportunities presented by 
cutting-edge solutions. This chapter highlights some of the models that have 
emerged as a result of AI and the disruption caused by the digital revolution 
and its overall impact on society as a whole.

New Models Evolving

Progress has shown that companies that fail to invest in digital transforma-
tion risk falling behind their competitors and, eventually, suffering from lost 

Digital 
Transformation 
Models and Digital 
Disruption
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market share and financial losses. On the other hand, those that embrace 
digital transformation can bring greater value to customers through a more 
relevant customer experience.

In fact, research demonstrates that highly engaged customers are more 
likely to purchase frequently, spend more per purchase, and have three times 
the annual value compared to the average customer. Other statistics reveal 
that 35% of executives credit digital transformation with helping them 
reach customer expectations and improve operational efficiency, and 38% 
of executives plan to invest even more in technology to make it their com-
petitive advantage.

For example, the concept of the “always connected customer” has 
opened up new opportunities in subscription-based models, as customers 
are now more likely to subscribe to services or products they use on a regu-
lar basis. Moreover, companies are beginning to focus on customer lifetime 
value rather than on one-time purchases, creating a more sustainable and 
profitable business model.

The takeaway is clear: to remain competitive, businesses must be willing 
to embrace digital transformation and evolve their models to meet customer 
expectations. By actively investing in technology solutions and focusing on 
customer engagement, companies can create an unmatched experience for 
their customers and ultimately drive long-term success. This is where the 
conversation regarding perception of value comes in.

Changing Perception of Value

Think about the way people have changed their attitudes and expectations 
toward businesses in the digital age. The proliferation of technology has 
shifted the way companies do business, and customer expectations have 
risen with that shift. Customers now expect to be able to purchase goods or 
services at any time, from anywhere, on any device. They want a personal-
ized experience that reflects their individual needs and preferences. They 
demand convenience and expect quick response times, even when dealing 
with highly complex problems.

In addition, customers now have a heightened awareness of corporate 
social responsibility. Social responsibility is no longer just an option; it has 
become a key driver in customer decision-making. Companies that dem-
onstrate commitment to sustainability, ethical practices, and other initiatives 
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that prioritize the well-being of their customers and the environment are 
increasingly viewed as more valuable than companies that don’t. As a result, 
candidates have been shown to accept substantially lower pay offers when 
those offers come from companies with a strong brand and focus on sus-
tainability.

Car manufacturers are a prime example of an industry that is shifting its 
focus to meet the changing needs of customers. In the past, car manufactur-
ers emphasized features such as top speed and acceleration, which appealed 
to drivers. Now, with self-driving cars on the horizon and the popularity 
of ride-sharing services, consumer perceptions of what’s important have 
changed. Riders now value amenities more than drivers, and car manufac-
turers must make sure they are adapting their models to meet these chang-
ing expectations.

Therefore, we see that digital transformation has a profound effect not 
only on individual industries but on value perception as a whole. Efficiency, 
convenience, and ease of use are now the currency in this new digital econ-
omy, and companies must make sure they have the technology solutions in 
place to keep up with customer expectations.

Immediate Customer Feedback

Instantaneous. That’s the new expectation for customer service, and it’s no 
surprise why: technology has confirmed that customers are more informed 
than ever before. With a near-constant appetite to consume content online, 
customers now expect companies to provide immediate response times and 
personalized experiences.

Today’s customers want an ongoing relationship with their preferred 
brands and companies. They want to be able to access customer support 
any time, from anywhere. And they expect that customer experience to 
be tailored to their individual needs and preferences. In a digitally trans-
formed world, it’s essential for businesses to provide immediate feedback 
and response times in order to meet customer expectations.

According to a study by Hubspot, 90% of customers rate immediate 
responses to their questions and concerns as important or very important.1 
Another study by Motista reveals that customers with an emotional con-
nection to a brand have three times the lifetime value of those who don’t, 
and are 30% more likely to recommend the brand to others.2



60	 Digital Transformation and Society

The implications of these findings are clear: customers today demand 
more than just a transaction. They want a relationship with the brands and 
companies they choose to engage with, and that requires businesses to pro-
vide an excellent customer experience through immediate feedback and 
response times. The imperative for companies is to invest in technologies and 
solutions that provide this level of service in order to remain competitive.

Impact on Community and Society

The digitization of our world has both undoubted benefits as well as pressing 
issues that need to be addressed. The use of AI and big data in the health sec-
tor, for example, has allowed medical professionals to diagnose diseases more 
accurately and save lives. Virtual learning environments have also increased 
access to education for those who may otherwise have been excluded. Block-
chain technology has made public services more accessible and accountable.

However, although those who have access to these technologies are 
able to reap the benefits, there is a growing digital divide that risks leaving 
many behind. Women, the elderly, and ethnic and linguistic minorities may 
lack the necessary resources to access this technology effectively. Worryingly, 
the pace of connectivity among these groups is slowing, or even reversing.

In order to ensure that everyone has access to the benefits of digital 
technology, governments and businesses must take measures to bridge this 
gap. This includes investing in infrastructure, providing training opportu-
nities, and offering financial assistance for those who are unable to cover 
the costs associated with accessing digital technologies. Additionally, ethical 
considerations must be taken into account—the use of such technologies 
should not be used to further marginalize or disadvantage certain groups.

We are experiencing a third wave of digitization, one with the potential 
to have a dramatic impact on many aspects of our lives. As with the first and 
second waves, this third wave offers significant social and economic oppor-
tunities but also carries risks. Research from McKinsey suggests that 45% of 
tasks undertaken by US workers are automatable with existing technology, 
while in Europe, 45% of jobs are at risk of automation.3

The third wave is likely to result in an increase in business efficiencies, 
but also job destruction for low-skilled workers. Furthermore, the num-
ber of people who are socioeconomically disadvantaged and disconnected 
from digital technologies is a major concern that cannot be ignored.  
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Therefore, it is necessary to ensure that policies and strategies are in place 
to support those at risk of being left behind.

The potential for this third wave of digitization should not be under-
estimated. Applications related to health, e-government services, and envi-
ronmental sustainability can have a positive impact on the population. At 
the same time, e-government applications can reduce travel times needed to 
conduct transactions in public administrations.

With the UN’s Sustainable Development Goals (SDGs) in mind, it is 
important that policymakers consider the potential of digital technologies 
and automation to create a fairer and more inclusive world. This includes 
making sure that those at risk of being left behind are adequately supported 
and provided with the tools they need to make use of the opportunities 
offered by this new wave of digitization. Education, training, and access to 
digital technologies will be key in ensuring that everyone can benefit from 
the potential of this third wave.

The evidence so far suggests that the third wave of digitization has 
been largely positive, but much uncertainty still surrounds its disruptive 
effects. Therefore, it is important to remain vigilant and take steps to miti-
gate any negative impacts that may arise. With the right policies in place, 
this third wave of digitization can help create a fairer and more sustainable 
future for all.

Culture of Collaboration

A culture of collaboration is a key component of a successful digital trans-
formation strategy. It involves breaking down traditional silos and encour-
aging openness and collaboration between different stakeholders, such as 
governments, businesses, academia, and citizens. This can be achieved 
through fostering an open culture in which information is shared freely and 
ideas are encouraged to be developed collectively.

This kind of collaboration enables digital transformation to be sup-
ported by a wider range of perspectives and can help to ensure that it is both 
inclusive and beneficial for all stakeholders. The potential for an ecosystem 
of innovation is immense, with digital technologies being used to create 
innovative solutions to global challenges such as climate change and poverty.

To facilitate this kind of collaboration, there needs to be a commit-
ment from all stakeholders to embrace the digital transformation and work 
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together for a common goal. This commitment needs to be supported by 
the development of policies, strategies, and frameworks that ensure the 
effective use of digital technologies and automation. Moreover, it is impor-
tant to ensure an equitable distribution of resources between different stake-
holders, so that everyone can benefit from digital transformation.

Shifts Brought On by the Pandemic

The pandemic has caused a wave of disruption that has forced many busi-
nesses to reevaluate their existing practices and develop new ways of work-
ing. Many organizations have adopted agile approaches such as flatter, 
nonhierarchical structures, project-based working, and hub-and-spoke 
models with remote teams.

Each of these changes requires a shift in the traditional mindset and 
culture, as well as an attitude of collaboration among all stakeholders. This is 
because effective digital transformation requires organizations to be open to 
trying new approaches and processes that can result in innovative solutions. 
However, this kind of collaborative approach also needs to be supported by 
adequate resources and infrastructure.

For example, remote working requires reliable Internet access, secure 
digital platforms and tools, and comprehensive training programs. More
over, organizations need to ensure that there is an equitable allocation of 
resources among all stakeholders in order to create an equal opportunity for 
everyone to participate in the digital transformation process.

The pandemic has provided a unique opportunity for business leaders 
to rethink their organizational strategies and develop new approaches to 
innovation. Investing in digital technologies and infrastructure is not only 
beneficial for the organization, it also opens up possibilities for collaboration 
among different stakeholders. This kind of collaborative approach can help 
to ensure that digital transformation efforts are both inclusive and effective.

Digital transformation simultaneously requires businesses to adapt and 
enables them to do so. By embracing digital transformation, an enterprise 
can keep up with an evolving market and consumer expectations while 
addressing challenges to a disruption such as a pandemic.

In order to effectively implement digital transformation, organizations 
must focus on creating a technology platform that is flexible and adaptable. 
This means transitioning from legacy systems to “componentized” digital 
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technologies—or building blocks—that are designed to be more easily reas-
sembled and rearchitected. By leveraging such components, businesses can 
quickly adjust to changing needs and stay ahead of the competition.

For instance, a componentized system can provide a higher degree of 
agility and scalability, which is essential for companies that need to adjust 
their offerings in response to customer preferences. Additionally, this kind 
of technology platform enables businesses to leverage data from multi-
ple sources, allowing them to gain deeper insights into customers’ needs 
and wants.

Furthermore, such systems are also built with an eye toward the future. 
By taking advantage of componentized technology, companies can stay at 
the forefront of developing trends and even anticipate them before they 
take hold. This allows businesses to remain competitive in their respective 
markets and keep up with technological advances and consumer demands.

Examples of Digital Disruption

The impact of disruptive technologies and business models has been felt 
across industries, through their ability to both spark new innovations and 
disrupt existing ones. While the implications of these disruptions are far-
reaching and often unpredictable, one thing is certain: in order for compa-
nies to remain competitive in this ever-changing landscape, they must be 
able to quickly and efficiently adapt to these new realities.

In the automotive industry, for example, we have seen a shift in con-
sumer preferences toward car-sharing services such as Zipcar and Uber, 
leading to an increase in demand for connected vehicles. This trend has led 
to the development of advanced safety features and autonomous driving 
capabilities as automakers strive to meet customer demands while maintain-
ing their competitive edge.

Meanwhile, the emergence of streaming services like Netflix and Hulu 
have revolutionized the way people consume media content, disrupting 
traditional cable companies in the process. This shift has led to an increase 
in demand for tailored viewing experiences and personalization options, 
leading to innovations such as on-demand streaming, personalized recom-
mendations, and interactive content.

Finally, the rise of collaborative commerce has enabled an unprece-
dented level of fluidity in the marketplace. Companies such as Airbnb and 
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Uber have disrupted traditional business models by creating new ways of 
understanding value exchange among buyers and sellers across a wide range 
of industries. As more companies continue to embrace this model, we can 
expect to see further progress in terms of enhanced customer service, trans-
parency, and efficiency throughout the business landscape.

Overall, it is clear that disruptive technologies and business models are 
here to stay, and companies must be prepared to both anticipate and respond 
to them in order to remain competitive. By understanding the potential 
implications of these disruptions and actively adapting their business strate-
gies accordingly, organizations will be better positioned to take advantage of 
the opportunities presented by these innovations. In doing so, they can also 
remain at the forefront of their respective industries and continue to drive 
innovation in new and exciting ways.

Expert Analysis: AI: The Most Digital Disruptive Trans-
formation Model That Will Benefit Humankind

By Sylvain Duranton, Global Leader, BCG X, and Senior Partner 
and Managing Director, Boston Consulting Group

AI is an integral part of almost every aspect of our daily lives and is 
being integrated with other technologies. It is ubiquitous and will 
continue to be at the forefront of the next generation of technology. 
AI is the most essential and disruptive technology of the day with the 
potential to benefit mankind.

How can a company balance the rate of innovation, 
financial performance, and business transformation?

While everyone agrees that their AI strategy must be linked with their 
business strategy, they tend to spread their resources thinly across all 
topics and not take strong strategic bets and direction. A company 
needs to make choices and strong allocations, which is the essence 
of strategy. By linking AI strategy with business strategy, a company 
can achieve massive improvements in business performance, but this 
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requires reorganizing fully the function and people who make deci-
sions, building AI at scale engines, and pushing.

Two examples of disruptive technologies that improved business 
performance are as follows:

▪▪ Using AI to steer pricing and promotion helped a large mass retailer 
to create value of one to three additional points of margin.

▪▪ Helping individual farmers in Southeast Asia improve their farming 
practice by giving specific tips through iPhones based on weather and 
soil conditions and diseases enabled them to increase their crop yields.

As business leaders, it’s important to consistently keep humans in 
the AI loop, regardless of the strategy being used, such as creativity or 
marketing. Let’s take the example of a generative AI portal. I believe 
it will have a significant impact on productivity for many people. You 
can use general AI models, such as those from Microsoft, to boost 
the productivity of programmers, but it doesn’t replace them entirely. 
Instead, it can accelerate testing, which is a tedious part of program-
ming that can’t be fully automated using large models. Documenta-
tion is also a tedious task that many programmers and developers 
don’t enjoy, but large models can provide significant help in scaling 
the process.

To accelerate research in this field, we encoded years of research 
literature and used ML [machine learning] and generative AI to iden-
tify potential matches for effective mechanisms of action. However, we 
are not trying to replace researchers, as breakthrough experiments and 
article writing still require human involvement. Our goal is to help 
guide people and accelerate the process of launching experiments by 
suggesting potential matches. The ultimate decision on which bet to 
take is still up to humans, and they will be the ones conducting the 
tests based on the initial research and knowledge. By using AI to sug-
gest matches, we save time and increase the likelihood of success.

Generative AI can be very useful for quickly sketching concepts 
and providing ideas to designers, but ultimately a designer is still 

(continued)
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needed to fully interpret the output. It’s important to remain humble 
and recognize that GPT is not infallible and requires human oversight.

AI can be helpful in fields such as cancer cohorts, where it can 
be used to predict outcomes and guide treatment decisions, but it’s 
still important for doctors to make decisions and recommendations 
based on their own expertise. While automation can be useful in fields 
such as surgery, it’s unlikely that complete automation without human 
oversight will be feasible in the foreseeable future. Many successful 
companies have codified their own way of managing the interface 
between AI technology and human involvement, recognizing the 
importance of a human-centric approach. In fields such as trucking, 
even with increasing automation, experts will still be needed for qual-
ity assurance and monitoring.

Digital Resiliency

As the digital transformation of business continues to march forward, com-
panies must ensure that they are well-positioned for the future. Chief among 
their responsibilities is developing a culture of digital resiliency: the ability 
to anticipate and quickly adapt to changes in the dynamic world of digital 
technology. This can be achieved through fostering an agile culture, innova-
tive use of data, and leveraging the power of artificial intelligence (AI) to 
gain a competitive advantage.

Digital agility is essential in order to ensure that business processes are 
resilient enough to address issues quickly and effectively when they arise. 
Companies must be able to react promptly to changing consumer needs 
and technological advances. Through an agile approach, businesses can get 
ahead of the competition by being prepared for market shifts and having the 
ability to anticipate customer needs.

Data is one of the most valuable assets a company can possess. It allows 
companies to uncover insights that inform decision-making, help define 
their competitive advantages, and better understand customer behaviors. By 
leveraging data analysis technology, companies can gain an advantage over 
the competition, as well as uncover new opportunities for growth.
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AI also provides invaluable insights into customer behavior and prefer-
ences, which can be leveraged to develop smarter marketing strategies and 
personalized products. H&M Group has been at the forefront of leverag-
ing AI-driven technology to deliver innovative solutions that drive revenue 
and better serve customers. Examples include predictive analytics to fore-
cast market demand, automated warehouses that offer next-day deliveries, 
personalized in-store experiences driven by RFID technology, and tailor-
made clothing.

In addition to H&M, Levi Strauss & Co. is another example of a com-
pany that is leading the way in leveraging AI-driven technology to gain an 
edge. The company has been using AI-assisted design technology to expe-
dite the creative process. The company’s algorithm is capable of defining 
edges, locating button placements, and determining pockets for garments. 
With a single click, it can generate thousands of design options that then 
have to be narrowed down through human influence. This allows for fast 
production and ensures that each garment design is of a high quality.

The public sector is at the forefront of adapting to digital transforma-
tion, with initiatives such as Singapore’s SkillsFuture program. This program 
seeks to equip students with the skills needed for a successful career in the 
digital age by providing subsidies for courses relating to areas like engi-
neering and blockchain system planning. The Ministry of Education is also 
partnering with other government agencies and private businesses to ensure 
that the workforce is adequately prepared for the digital age.

Estonia has embraced digital transformation and established itself as 
an example of digital resilience. By recognizing Internet access as a basic 
human right, the country has achieved nearly universal online access among 
its 1.3 million residents. This commitment to digital inclusion demonstrates 
Estonia’s dedication to establishing a citizen-centric form of governance.

The Estonian government has used digital transformation to create a 
“zero bureaucracy” experience by streamlining and partially automating 
public services. AI is being used in various sectors, like unemployment 
insurance, customer support calls, and road accident predictions to improve 
service delivery. Predictive analytics are also being used to ensure farm-
ers comply with subsidy regulations and detect flooding risks for better 
building plan decisions. These initiatives have enabled the government to 
anticipate and respond to citizens’ needs, thereby increasing efficiency and 
reducing costs.
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Estonia’s commitment to digital transformation is also evident in its 
plans for a consent management platform that will enable citizens to man-
age how their information is accessed and shared. With this initiative, Esto-
nia has positioned itself as an example of digital resilience and is setting the 
standard for public service delivery. By continuing to invest in emerging 
technologies, Estonia is demonstrating its commitment to a more equitable 
and secure digital future.

The Kingdom of Saudi Arabia has demonstrated its commitment to 
digital resilience by investing heavily in smart city initiatives. With plans 
to build 200 smart cities across the country, the government is embracing 
emerging technologies such as AI to improve citizens’ quality of life and 
stimulate economic growth. For example, AI is being used to design better 
urban landscapes and encourage smart solutions in the Kingdom.

This commitment is also evident in their plans to establish a consent 
management platform, allowing citizens to manage how their information 
is accessed and shared. These initiatives ensure that Saudi Arabia remains 
at the forefront of digital technology and is better equipped to handle any 
potential disruptions in the future.

The Kingdom’s investment in smart cities has resulted in a significant 
market growth, with the Saudi Arabia smart cities’ market size being val-
ued at $3,552.1 million in 2019, and projected to reach $14,745.2 million 
by 2027—a compound annual growth rate of 19.6% from 2020 to 2027.4 
These remarkable achievements display the country’s strong commitment 
toward digital resilience and set an example for other nations to follow. As 
such, Saudi Arabia is paving the way for a more secure and equitable digital 
future. The Kingdom is setting a benchmark for digital resilience that will 
allow citizens around the world to benefit from technological advances and 
ensure a safe, prosperous future.

BlackRock’s Global Impact Fund is committed to providing investors 
with the tools they need to build resilient portfolios that are aligned with 
the UN’s SDGs. By actively investing in global companies whose products 
and services address pressing social and environmental issues, the fund pro-
vides access to differentiated sources of alpha while generating an impact 
on people and the planet.

The fund is not only focused on achieving financial returns, but also on 
helping mitigate risk and ensuring portfolio resilience in the face of digital 
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disruptions. To this end, it applies best practices related to digital resilience 
across all aspects of its operations—from managing data security to develop-
ing innovative products and services such as blockchain-based solutions. For 
instance, the fund is leveraging AI to identify investment opportunities that 
can help increase the resilience of portfolios while offering superior returns.

In addition, BlackRock is actively engaging with regulators and poli-
cymakers in order to ensure that digital investments comply with applica-
ble laws and regulations. The company also works closely with clients to 
provide them with robust digital solutions that help them manage risk and 
ensure portfolio resilience in the face of digital disruptions. These efforts 
demonstrate BlackRock’s commitment to building a more resilient, equita-
ble, and sustainable future for all.

By investing in global impact funds with a focus on digital resilience, 
investors can not only benefit from superior returns but also help drive 
much-needed changes and build a more equitable world.

Expert Input and Analysis: As We Embrace AI,  
We Must Ensure We Fully Understand the Ethical 
Questions It Poses

By Atti Riazi, Senior Vice President and Chief Information Officer, 
Hearst Corporation

Hearst’s sustainability efforts align with strategic pillars: educating the 
public, lowering Hearst’s carbon emissions, and investing in B2B solu-
tions that enable other corporations to achieve their climate goals.

Responsible environmental stewardship has long been an inte-
gral part of the way Hearst does business. We recognized that Hearst 
needed to showcase the many initiatives in one place in order to 
educate employees, business partners, advertisers, and even potential 
talent about the broad efforts already underway. David Carey, Sen-
ior VP, Public Affairs and Communications of Hearst, believes that 
“although we’re not a public company and aren’t required to report 
on our greenhouse gas emissions, we feel that it is the right thing to 
do. We conducted a holistic analysis of Hearst’s carbon footprint with 
the help of climate experts and complemented that with a snapshot 

(continued)
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of our initiatives to educate the public and invest inB2B solutions that 
further positive environmental change.”

Creating B2B solutions to help other corporations meet 
their climate/sustainability goals

We have several venture investing teams looking for the compa-
nies and founders who are innovating and shaping the world. Quite 
organically, there’s been a great deal of new product development 
specifically geared toward sustainability. The opportunity to enable 
other corporations and even startups to further their ability to col-
lect, analyze, and create action plans based on environmental data is 
consistent with Hearst’s overarching commitment to operating in an 
environmentally responsible manner.

Solutions Hearst has had a hand in creating

Hearst Transportation companies proactively embrace the rapid 
advancement of electric vehicle technologies. A recent acquisition, 
Noregon Systems, provides advanced commercial vehicle diagnos-
tic repair and monitoring applications that help maximize vehicle 
uptime. The company includes the latest EV repair diagnostic proce-
dure information for commercial vehicles in each new release of its 
flagship diagnostic software. Accounting for air travel, CAMP Systems 
International has been part of the Hearst portfolio since 2016 and 
works to lower the environmental impact of business jets and heli-
copters globally by reducing fuel consumption and emissions through 
optimized engine performance.

Dropcountr, another application-based Hearst investment, is a 
cloud-based water analytics platform that translates water meter data 
into actionable information for utility customers and staff, who can 
now monitor their water use and optimize conservation. And cloud-
based monitoring means a lot less paper reporting for the municipali-
ties and other customers who rely on Dropcountr data.
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An exciting future positively impacting society and 
the planet

Hearst is only at the beginning of its sustainability journey, and it is 
exciting to be at the intersection of such potential and scalability that 
comes with our incredibly diverse business operations and forward-
thinking leadership. Through recent investments in trailblazing, data-
driven companies and best-in-class talent, Hearst has made it clear 
that environmentally responsible technology solutions are the way 
forward. The robust framework offered by the three-pronged sustain-
ability strategy—educating the public about climate issues, reducing 
our own carbon footprint, and investing in solutions that help others 
reach climate goals—will continue to guide our business operations 
as we work toward a multi-year progression of data collection and 
emission reduction.

As we embrace AI, we must ensure that we fully understand the 
ethical questions it poses and advocate for a full dialogue around its 
implications both short and long term, positive and negative. Innova-
tion brings great transformation and without innovation we are all 
doomed to stagnation and entropy. However, responsible innovation, 
where we fully understand its impact on society, human life, climate, 
economy, politics, and culture, is essential. Advancements in technol-
ogy, especially within the AI space, will bring broad innovations in 
healthcare, education, food, supply chain, climate, closing the digital 
divide, and helping address some of the critical and deep social issues. 
Let’s ensure that we embrace innovation consciously and responsibly.

The Issue of Privacy

With enterprises, businesses, and governmental agencies using so much of 
our information, how do we protect that information from malicious actors?

Back in 2018, the world woke up to two cases that sent shockwaves 
across the data privacy space. The first one was Cambridge Analytica’s 
unethical use of users’ data collected through Facebook’s API loophole and 
targeting them with ad campaigns for the 2016 US presidential election. 
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This incident showed how vulnerable user data can be if it is not properly 
secured and monitored.

The second incident was the implementation of a Social Credit Sys-
tem in China, wherein people’s trustworthiness and behavior is rated based 
on surveillance data collected through 200 million cameras and facial rec-
ognition. This AI-based system has resulted in an unprecedented political 
stranglehold by the Chinese government over its citizens, further raising 
questions about data privacy.

These two cases make it crystal clear that data privacy is becoming even 
more vulnerable as AI is being used to collect and analyze large amounts 
of personal data. AI algorithms are now being used for surveillance, facial 
recognition, and analyzing user behavior, which raises a number of ethical 
questions about how AI should be used in the context of data privacy.

AI for good is an emerging concept of using technology to improve 
people’s lives and solve pressing problems. As the world moves toward an 
increasingly digital age, AI has become an important tool for fraud preven-
tion and financial management, especially in the context of government 
agencies who have access to large sums of money.

The federal budget is too vast for traditional tools like manual audit-
ing to keep track of, and many government systems are antiquated and 
unable to handle the rapid growth in data analytics. To address this issue, AI 
algorithms are being used for fraud detection, budget oversight, personnel 
performance tracking, and organizational activities.

AI-based solutions have already been deployed by private sector organi-
zations such as banks and hospitals to monitor financial transactions and 
ensure that their customers are following proper procedures. These solutions 
have proven to be effective in detecting fraud and reducing the amount of 
time and money spent on manual auditing.

For example, banks have reported investing over $217 billion in 
2021 to implement AI applications for fraud prevention, with 64% of 
financial institutions believing AI can anticipate and prevent fraud before 
it happens.5

Insurance companies have also been quick to deploy AI solutions for 
fraud prevention, with 44% of the largest insurers using AI to detect fraud, 
waste, and abuse in 2021. These AI solutions are designed to identify errors 
or unusual activity that could point to fraudulent activity. Software provid-
ers are offering a range of products designed to identify suspicious activity 
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and errors that may indicate fraud. To start their own AI-based fraud detec-
tion processes, government agencies must ensure they have the necessary 
infrastructure and resources to support such software. They must also ensure 
that their algorithms are properly trained and monitored for accuracy, as 
AI-based solutions can only be successful when reliable sources of informa-
tion are available.

The bottom line is that privacy is a key consideration when deploying 
AI solutions, and government agencies must take steps to ensure that any 
data collected is securely stored and managed.

The Role of AI in Medicine, Human Capacity, and  
Humanitarian Missions

We have only scratched the surface of potential applications for AI in 
healthcare. AI systems can help NGOs reach more people with services and 
information they need—such as education, legal, and health information—
freeing up human resources to focus on high-priority work. Additionally, AI 
can be used to make decisions and act faster in emergencies through real-
time awareness of the situation, predict emergencies before they spread and 
escalate through early detection and warning, as well as improve outcomes 
through real-time feedback on the effectiveness of programs.

For example, the Danish Refugee Council is using AI/ML to forecast 
forced displacement in places like Burkina Faso, Mali, Niger, and Nigeria 
in West Africa. The International Rescue Committee is using AI/ML in 
a number of projects, including for optimizing service delivery to refu-
gees, for predictive modeling of conflicts and crises, and to facilitate jobs-
matching for refugees. The Norwegian Refugee Council’s chatbot assists 
Venezuelan migrants in Colombia with learning their rights according to 
current immigration policies and laws. Lastly, the Carter Center is using AI 
to get more accurate and timely analysis on the Syrian conflict.

What we can take away from these examples is that AI can help NGOs 
gain valuable insights, reduce the risks of human errors, and allow research-
ers to focus on more complex cases. The technology is set to revolutionize 
the humanitarian sector over the coming years, helping NGOs make more 
informed decisions quickly and accurately while also freeing up resources 
to focus on high-priority areas. As such, it’s essential for NGOs to begin 
experimenting with AI and ML technologies now, in order to make sure 
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they stay ahead of the curve and continue to provide high-quality services 
to those who need it.

How Does AI Reshape Hospitals and Nursing Practices, and How 
Do People’s Relationships Reshape Technology?

Imagine a world in which nurses can monitor their patients from miles 
away with AI-driven technologies and voice assistants. As we continue to 
face public health crises such as the COVID-19 pandemic, this reality is 
becoming more attainable. AI and ML solutions are helping to revolution-
ize healthcare and nursing practices by providing efficient ways of retrieving 
meaningful data from patients remotely and between clinic visits.

AI-driven software and chat boxes enable patients to communicate 
with automated systems, providing them with the information they need 
without having to contact the reception desk. Automation tools are also 
helping to relieve clinicians of mundane tasks and speed up processes, allow-
ing them to focus on high-priority areas. Additionally, platforms such as 
mHealth and sensor-based technologies are being employed to monitor 
patient data from the comfort of their homes, which is particularly useful 
for managing chronic illnesses.

Voice assistants such as Amazon Alexa and Google Assistant have 
become popular tools in electronic health record (EHR) applications. For 
example, they can be used to remind patients to take medications or meas-
ure blood pressure, then record this data in the EHR for a nurse to review.

Ultimately, AI will continue to play an increasingly important role in 
healthcare and nursing practices as we strive toward improved treatment 
outcomes for all. With the right technologies in place, clinicians can pro-
vide the best care to their patients and be one step closer to achieving our 
greatest health ambitions. By leveraging these types of technologies, nurses 
are able to better manage their patients’ care, especially when resources and 
staffing are limited.

Create Your Organization’s Vision of the Future

Every organization should adopt AI as an integral part of how it develops its 
strategy, serves its constituents, and operates daily.

As a first step, organizations need to create the vision for their future—
for example, asking themselves questions about the overarching opportunity 
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Expert Input and Analysis: Applications of Data and 
AI at Scale to Reimagine the Future with a Focus on 
Sustainability

By Katia Walsh, PhD, award-winning global technology, data, and 
AI cross-industry leader; Fortune 500 board director; pioneer of digital 
upskilling and responsible AI

We are living in the time of the mainstreaming of AI. AI is now part 
of how everybody lives their daily life, conducts business operations, 
and functions in society. This means that AI at scale is already becom-
ing a part of various industries.

For example, in manufacturing, AI predicts and minimizes carbon 
emissions. In fulfillment, AI optimizes a number of factors, balancing 
delivery speed, costs and profit margin, number of shipments, and 
packaging all at once. AI can even save fashion—one of the industries 
that has, until recently, not been a good citizen of our planet. With 
AI, apparel companies no longer need to make trade-offs between 
profitability and sustainability, or profitability and creativity. Through 
machine learning algorithms, they can achieve creativity, profitability, 
and sustainability all at once and keep improving continuously to be 
the responsible citizens of our planet we need in every industry.

The greatest potential for AI’s positive impact

It’s hard and probably unfair to single out a specific AI application. AI 
has already revolutionized the nature of business. Remember the four 
Ps of marketing: product, price, place, and promotion? Now, thanks 
to AI, there are new four Ps in defining a modern business: predic-
tive, proactive, personalized, and precise. AI applications improve the 
customer experience, deliver internal efficiencies, create new business 
models, and contribute to social good and sustainability.

In the areas of what I consider universal rights—healthcare, edu-
cation, and employment opportunities—AI can be especially impact-
ful. The technology helps deliver prevention, develop medications, 
and target their effect in individualized treatments, to name a few 

(continued)
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applications in healthcare alone. In education, AI has the potential to 
enable global-scale teaching and research platforms that power life-
long learning. And in the workplace, AI—developed by diverse peo-
ple, using diverse data, and sharing diverse tools—will minimize bias, 
unearth candidates who may not have been identified by traditional 
methods, and chart unique new career paths.

Criteria to assess the social impact of technology

There are several criteria that can help us assess—and goals to set 
for—the impact of technology. First is the Hippocratic oath equiva-
lent of “do no harm.” After that, we can judge the impact of technol-
ogy by its ability to:

▪▪ Create fairness and empowerment of all people, regardless of socio-
economic status;

▪▪ Connect, rather than isolate;
▪▪ Predict with accuracy and shine a light in uncertain times;
▪▪ Enable and nudge people to act on those predictions and prevent 
negative events whenever possible.

There can be many objectives and key results for AI to shine with 
its social impact. These are just a few examples at this time. The list 
will expand as this field continuously advances.

How can institutions work together to govern AI in a way 
that benefits society?

Technology (even AI) in and of itself is neutral. It’s the people and 
organizations who develop and apply the technology that determine 
whether it can benefit or harm society. Institutions around the world 
have a responsibility to ensure they do all they can to encourage 
beneficial applications, prevent unintended consequences, or punish 
potentially harmful targeting of the technology. Examples include, but 
are not limited, to:
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▪▪ Sharing data (anonymized and aggregated) freely and openly for 
common use toward universal social good;

▪▪ Mobilizing researchers around the world to band together with 
joint research, publications, and applications in a collaborative spirit;

▪▪ Creating and distributing shared ethics principles;
▪▪ Developing and implementing best practices for using AI in respon-
sible ways;

▪▪ Updating regulations to continuously keep up with technol-
ogy advances;

▪▪ Holding accountable the organizations and people who create, use, 
and scale AI and setting the highest standards, instead of settling for 
the lowest common denominator;

▪▪ Conducting open “post-mortem” discussions to share lessons 
learned and encourage responsible experimentation;

▪▪ Enforcing accountability measures to curb bad actors swiftly and 
consistently;

▪▪ Continuously educating leaders, communities, organizations, busi-
ness, and society on the need for responsible AI applications and not 
compromising on standing up for what’s right—the world and the 
technology deserve nothing less.

they seek to seize or the high-value problem they can help solve for busi-
ness or society.

As a next step, organizations need to plan the development of an AI 
capability, then mobilize the people, processes, data, and infrastructure for AI 
applications. Crucially, they need to immediately start delivering measur-
able value from AI applications—particularly in an area of the organization 
that is meaningful and will serve as a champion of the new capability. Over 
time, AI applications will expand to more problems to solve, more markets 
to serve, and more functions to power—until AI begins to penetrate the 
entirety of a business or government organization.

This is already happening: AI today is where mobile was a decade 
ago. In a decade (or less), AI will be all around us and ubiquitous in use. 
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People and countries that may be behind in tech today will leapfrog and 
surpass some that may seem ahead today. The question is not what the 
future of AI is. The question is: What comes after AI and how do we har-
ness it for good?

Expert Input and Analysis: Reimagining the Future 
of the Industry with a Focus on Sustainability

By Alan Boehme, Chief Technology Officer at H&M Group

The ability to take in and absorb a vast variety of information, com-
mercial, regulatory, sustainability climate, and so on, and run a vast 
number of scenarios will give us the ability to get mankind to envi-
sion a more holistic view of the future.

I believe the greatest impact that AI will have on the future of 
humanity is its positive impact on mental health and well-being.

We can only get to this future if there is a true public and pri-
vate partnership looking and assessing specific measurements related 
to expected benefits as well as the cost to provide them.
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This chapter discusses self-improving AI and explores the evolution of 
artificial intelligence and the concept of AI systems that are capable of 
self-improvement over time. It also delves into the use of artificial neural 
networks in AI, which is a technique inspired by the structure and function 
of the human brain.

In addition to discussing the advancements in AI technology, the chap-
ter explores how these technologies can be used to empower cities and 
humanity as a whole. The application of AI in urban environments has 
the potential to improve transportation systems, enhance public safety, and 
streamline city services.

Looking toward the far future, the chapter also considers the potential 
implications of AI and neural network evolution on society and human-
ity as a whole. As these technologies continue to evolve and improve, it is 

Technologies 
Driving 
Society’s Digital 
Transformation
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important to consider the ethical and societal implications of their wide-
spread adoption and use.

Deep Learning

The field of deep learning has come a long way since it first emerged in the 
1980s. From the early days of limited computing power and data availability 
to today’s state-of-the-art models, deep learning has revolutionized the way 
we approach problem solving across many industries.

A major breakthrough came in 2010 with the launch of the ImageNet 
competition, which made a large dataset of labeled images available to the 
public. This provided a platform to develop state-of-the-art image classifi-
ers and kickstarted a convolutional neural network renaissance in the deep 
learning community. In 2011, AlexNet was developed and further acceler-
ated progress in this field. In 2014, generative adversarial networks (GANs) 
emerged as the biggest breakthrough in modern deep learning at that time.

Today, deep learning is ubiquitous and used in a variety of applications. 
It has been used to determine which online ads to display in real time, 
identify and tag friends in photos, translate voice to text, translate text into 
different languages on a web page, and drive autonomous vehicles. Deep 
learning is also being used in less visible places such as credit card compa-
nies for fraud detection, businesses to predict personalization and customer 
cancellation risk, banks to predict bankruptcy and loan default risk, and 
hospitals to detect diseases.

Looking forward, the possibilities of deep learning are almost limitless. 
We are already seeing the development of new neural network architectures 
such as GANs (capable of generating art and music like humans), Siamese 
networks (classification of images through one-shot learning), and OpenAI’s 
GPT-2 model (capable of generating coherent paragraphs of texts, reading 
comprehension, and text summarization with human-level accuracy). We 
are getting closer and closer to building deep learning–based systems that 
can adequately mimic the complex functionalities of a mature human brain.

In the near future, we can look forward to deep learning systems that 
far surpass human intelligence, resulting in advanced cognitive systems that 
can intelligently and fluently interact with humans. We are living in an 
exciting time as we witness technology changing the way we interact with 
our environment and solve complex problems. Moreover, quantum and 
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emerging AI technologies promise to further revolutionize society’s digital 
transformation.

Quantum and Emerging AI Technologies

Picture a world in which technology has advanced to a point of intelligent 
fluency, enabling us to solve complex problems easily and efficiently. This is 
the future of AI, and it’s becoming more and more of a reality every day.

Advances in deep learning are paving the way for AI systems that can 
achieve human-level accuracy in recognizing patterns and processing infor-
mation. With the right data sets, deep learning can revolutionize almost any 
industry or sector, from healthcare to finance to education. We are already 
seeing this with AI-based applications such as personal assistants, chatbots, 
facial recognition systems, and other advanced cognitive technologies.

Quantum computing is a new frontier of computer science that takes 
advantage of the laws of quantum mechanics to process information and 
find patterns in data that are not possible with conventional computers. 
With this technology, AI algorithms can be made more effective by analyz-
ing a wider range of data and coming to better conclusions than conven-
tional computers can.

Businesses and organizations of all sizes are beginning to explore the 
potential applications of AI and quantum computing. For example, AI assis-
tants can be used as tutors, travel agents, or tax preparers. In aviation, auto-
pilots are being designed to learn how to adapt to changing conditions by 
studying pilot actions and sorting through flight data. AI is also being used in 
healthcare for diagnostics, precision treatments, and personalized medicine.

Smart IoT Products

The Internet of Things (IoT) is a rapidly growing technology that connects 
everyday objects to the Internet. Smart products such as refrigerators, 
watches, and home gyms collect data and share it with their parent compa-
nies through the IoT. This vast network of connected devices gives busi-
nesses an unprecedented amount of data on consumer behavior that can be 
used to improve the customer experience.

Collecting data from these connected devices is just the first step in dig-
ital transformation. Companies can use machine learning systems to inte-
grate and analyze this data to better understand patterns of user behavior. 
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Not only does this enable companies to predict maintenance issues with 
their products but it also provides insight into how prototypes should be 
designed for future products.

By utilizing the power of the IoT, companies can work together with 
their customers to customize experiences and provide an even higher level 
of value. This collaboration not only benefits customers but also gives busi-
nesses a competitive edge in the market. Through digital transformation, 
businesses can gain a deeper understanding of user behavior and tailor their 
products and services accordingly.

Collaborative Platforms

The power of collaboration has been forever changed by the introduction 
of digital platforms such as Zoom, WhatsApp, and FaceTime. These tools 
enable people to easily connect with one another, regardless of their loca-
tion or time zone. This means that businesses can now create teams com-
prised of individuals from all across the globe.

Think about how this has revolutionized the way businesses operate. 
Companies can now easily access new talent, increase collaboration within 
departments, and improve communication among teams. Additionally, these 
tools are also beneficial for local businesses that may be geographically dis-
persed; they can use these platforms to connect with their customers or 
suppliers in real time.

Collaborative digital platforms have had a profound effect on inno-
vation in the enterprise, allowing companies to quickly brainstorm ideas 
and form meaningful connections with creative professionals. This increased 
level of collaboration has also enabled local businesses to move faster and 
stay ahead of their competition.

Wearable Devices

Wearable devices have become increasingly popular in recent years, and 
they are revolutionizing the way we interact with technology. Smartwatches 
and fitness trackers allow us to monitor our health and keep track of daily 
activities in real time.

These devices can also be utilized by businesses to enhance their 
operations. Wearable devices enable companies to track employee perfor-
mance and monitor productivity in real time. This helps managers better 
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understand how their employees are performing, allowing them to make 
more informed decisions when it comes to staffing and scheduling.

Smartphones have become a mainstay in many industries, including 
manufacturing. With these devices, companies can track productivity lev-
els, sales figures, and supply chain performance in real time—ensuring that 
businesses are always running at optimal capacity. Thanks to this capability, 
businesses can be more adaptable and agile in their decision-making, ulti-
mately giving them an advantage over competitors.

Digital Twins

Digital twins are revolutionizing the way businesses operate by providing a 
virtual replica of real-world devices and people. Data scientists can use these 
digital models to simulate real-world problems, allowing them to analyze 
performance or predict potential issues. This can be extremely helpful in a 
variety of industries, such as healthcare, transportation, and manufacturing.

For example, digital twins allow healthcare providers to analyze patient 
data more effectively by creating virtual simulations based on their medical 
records. This helps them better understand how a person’s health is changing 
over time and make informed decisions about treatments or medications.

In the transportation industry, digital twins can help predict traffic 
patterns based on data collected from real-world conditions. This allows 
companies to optimize routes, create more efficient delivery services, and 
improve customer satisfaction.

Finally, in the manufacturing sector, digital twins can be used to simu-
late how products will perform under a variety of conditions and ensure 
that they meet industry standards. This helps companies identify poten-
tial issues before they become problems and helps them stay ahead of the 
competition.

Speech Recognition, Human Language Processing,  
and Computer Vision

Alexa and Siri are just the tip of the iceberg when it comes to automatic 
speech recognition (ASR). In the coming years, ASR technology is set to 
become more pervasive and useful as its capabilities expand. Already, ASR 
has found application in areas such as police body cams, where it can be 
used to record and transcribe important interactions. Moving forward, ASR 
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is expected to feature truly multilingual models, rich standardized output 
objects, and be available to all at scale.

Furthermore, ASR is being envisioned as an AI with the capability of 
organic learning—able to understand and use new words and speech styles 
without outside guidance. Additionally, it will need to operate without bias 
in order to ensure ethical use of the technology.

The future of natural language processing (NLP) is also quite exciting, 
with machines that can interact with us on a human level and understand 
the deeper implications of our words and phrases. This would allow us to 
communicate more effectively with computers, creating opportunities for 
better predictions and insights—making them much more useful tools than 
they are today.

In tandem with this, computer vision is also on the rise, providing 
organizations with the capability to identify and classify objects in real time. 
This technology has already been implemented in areas such as facial rec-
ognition and pose estimation, but its potential applications are far-reaching. 
We can expect cloud computing services to help scale up deep learning 
solutions, as well as automated machine learning (AutoML) to reduce time-
consuming tasks within the ML pipeline.

Overall, AI and ML are reaching a critical turning point in their 
evolution—moving from experimentation to implementation on a large  
scale.

What Is Next for Automatic Speech Recognition and Machine 
Translation?

As automated language technologies like ASR and neural machine transla-
tion (NMT) continue to develop, the potential for businesses to scale their 
operations and reach new markets is becoming more apparent. Not only are 
these techniques becoming more accurate and efficient as time progresses, 
but they are also reducing costs associated with localization.

Studies conducted by Lionbridge’s R&D teams estimate that NMT 
is improving by 3–7% every year, as measured by editing distance. This an 
indication of how quickly these technologies are advancing and evolving. 
As demand for translation services continues to grow, fueled in part by the 
COVID-19 crisis, machine translation will be used more frequently for 
parts of the content with or without human translation supervision.
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The adoption of NMT is opening up new opportunities for businesses 
to expand their reach and get products to markets faster at a lower cost. As 
consumers become accustomed to being able to access product information 
in their native language, it will become increasingly important for compa-
nies to meet this expectation in all their markets.

The cost and time reductions that NMT offers is being recognized 
across industries, from retail and finance to healthcare and education. Lastly, 
NMT also improves accuracy and consistency of translations, allowing 
companies to provide better customer service across multiple markets. As 
the technology continues to become more advanced, it will undoubtedly 
bring numerous advantages for businesses, including better quality and 
faster turnaround times.

Future of Self-Improving AI and Artificial  
Neural Networks

By Tsvi Gal, Head of Enterprise Technology Services (Infrastructure) 
at Memorial Sloan Kettering Cancer Center

The future of self-improving AI and artificial neural networks (I will use 
“AI” as a shorter way to reference both) is incredible. Self-improving 
AI systems are rapidly evolving and are getting smarter and more com-
plex. The usage of such systems is explored and being applied in many 
applications. The systems are capable of analyzing large datasets and 
making decisions based on the data. Furthermore, using unsupervised 
machine learning, they can improve with little or no human interven-
tion, allowing them to adapt and learn from their mistakes. As such, 
they can be used now in many industries, such as healthcare, finance, 
transportation, and robotics. As the technology continues to evolve, 
AI will continue to be used in more applications, and its capabilities 
will increase.

Some examples include:

▪▪ Autonomous vehicles: AI can be used to power autonomous 
vehicles, allowing them to become increasingly accurate and effi-
cient over time. Regardless of the current setbacks, we are going 

(continued)
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toward a world of self-driving trucks and trains, which will sig-
nificantly improve the speed and accuracy of transportations (e.g., 
autonomous cars don’t need to stop for breaks or sleep).

▪▪ Smart homes: AI can be used to make smart homes more effi-
cient and responsive to the needs of their owners. The systems can 
adjust the homes to the needs of the families as well as individuals 
within the family and continue to learn their presences and needs.

▪▪ Cybersecurity: AI can be used to more effectively detect and 
respond to cyber threats. It is especially good in detecting anomalies 
and identifying “sleeper” malware.

▪▪ Natural language processing: AI can be used to create more 
natural language processing systems, allowing for more accurate and 
efficient communication between people and machines.

▪▪ Smarter energy management: AI can be used to optimize 
energy usage, reduce waste and emissions, and promote a more sus-
tainable future.

▪▪ Improved education: AI can be used to create personalized 
learning experiences and to improve the quality of education in 
schools, universities, and other educational institutions.

▪▪ Improved agriculture: AI can be used to optimize agricultural 
processes and help farmers increase yields, reduce costs, and improve 
the quality of their produce.

Specifically in healthcare, we should expect:

▪▪ Identification and diagnosis of disease: AI can be used to iden-
tify and diagnose diseases by analyzing large datasets of patient data 
and medical records. This can help to speed up diagnosis and reduce 
the amount of time spent on diagnosis.

▪▪ Drug discovery: AI can be used to analyze large datasets in order 
to identify potential new drugs. This can help to reduce the amount 
of time spent on drug discovery.

▪▪ Personalized treatments: AI can be used to analyze patient 
data in order to provide personalized treatments tailored to each 
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individual patient. This can help to reduce the amount of time 
spent on treatments and improve outcomes.

▪▪ Patient monitoring: AI can be used to monitor patient data in 
order to detect any changes in the patient’s condition. This can help 
to detect any signs of illness earlier and provide timely treatment.

Quantum

Quantum technology is still in its infancy, but its potential is great. The 
potential of quantum technology is immense and far-reaching. It prom-
ises to revolutionize the way computers process data, achieve unprece-
dented levels of security for communications, and enable extraordinary 
developments in areas such as artificial intelligence, drug development, 
and materials science. Quantum technology has the potential to revolu-
tionize industries, from finance to healthcare, and its potential applica-
tions are only limited by our imagination. Quantum computing has the 
potential to revolutionize the way we process data and solve problems. 
Ultimately, the future of quantum technology depends on the commit-
ment and investment of governments, companies, and research organi-
zations to develop and commercialize these technologies.

Examples:

▪▪ Quantum computing: Quantum computing is being used to cre-
ate more efficient and powerful algorithms for solving complex prob-
lems, such as optimization and machine learning. This technology is 
being used to create new AI applications, such as quantum-inspired 
algorithms for natural language processing and image recognition.

▪▪ Quantum machine learning: Quantum machine learning is 
a field of study that explores the use of quantum computing for 
machine learning applications. It has been used to develop new 
algorithms for pattern recognition and classification and clustering 
tasks, as well as to improve existing machine learning algorithms.

▪▪ Quantum neural networks: Quantum neural networks are a type of 
artificial neural network that uses quantum computing to process data.  

(continued)
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These networks have been used to solve complex problems such as 
image recognition and natural language processing.

▪▪ Quantum natural language processing: Quantum natural lan-
guage processing is a field of research that explores the use of quan-
tum computing for natural language processing tasks. It has been 
used to develop new algorithms that can be used to understand the 
meaning of text and provide natural language understanding.

▪▪ Quantum image processing: Quantum image processing is a 
field of research that explores the use of quantum computing for 
image processing tasks. It has been used to develop new algorithms 
that can be used to identify and classify objects.

▪▪ Quantum sensors: Quantum sensors are being used to measure 
previously unmeasurable phenomena such as temperature, pressure, 
magnetic fields, and more, with greater precision and accuracy than 
ever before.

▪▪ Quantum communications: Quantum communications are 
being used to securely transfer information with guaranteed privacy 
and accuracy.

▪▪ Quantum materials: Quantum materials are being used to build 
more efficient, faster, and smaller electronic devices.

▪▪ Quantum cryptography: Quantum cryptography provides an 
unbreakable encryption method that can be used to protect sen-
sitive data.

▪▪ Quantum simulation: Quantum simulations could be used to 
study complex systems, such as materials for energy applications, 
and biological systems.

How will AI transform collaborative platforms?

AI will transform collaborative platforms by automating many of the 
tasks that are typically performed manually by teams. For example,  
AI-driven tools can be used to analyze conversations and data to iden-
tify patterns and trends, suggest solutions to problems, generate reports, 
and provide personalized recommendations to users. AI-driven bots 
can also be used to automate mundane tasks such as scheduling meet-
ings, replying to emails, and searching for information. Additionally, 

.
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AI can be used to improve security, as AI-driven bots can be used 
to detect potential security threats and vulnerabilities. AI can also be 
used to improve the overall user experience on collaborative plat-
forms by providing personalized content and recommendations. AI 
transformation of collaborative platforms is driving innovation in the 
enterprise and local business levels by providing the ability to quickly 
process large amounts of data and automate mundane tasks. For exam-
ple, AI can be used to automate customer service inquiries, product 
recommendations, and data analysis. This allows employees to focus 
on more complex tasks and enables businesses to streamline processes 
and make better decisions. AI also helps to develop a better under-
standing of customer preferences and behaviors, which can be used 
to provide more personalized services and experiences. Additionally, 
AI can be used to create virtual assistants to help customers navigate 
their way through the buying process and give businesses the ability 
to better understand their customers. This can lead to improved cus-
tomer loyalty and satisfaction. Furthermore, AI can be used to auto-
mate marketing and sales processes, allowing businesses to quickly 
identify the best leads and create more effective campaigns. Finally, 
by utilizing AI in collaborative platforms, businesses can increase their 
overall efficiency and productivity.

Some examples:

▪▪ Automated moderation: AI can be used to detect patterns in 
user behavior and automatically flag or moderate content that vio-
lates a platform’s terms of service. This could help ensure that users 
are adhering to the terms and guidelines of the platform and make 
it easier for platform administrators to maintain a safe, secure, and 
productive environment.

▪▪ Natural language processing: AI can be used to better under-
stand the conversations taking place on collaborative platforms and 
offer tailored content and recommendations to users. This can make 
it easier for users to find the content they’re looking for and make 
the platform more engaging.

(continued)
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▪▪ Enhanced security: AI can be used to detect malicious activity 
on collaborative platforms and alert admins of potential threats. This 
could help keep users safe and ensure the security of the platform.

▪▪ Automated workflows: AI can be used to automate processes on 
collaborative platforms, such as task assignments, user permissions, 
and other workflow tasks. This can help reduce manual labor and 
make it easier for admins to manage the platform.

▪▪ Automated meeting summaries: AI-driven algorithms can 
automatically generate summaries of team meetings, making it eas-
ier for team members to quickly catch up on important updates.

▪▪ Intelligent task assignments: AI-powered solutions can analyze 
team member skills and preferences to assign tasks in an optimal 
way, improving the efficiency and accuracy of task assignments.

▪▪ Automated moderation: AI-driven moderation tools can help 
detect and block inappropriate content in real time, making col-
laborative platforms more safe and secure.

▪▪ Automated translation: AI-driven translation tools can automat-
ically translate content in different languages, making it easier to 
collaborate with people from different cultures.

▪▪ AI-driven insights: AI-based analytics tools can provide insights 
on team performance and collaboration activities, enabling teams to 
identify areas for improvement and optimize their workflow.

Digital twins

Digital twins are expected to become even more widely adopted in 
the future, as the technology continues to develop and become more 
sophisticated. Organizations will increasingly use digital twins to 
model and simulate complex systems, leading to improved decision-
making, optimization, and cost savings. Digital twin technology is 
expected to become more widely used in industries such as health-
care, manufacturing, and construction, as well as in smart cities, to 
improve efficiency and optimize operations. Additionally, digital twins 
are expected to become more widely used on the Internet of Things 
(IoT) to create a more connected and dynamic world.



	 Technologies Driving Society’s Digital Transformation	 91

Examples:

▪▪ Predictive maintenance: Digital twins can be used to predict 
when a machine or device is likely to fail, enabling preventive 
maintenance and reducing downtime.

▪▪ Automated processes: Digital twins can be used to automate 
processes, such as factory automation or autonomous vehicles, by 
providing the data needed to make decisions and take action.

▪▪ Smart buildings: Digital twins can be used to monitor and con-
trol building systems such as HVAC, lighting, security, and more.

▪▪ Smart cities: Digital twins can be used to improve urban infra-
structure, such as traffic control, energy management, and waste 
management.

Specifically in healthcare:

▪▪ Real-time monitoring of patient health: Digital twins can be 
used to monitor a patient’s health in real time by using sensors and 
medical devices to collect data and analyze it. This data can then be 
used to generate an accurate representation of the patient’s current 
health status and the potential health risks they face.

▪▪ Predictive diagnostics: Digital twins can be used to predict 
potential health issues before they occur. By using data from medi-
cal devices and other sensors, digital twins can detect patterns that 
may indicate a potential health issue, allowing doctors to intervene 
and treat the problem before it becomes serious.

▪▪ Personalized treatment plans: Digital twins can be used to cre-
ate personalized treatment plans for patients, based on their specific 
health needs. By collecting and analyzing data from medical devices 
and other sources, digital twins can generate individualized plans 
that are tailored to the patient’s specific health needs.

▪▪ Remote care: Digital twins can be used to provide remote care 
to patients. By using data collected from medical devices and other 
sources, digital twins can provide healthcare professionals with a 

(continued)
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comprehensive picture of a patient’s health, allowing them to pro-
vide better care even when the patient is not physically present.

And more specifically in cancer research:

▪▪ Using digital twins to simulate and analyze the effects of different 
treatments and medication combinations on cancer progression.

▪▪ Creating digital twins to predict the effectiveness of cancer treat-
ments and investigate the potential risks and benefits of each.

▪▪ Utilizing digital twins to simulate the impact of lifestyle factors 
such as diet, sleep, and exercise on cancer progression.

▪▪ Utilizing digital twins to develop personalized treatment plans for 
individual patients with cancer.

▪▪ Studying the impact of environmental factors on cancer progres-
sion using digital twins.

▪▪ Utilizing digital twins to improve the accuracy of cancer diagnoses 
and prognoses.

▪▪ Developing digital twins to identify cancer biomarkers and develop 
targeted treatments.

▪▪ Utilizing digital twins to simulate cancer progression and test new 
drugs and treatments in a virtual environment.

▪▪ Utilizing digital twins to predict the response of individual patients 
to different cancer treatments.

▪▪ Utilizing digital twins to create predictive models of cancer pro-
gression and develop personalized patient care plans.

Next stage for speech recognition, human language process-
ing (and translation), computer vision, and applied methods

Advances in artificial intelligence and natural language processing are 
enabling machines to better understand and respond to human speech. 
With the development of more sophisticated algorithms and more 
powerful hardware, speech recognition and human language process-
ing and translation will become increasingly accurate, efficient, and 
reliable. In the near future, we can expect machines to become more 
adept at recognizing and translating spoken conversations, providing a 
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more natural and seamless experience for both humans and machines. 
Moreover, these technologies will be used to create virtual assistants 
and bots that can aid in a variety of tasks, from scheduling appoint-
ments to providing personalized customer service.

▪▪ Speech recognition: Natural language understanding (NLU) to 
enable automated conversations and dialogues.

▪▪ Human language processing (and translation): Machine 
learning and deep learning models to better understand and inter-
pret natural language.

▪▪ Computer vision: Automated image and object recognition to 
identify and classify objects in images.

▪▪ Applied methods: Robotic process automation (RPA) to auto-
mate repetitive tasks and processes.

▪▪ Improved accuracy: Speech recognition and human language 
processing and translation can help improve accuracy and reduce 
errors in tasks that require human intervention.

▪▪ Cost savings: Automating tasks through speech recognition and 
human language processing and translation can help reduce costs 
associated with manual labor.

▪▪ Increased accessibility: Speech recognition and human language 
processing and translation can make tasks more accessible for peo-
ple with physical or cognitive disabilities.

▪▪ Improved interaction: Speech recognition and human language 
processing and translation can help improve user interaction and 
communication when working with computers.

▪▪ Improved security: Speech recognition and human language 
processing and translation can help increase security by allowing 
for authentication and verification processes.

The Future of Robotics and Humanoids

Robotics and AI are fundamentally transforming humanity’s relationship 
with technology, opening up exciting new possibilities for the future. In 
many ways, robotics and AI will play a pivotal role in improving our quality 
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of life, solving global problems, automating tedious tasks, protecting the 
environment, and creating greater opportunities for equity.

Manufacturing offers a particularly promising area for the application 
of robotics and AI. Robots can take on many of the burdensome, repeti-
tive tasks that humans have traditionally undertaken in factories and ware-
houses, allowing companies to operate with greater efficiency and lower 
costs. Additionally, robots can be used in hazardous environments such as 
mining and construction sites, protecting human workers from dangerous 
conditions.

In the medical field, robots are increasingly being applied to assist sur-
geons in performing delicate procedures and delivering care to patients. 
And in the business world, robots are now being used to complete tasks 
faster and with fewer errors—some brands are deploying robots for package 
delivery while others are using them to flip burgers or serve orders.

Robotics and AI also have the potential to significantly improve our 
quality of life in areas like education, where humanoid robots are helping to 
personalize learning. And at home, cloud-connected robots can take care of 
chores such as vacuuming and cooking.

Beyond improving our daily lives, robotics and AI offer an opportunity 
to solve many of the world’s most pressing problems, such as climate change 
and energy insecurity. They can also help us better understand and protect 
the natural world around us, creating a more sustainable future for genera-
tions to come. Finally, they offer the promise of a more equitable and just 
society with greater opportunities available to everyone.

It is clear that robotics and AI will play an increasingly integral role in 
our future. The possibilities are limitless, and we have yet to fully explore all 
the potential applications these technologies offer.

Bionic Technology Design and Development, from Prosthetic Limbs 
to Social Empowerment

Robotics and AI have the potential to profoundly shape our world, improv-
ing all aspects of life from personal productivity to global sustainability. 
From prosthetic limbs and exoskeletons that are designed to highlight their 
technological features to autonomous robots capable of automating tedious 
tasks, these technologies offer a range of benefits that will improve quality 
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of life and help us build a brighter future for generations to come. They 
offer the potential of greater equity and opportunity for everyone regardless 
of their background or circumstances.

Innovations such as Beta Bionics’ autonomous bionic pancreas system 
have already received FDA approval to begin home-use clinical studies, 
offering hope and excitement for those with Type 1 diabetes. Meanwhile, 
universities like the University of Central Florida have launched the first US 
clinical trial of 3D printed prosthetics for children, providing a more afford-
able alternative to traditional devices and helping children reach their full 
potential. Such technologies demonstrate not just the benefits bionic tech-
nology can bring to individual lives, but, just as importantly, how these break-
throughs can change the way people with physical disabilities are perceived.

Ultimately, robotics and AI have the potential to transform the world 
for the better by creating new opportunities for everyone—from those 
living with chronic illnesses to Paralympic athletes competing alongside 
able-bodied athletes. By embracing innovation and continuing to invest in 
development, we can ensure that these technologies remain accessible to all 
and that their potential is fully realized.

From Social Robotics in Classrooms to Supportive Agents 
in Hospitals

What drives the future of autonomous technology, and how will this impact 
relations across humanity, economies, and social structures?

The use of robotics and simulators in education provides a wealth of 
opportunities for students to experience situations that would otherwise be 
impossible or dangerous. From elementary school through higher educa-
tion, robotics and simulators offer the ability to bring a “real school” experi-
ence to students with severe allergies, practice complex medical procedures 
without risk, and prepare emergency response and law enforcement trainees 
for crisis and disaster scenarios.

In elementary and high school, robots are being used to bring stu-
dents into the classroom who wouldn’t be able to attend in person due to 
severe allergies or other medical conditions. Simulators in driver’s education 
courses provide a true-to-life experience while removing any risk from the 
scenarios. High school students can learn what it’s like to be behind the 
wheel in a safe classroom environment.
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In higher education, robotics are being used in medical instruction to 
give students a realistic experience of working on human subjects. Students 
can perform complicated procedures like injections, surgeries, and deliver-
ies through robotics without putting actual people at risk. Simulators offer 
an all-encompassing environment to practice emergency response and law 
enforcement scenarios, such as violent altercations or high-speed chases. All 
of these activities can be experienced with an added level of safety due to 
the use of simulators.

Overall, robotics and simulators provide real-life experience for stu-
dents of all ages, preparing them for the real-world scenarios they may 
encounter in their future careers. The use of robotics and simulators in edu-
cation creates a safe learning environment for students to explore beyond 
traditional textbooks and lectures. With their use, students can gain invalu-
able experience without risk or danger.

How Can We Build Humanoids and Human-Like Robots?

What does it mean to make something that looks and acts like a human? 
For years, robotics engineers have been trying to create human-like robots 
that are capable of responding to the world in a manner similar to humans. 
The aim is to create machines that can learn, think, and act independently 
and interact with people in ways that make them feel understood.

Recent research has demonstrated that people’s perception of a robot 
depends on how human-like it looks and behaves. For example, research-
ers at the University of Freiburg in Germany found that when participants 
watched videos with a human-like robot, they were more likely to rate the 
robot’s actions as intentional rather than programmed, whereas those who 
interacted with a machine-like robot did not. This suggests that mere expo-
sure to a human-like robot might not be enough to make people believe 
it is capable of independent thought and emotion, but that human-like 
behavior might be crucial for being perceived as an intentional agent.

In addition, this research could inform the design of social robots in the 
future by helping to determine in which contexts social bonding and the 
attribution of intentionality can be beneficial for the well-being of humans. 
For example, in elderly care, social bonding with robots might induce a 
higher degree of compliance with respect to following recommendations 
regarding taking medication.
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What Is the Role of Social Robotics in Areas of Education  
and Human Capacity?

As technology continues to advance, the role of robotics in education and 
human capacity is growing more important. From kindergarten to grade 12, 
robots are finding their way into classrooms around the world as a tool for 
teaching and learning. Similarly, social robots are increasingly being used 
outside of traditional educational settings as a way to foster language devel-
opment and help people with autism spectrum disorder (ASD) practice 
important social skills.

For example, language cafés are partnering with robots such as Furhat 
to provide a perfect, always-patient partner for learning a new language.  

Do Machines Have Feelings and Empathy?

The debate around whether machines have feelings and emotions 
is ongoing, but there are clear signals that artificial intelligence (AI) 
models like LaMDA possess the potential to achieve consciousness. 
While many agree that AI models can generate words and phrases 
based on existing content online, they differ on the interpretation of 
what those outputs mean. Some believe these outputs signify that the 
model understands meaning, while others are more skeptical.

What is certain, however, is that AI models like LaMDA need to 
be managed and monitored closely so they don’t produce unintended 
or harmful outcomes. The case of Blake Lemoine is an example of this 
kind of oversight in action: his belief in LaMDA’s potential sentience 
was dismissed by Google, showing that the company is taking steps 
to protect against such risks. Similarly, Emily M. Bender and Tim-
nit Gebru have warned about the dangers of large language models 
through their research paper.

These examples show how important it is for businesses to ensure 
they are implementing proper oversight when using AI models. 
Although there are multiple advantages to using AI, it’s important to 
recognize the potential risks and take steps to mitigate them accord-
ingly. In this way, businesses can make sure they use AI responsibly in 
order to maximize its potential benefits.
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In 2018, an initial pilot was conducted in Stockholm using the Furhat robot 
to help immigrants learn Swedish, and the results were positive. Similarly, 
social robots can provide a safe, human-like way for children with ASD to 
practice important skills such as interpreting gestures and different types of 
social behavior.

Clearly, robotics engineers have made great strides toward achieving 
the goal of creating robots that look and act like humans. However, there is 
still much work that needs to be done before robots can truly interact with 
us in a meaningful way. By understanding the importance of attribution of 
intentionality and how it can benefit the well-being of humans, robotics 
engineers can continue to make progress toward this goal. The educational 
robot market is projected to reach $1,689 million by 2023, which shows 
that social robotics are increasingly being utilized in areas of education and 
human capacity. With continued innovation, robots may become more 
accepted in our lives as providing a form of social interaction.

What Does the Future Look Like for Assistive Robotics and Bionic 
Technology?

As robotics technology advances, so does the question of how human-like 
we really want our robots to be. While there are many advantages to having 
robots that appear and act like humans, such as providing assistance in edu-
cational settings and helping those with ASD practice social skills, there is 
also a fear of confusing, blurred boundaries between human and machine 
that can be unsettling for some.

This fear is explored by roboticist Dr. Paolo Paladino, who has studied 
human reactions and attitudes to robots that look increasingly like our-
selves. He describes our evolving relationship to these robots as a paradox; 
on the one hand we want social robots to be human enough in appear-
ance and behavior to fulfill our relationship needs, while on the other hand 
robots that are “too human” can threaten our sense of human identity and 
uniqueness.

Building on Paladino’s remarks, in order for robots to become fully 
accepted and integrated into our lives, robotics engineers need to under-
stand the importance of attribution of intentionality and how it can benefit 
the well-being of humans. This requires an understanding of social cues, 
emotions, and facial expressions that have long been thought to be exclusive 



	 Technologies Driving Society’s Digital Transformation	 99

to the human brain but are now being developed by robotics engineers. 
When it comes to areas like healthcare, education, and assistance, robots can 
provide a safe and reliable way for humans to interact without the fear of 
judgment or misunderstanding.

What Role Will Robots Play in Healthcare and Hospitals?

Robotics is playing an increasingly important role in healthcare and hospi-
tals. From robot-assisted surgery to prostheses, robotic exoskeletons, disin-
fection robots, endoscopic capsules, and robotic nurses—robotics has been 
used across a wide range of clinical applications. Each of these use cases 
brings with it various advantages such as reduced blood loss, faster recovery, 
remarkable user control, and more accurate diagnosis.

However, the introduction of robotics into healthcare is not without 
its challenges. For instance, clinicians may be wary of machine learning as 
it involves “black box” models that are difficult to interpret. Consequently, 
there has been a surge in research related to explainable machine learning 
to address these concerns. If effective, explainable machine learning will be 
critical in helping to boost trust in this technology and its use in healthcare 
decisions.

Robotics also offers an alternative to antibiotics that promises a bright 
future for healthcare. Nanorobots with receptors can be used to attract bac-
teria from the bloodstream or local infection sites, thus providing an alter-
native for antibiotic therapy.

Overall, robotics offers a revolutionary approach to healthcare and hos-
pitals. By streamlining mundane tasks, improving accuracy of diagnosis, and 
providing alternatives to antibiotics, robotics is revolutionizing how medical 
care is delivered. The potential applications are limitless and exciting—each 
offering its own advantages that may one day lead to improved patient out-
comes and enhanced quality of life. As such, understanding this technology 
is critical for any physician looking to incorporate these techniques into 
their practice.
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PART

III

In Part III, we discuss ethics and security concerns, who drives policymak-
ing, and how to ensure that AI is trustworthy. We also work through how 
AI will affect our everyday lives, from how we speak to how public policy 
is created.

Social Impacts 
of Digital Inclusion
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Who drives policymaking in artificial intelligence (AI), and how can we 
ensure that it is ethical? This chapter aims to answer those questions.

The development and implementation of policies related to AI is a 
complex process that requires collaboration among industry, government, 
and other stakeholders. AI has the potential to transform our lives in ways 
both positive and negative, so it is essential that those who create, deploy, 
and regulate AI ensure that it is developed and used ethically.

At the international level, the OECD’s Recommendation of the Coun-
cil on Artificial Intelligence is a major source of guidance in this area. The 
United States has been an advocate for this approach and has taken sev-
eral steps to support its implementation. In 2019, the United States joined 
together with like-minded democracies of the world in adopting this rec-
ommendation, which sets out a series of intergovernmental principles for 
trustworthy AI. The OECD’s Recommendation outlines principles includ-
ing inclusive growth, human-centered values, transparency, safety and secu-
rity, and accountability.

The Biden–Harris Administration’s Office of Science and Technology 
Policy also released a blueprint for a “Bill of Rights” in October 2022 to 
provide guidance on the design, development, and deployment of AI and 
other automated systems so that they protect the rights of the American 

Ethics, Safety, and 
Security Concerns
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public. At the state level, legislation relating to AI was introduced in at least 
17 states in 2022, and enacted in Colorado, Illinois, Vermont, and Washing-
ton. These measures include creating task forces or commissions to study 
AI, amending existing laws, and providing funding for the examination of 
automated decision-making systems.

Ultimately, the ethical use of AI is dependent on an effective policy frame-
work that ensures responsible development and deployment of these technol-
ogies. This framework must be driven by a commitment to transparency and 
accountability, so that stakeholders can understand how decisions are made, 
and can assess the potential effects of AI on society. By ensuring that policy-
makers, regulators, and industry work together to create effective policies, we 
can ensure that AI is used responsibly and equitably for the benefit of all.

Trustworthy AI: Considerations, Use Cases,  
and Certifications

Imagine a world in which AI is ubiquitous, present in every aspect of our lives 
from healthcare and transportation to education and entertainment. It’s a 
future that could bring tremendous benefits, but it also exposes us to potential 
risks such as data privacy, bias, transparency, and more. To ensure that AI tech-
nologies are used responsibly, it’s essential to establish a framework that takes 
into account these possible risks and builds trust in these systems.

A critical aspect of this framework is explainable artificial intelligence 
(XAI). XAI allows humans to better understand and evaluate the outcomes 
of AI models. It offers insights into model accuracy, fairness, transparency, 
and outcomes in AI-powered decision-making. This helps organizations 
build trust in their AI systems and adopt a responsible approach to the 
development of such technologies.

Consider an analogy of a car. In order to trust a car’s safety, it needs 
to have certain certifications that make sure it follows particular standards 
for an automobile. It is also important that every part of the car works as 
expected and does not pose additional risks to its users or environment. 
Similarly, when implementing AI technologies in an organization, organiza-
tions need to make sure they meet certain standards in terms of transpar-
ency, accountability, and trustworthiness.

The United States Department of Health and Human Services (HHS) 
has taken the lead on this issue with the release of the Executive Order on 
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Maintaining American Leadership in Artificial Intelligence. The order out-
lines nine principles that agencies must follow when designing, developing, 
acquiring, and using AI in the federal government. The HHS Office of the 
Chief Artificial Intelligence Officer (OCAIO) created the Trustworthy AI 
(TAI) Playbook to help divisions meet this requirement. It consolidates the 
executive order principles into six trustworthy AI principles.

Organizations can also leverage external certifications to ensure that 
their AI systems adhere to certain standards. The most widely adopted certi-
fication is the International Organization for Standardization (ISO) 37001, 
which provides a framework that organizations can use to develop and 
implement an anti-bribery management system. Other certifications such 
as the American National Standards Institute (ANSI) AI Certification Pro-
gram also offer organizations a way to demonstrate the trustworthiness of 
their AI solutions.

The use of explainable AI and certification frameworks are just the first 
steps toward building trust in AI systems. Organizations must continue to 
stay up-to-date with advancements in this field, regularly assess the trust-
worthiness of their models, and ensure that they have an ethical approach to 
the development and deployment of AI technologies. In doing so, organi-
zations will be better equipped to benefit from AI while mitigating the 
potential risks associated with this technology.

Where and how do we identify “red” and “stop” lines of AI research, 
development, and deployment?

What does it mean to draw a line between ethical and unethical AI? 
One approach is to discuss the broader implications of an AI technol-
ogy, rather than just its immediate applications. In addition to considering 
whether a given project has potential for misuse or harm, it’s important to 
look at what could be done with the same set of technologies if used in a 
different context.

The European Commission’s High-Level Expert Group on Artificial 
Intelligence (HLEG-AI) has developed a set of ethical guidelines for AI 
development, having identified seven key areas: respect for human auton-
omy, prevention of harm and discrimination, fairness, transparency and 
explainability, privacy and data governance, collaborative innovation, and 
accountability. The guidelines provide a framework for the ethical evalu-
ation of AI, and can serve as a benchmark for companies developing and 
deploying AI technologies.



106	 Social Impacts of Digital Inclusion

The guidelines focus on how to ensure that AI-powered decisions are 
equitable, safe, and trustworthy, but they also supplement other existing 
codes of conduct in the tech industry, such as Microsoft’s Principles of 
Responsible Computing and Google’s Responsible AI Principles.

Additionally, the directive on ethical aspects of AI recently proposed 
by the European Commission provides a set of requirements for AI sys-
tems based on human rights and fundamental freedoms. The proposal also 
includes an obligation for developers to assess and mitigate potential risks 
related to their technologies, as well as provisions for redress and remedies 
when a system has caused harm.

Ultimately, the responsible use of AI requires us to be proactive in iden-
tifying potential ethical dilemmas and potential areas where AI can have 
negative implications on society. We must also continue to develop stand-
ards and guidelines for responsible development and deployment of AI 
technology, so that we can ensure that AI is used for the benefit of society.

Expert Input and Analysis: How AI Is Positively  
and Negatively Impacting SDGs

By Vincenzo Aquaro, Chief of Digital Government  
Branch—Division for Public Institutions and Digital 
Government—DESA—United Nations

Eight years after the launch of the UN Sustainable Development 
Goals (SDGs), AI has made significant progress in addressing some of 
the world’s most pressing challenges. While there is still much work to 
be done, several noteworthy examples illustrate how AI is positively 
impacting the SDGs.

▪▪ AI for Earth: Many private sector initiatives harness AI to sup-
port projects in agriculture, biodiversity, climate change, and water 
resources management. AI-driven solutions have improved agri-
cultural yield predictions, wildlife conservation, and climate mod-
eling, directly contributing to SDGs such as Zero Hunger, Climate 
Action, and Life on Land.
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▪▪ AI for Health: AI has accelerated drug discovery, enabled more 
accurate diagnosis, and improved healthcare accessibility. For 
instance, Google’s DeepMind developed AlphaFold, which predicts 
protein structures with unparalleled accuracy, expediting research 
in areas like drug discovery and disease understanding. Research-
ers from the University of Bari (Italy) used an AI algorithm of 
deep machine learning on healthcare data from common medi-
cal devices to predict Alzheimer’s disease years before doctors can 
diagnose it. These advancements align with SDG 3, Good Health 
and Well-being.

▪▪ AI for Education: Adaptive learning platforms like Knewton and 
DreamBox utilize AI to deliver personalized learning experiences, 
helping students improve their performance and bridging educa-
tional gaps. By enhancing the quality and inclusivity of education, 
AI contributes to SDG 4, Quality Education.

▪▪ AI for Renewable Energy: AI has optimized energy consump-
tion and maximized the efficiency of renewable energy sources. For 
example, Google’s DeepMind reduced the energy used for cooling in 
data centers by 40% through AI-powered optimization. This supports 
SDG 7, Affordable and Clean Energy, and SDG 13, Climate Action.

Despite these positive examples, challenges remain. AI’s potential 
to exacerbate social inequalities, enable mass surveillance, and displace 
jobs highlights the need for responsible AI development that respects 
human rights and ensures inclusive benefits. Researchers, policymak-
ers, and industry leaders must collaborate to harness AI’s potential 
while minimizing its risks, working toward a future where AI can 
significantly contribute to achieving the UN SDGs.

How we avoid economic silos and work more holistically 
within the United Nations framework of the Sustainable 
Development Goals

To avoid economic silos and work more holistically within the 
United Nations framework of the SDGs, stakeholders need to 

(continued)
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adopt an integrated and collaborative approach. Here are some key 
strategies:

▪▪ Cross-sector collaboration: Encourage partnerships between 
governments, the private sector, academia, and civil society to create 
innovative solutions that address multiple SDGs simultaneously. By 
working together, stakeholders can leverage their unique expertise 
and resources for the common goal.

▪▪ Interdisciplinary research: Promote interdisciplinary research 
that combines AI and other emerging technologies with fields such 
as economics, public health, environmental science, and sociology. 
This approach will lead to more comprehensive solutions that take 
into account the complexity of global challenges.

▪▪ Policy coherence: Governments should ensure that their poli-
cies align with the SDGs and support the responsible development 
and deployment of AI. Coherent policies will encourage syner-
gies between different sectors and reduce the risk of unintended 
consequences.

▪▪ Inclusive technology development: Prioritize the development 
of AI solutions that address the needs of marginalized and vulner-
able populations. By focusing on inclusivity and equitable access, 
we can ensure that the benefits of AI are distributed more evenly, 
helping to reduce inequalities (SDG 10).

▪▪ Capacity building: Strengthen north–south, south–south, and 
triangular cooperation to enhance the capacity of developing coun-
tries to harness AI and other advanced technologies for sustainable 
development. This can be achieved through global and regional 
multi-stakeholder partnerships to mobilize investments in educa-
tion, infrastructure, and digital skills training, as well as by facilitat-
ing technology transfer and knowledge sharing.

▪▪ Monitoring and evaluation: Establish mechanisms to track the 
progress of AI initiatives in addressing the SDGs. By collecting data 
and evaluating outcomes, stakeholders can identify best practices, 
learn from failures, and adjust strategies as needed.
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▪▪ Ethical considerations: Incorporate ethical principles and 
human rights into the design, development, and deployment of AI 
solutions. By prioritizing transparency, accountability, and fairness, 
we can minimize potential harms and ensure that AI-driven inno-
vations contribute positively to the SDGs.

By adopting these strategies, stakeholders can work together 
more holistically within the UN SDG framework, maximizing the 
potential of AI and other technologies to address global challenges in 
a sustainable and equitable manner.

How AI and new technologies can contribute to the 
achievement of the Sustainable Development Goals

AI and new technologies hold great potential for contributing to the 
achievement of the SDGs by offering innovative solutions, optimiz-
ing resources, and enhancing decision-making across various sectors. 
Here are just few examples in which AI and new technologies can 
advance all 17 SDGs:

▪▪ No Poverty (SDG 1): AI can enhance poverty-alleviation efforts 
through better targeting of social welfare programs and financial 
inclusion. Big data and machine learning can identify populations 
in need, enabling governments and non-governmental organiza-
tions (NGOs) to deliver resources more effectively. AI can also 
support the development of innovative financial services, such as 
mobile banking, for the unbanked and underbanked.

▪▪ Agriculture and Food Security (SDG 2): AI-powered preci-
sion agriculture tools enable better crop management, pest con-
trol, and yield predictions, helping to improve food production and 
reduce waste. Satellite imagery combined with machine learning 
algorithms can monitor land use, track deforestation, and support 
sustainable agriculture practices.

▪▪ Health and Well-being (SDG 3): AI-driven diagnostics, tele-
medicine, and drug discovery can revolutionize healthcare. AI can 

(continued)
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identify patterns in medical data, leading to more accurate diag-
noses and personalized treatments. Telemedicine, powered by AI, 
can expand access to healthcare services in remote and under-
served areas.

▪▪ Education and Skills (SDG 4): AI-based adaptive learning plat-
forms can deliver personalized learning experiences, identifying 
knowledge gaps and adjusting content based on individual needs. AI 
can also help educators develop targeted interventions and monitor 
student progress, fostering inclusive and equitable education.

▪▪ Gender Equality (SDG 5): AI-driven analysis of gender-related 
data can help identify and address gaps in gender equality, such as pay 
disparities and workplace discrimination. AI tools can also assist in 
raising awareness about gender issues, as well as in the development 
of targeted policies and programs that promote gender equality.

▪▪ Clean Water and Sanitation (SDG 6): AI can optimize water 
management by predicting water demand, identifying leaks, and 
enhancing wastewater treatment. Additionally, AI can monitor 
water quality in real time, enabling early detection of contamina-
tion and supporting sustainable water resource management.

▪▪ Affordable and Clean Energy (SDG 7): AI can optimize 
energy consumption in buildings, transportation, and industry, 
while maximizing the efficiency of renewable energy sources. AI-
driven smart grids can balance energy supply and demand, reduc-
ing waste and facilitating the integration of renewable energy into 
existing systems.

▪▪ Decent Work and Economic Growth (SDG 8): AI can 
increase productivity by automating repetitive tasks and assisting in 
decision-making processes. AI-driven tools can identify skills gaps 
and help develop targeted workforce training programs, preparing 
workers for the future labor market. AI can also improve workplace 
safety by predicting and preventing accidents.

▪▪ Industry, Innovation, and Infrastructure (SDG 9): AI can drive 
innovation by accelerating research and development in various 
industries. AI-powered predictive maintenance can reduce down-
time and increase efficiency in industrial processes. Additionally, 
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AI can support the development of sustainable infrastructure by 
optimizing design, construction, and resource management.

▪▪ Reduced Inequalities (SDG 10): AI can help identify patterns 
of inequality and discrimination, enabling policymakers to develop 
targeted interventions. AI-powered tools can facilitate equal access 
to opportunities, such as job-matching platforms that reduce bias 
in hiring processes. However, it is crucial to ensure that AI sys-
tems are designed and deployed fairly to avoid exacerbating existing 
inequalities. To do so, AI should work as an equalizer for inclusion, 
and different approaches that integrate multilevel, multisectoral, and 
multidisciplinary strategies should be adopted to insure the princi-
ple of “inclusion by design.”

▪▪ Sustainable Cities and Communities (SDG 11): AI and new 
technologies can contribute significantly to achieving this goal, 
which focuses on making cities and human settlements inclusive, 
safe, resilient, and sustainable, in various ways. One notable exam-
ple is in urban planning and smart cities. Moreover, AI-driven sys-
tems can help monitor and manage urban energy consumption, 
waste management, and air quality. For example, AI can optimize 
waste collection routes, reducing fuel consumption and emissions, 
while smart sensors can detect air pollution and inform mitigation 
strategies. In the context of smart cities, AI and Internet of Things 
(IoT) technologies can improve urban mobility by optimizing traf-
fic management and public transportation systems. For instance, 
AI algorithms can predict traffic congestion, enabling better traffic 
flow and reducing greenhouse gas emissions. Autonomous vehicles, 
guided by AI, can further contribute to reduced congestion and 
improved road safety.

▪▪ Responsible Consumption and Production (SDG 12): AI can 
enhance resource efficiency and waste management by optimizing 
production processes, reducing waste, and improving recycling sys-
tems. AI can also support the development of circular economies 
through the analysis of consumption patterns and identification of 
opportunities for resource recovery.

(continued)
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▪▪ Climate Action (SDG 13): AI can improve climate modeling, 
enabling more accurate predictions and facilitating better adaptation 
and mitigation strategies. AI-powered platforms can track green-
house gas emissions, support sustainable transportation planning, 
and optimize supply chains to minimize environmental impact.

▪▪ Life Below Water (SDG 14): AI can monitor and predict changes 
in marine ecosystems, enabling better conservation and manage-
ment strategies. AI-driven tools can identify illegal fishing activities, 
track marine pollution, and support the development of sustainable 
aquaculture practices.

▪▪ Sustainable Development Goal 15 (SDG 15): AI can play a 
crucial role in achieving this goal, which aims to protect, restore, 
and promote sustainable use of terrestrial ecosystems, halt biodi-
versity loss, and combat desertification, by aiding in conservation 
efforts and monitoring ecosystems. One notable example is the use 
of AI for wildlife conservation. AI-powered tools can analyze data 
from camera traps, drones, and satellite imagery to monitor wildlife 
populations and their habitats. Machine learning algorithms can 
automatically identify and track individual animals or species, pro-
viding valuable insights into their distribution, behavior, and the 
threats they face, such as poaching or habitat loss.

▪▪ Peace, Justice, and Strong Institutions (SDG 16): AI can sup-
port the rule of law and justice by automating legal research, identi-
fying patterns in crime data, and improving public safety. AI-driven 
tools can enhance government transparency and accountability by 
monitoring corruption and promoting open data initiatives.

▪▪ Partnerships for the Goals (SDG 17): AI can foster global part-
nerships by facilitating knowledge sharing and technology transfer. 
AI-driven platforms can connect stakeholders, enabling collaborations 
across sectors and countries to address global challenges collectively.

These are just a few, as the huge potentialities of the integration 
of responsible AI and new cutting-edge technologies into various sec-
tors can drastically accelerate progress toward the SDGs and create a 
more sustainable and equitable future for all.
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How Does AI Affect Rights, Meanings, Vocabulary,  
and Relationships?

Ask yourself this: How does AI affect our rights, meanings, vocabulary, and 
relationships? It might seem like an abstract concept, but AI has the capacity to 
significantly shape these aspects of life. Through the use of coding and algo-
rithms, AI can “regulate” in ways that traditional laws cannot. This new form of 
regulation is called “regulation by code” and it allows for rules to be enforced 
ex-ante (before people act) as opposed to ex-post (after the fact). The majority 
of people without technical knowledge or resources have no choice but to 
comply with the code, which makes AI a powerful tool for regulation.

At the same time, AI also has the potential to improve communica-
tion and understanding by making vocabulary more inclusive. For example, 
Microsoft 365 subscribers can now opt to see suggestions for inclusive lan-
guage that seek to eliminate biases based on gender, age, ability, and more. 
Specifically, a new feature of Microsoft Word’s Editor is that it can use AI 
to offer suggestions for rewriting full sentences rather than offering spelling 
or grammar fixes one at a time, which is nearly 15% more effective than 
previous methods in catching mistakes. By catching errors commonly made 
by those with dyslexia and offering whole-sentence rewrite suggestions to 
improve fluency, conciseness, and readability, AI helps ensure that messages 
are understood in their intended way.

Regardless of the potential benefits, several ethical questions arise from 
the increasing reliance on AI to regulate and communicate. How do we 
ensure that data sets used to train AI systems are not biased? Who has the 
right to control and decide how personal data is collected and used by 
companies? And ultimately, who holds responsibility when something goes 
wrong with an AI system?

To answer these questions, we must continue to research and analyze 
the implications of AI as a regulatory technology. Primavera De Filippi and 
Samer Hassan have suggested that this new form of regulation is pushing us 
into a world where “Law Is Code,”1 making it necessary for us to gain an 
understanding of these technologies in order to ensure their responsible use.

Therefore, the way forward is to create a balance between the advan-
tages that AI can bring, such as more accurate communication, and the risks 
posed by its use in terms of privacy, bias, data ownership, and accountability. 
As AI continues to become more embedded in our lives, understanding 



114	 Social Impacts of Digital Inclusion

how it influences our rights, meanings, vocabulary, and relationships is 
essential for building a better future.

AI for Trusted and Resilient Public Services

The ever-increasing complexity of the global economic landscape has 
driven the need for trusted and resilient public services, especially consider-
ing the heightened security threats in today’s digital world. With the emer-
gence of AI, questions have risen as to whether this technology can be 
reliably employed in public sector operations.

In response to this, governments are increasingly turning to AI as a pow-
erful tool for improving the performance of public services and ensuring 
their trustworthiness. AI-enabled systems can quickly process large data sets to 
provide a more holistic picture of both citizen needs and available resources. 
This helps policymakers create better-informed and evidence-based policy 
initiatives that are tailored to meet the needs of citizens. AI can also be used to 
help ensure resilience in public services by enabling agencies to quickly and 
efficiently identify, respond to, and address unforeseen events or challenges.

This section explores the potential benefits of harnessing AI for public 
services, with specific focus on how it can be used to improve decision-
making, eliminate bias, and enable resilience in operations.

Expert Input and Analysis: AI Helps Both Business and 
Governments Model for a More Resilient Future

By Kay Firth-Butterfield, Executive Director, Centre for Trustworthy 
Technology, a World Economic Forum Centre for the Fourth Industrial 
Revolution, former Head of Artificial Intelligence and a member of the 
Executive Committee of the World Economic Forum

I think that climate adaptation using AI has been neglected in favor 
of mitigation, but this year [2022] it was brought forward. There are 
so many potentially valuable ways in which AI can help both busi-
ness and governments model for a more resilient future. Of course, 
this can only happen with good governance around the use of AI. 
Therefore, I am delighted to see more and more companies appoint-
ing Responsible AI teams in-house or reaching out for good advice. 
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With generative AI exploding in 2022 and starting to be used by 
companies, in 2023 those companies need to be careful. Generative 
AI suffers from all the problems we have identified in AI and some 
more that unwary users might not suspect, for example the court 
cases around the use of IP/copyrighted material. As AI learns more 
and makes fewer errors we might believe that AI has achieved human 
intelligence, but it behooves us to remember that however smart they 
appear, what is happening is prediction of the next word in a sentence, 
not deep thought. The time is truly now for humanity to decide and 
design its future with AI.

How we ensure that those currently in charge of policymaking 
in AI create policies and guidelines that are ethical

Currently the world is politically and economically fragmented. It’s 
impossible to have agreed solutions for any uses of AI. There has been 
an effort at the UN level by some of the most important academics in 
AI to get lethal autonomous weapons banned outright. Surprisingly, or 
perhaps not, Russia and the United States are opposed to such a ban.

The mindset of politicians in Europe varies considerably from 
those in the United States, so Europe is pushing ahead with the EU 
AI Act, which takes a risk-based approach to AI. High-risk uses will 
be banned and many would say that this approach follows that of most 
ethical listings of concerns about uses of AI, for example, facial recog-
nition technology. In the United States there has been a Bill of Rights 
pertaining to AI and a careful NIST [National Institute of Standards 
and Technology] report setting out recommendations for the respon-
sible use of AI, but no federal law. However, state governments have 
been passing laws, resulting in more fragmentation that makes it hard 
for businesses. As with all things, to achieve ethical approaches to law 
we, the citizens, must take an active part in our democracy.

However, that brings me to the billions who not only do not live 
in a democracy but also do not have access to the Internet, let alone 
AI. It is this growing north–south divide that should be of great con-
cern, especially with the growth of LLMs [large language models] that 

(continued)
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create new content from a web that doesn’t portray the cultures and 
achievements of all.

Trustworthy AI use cases

I sit on the board of EarthSpecies. Our aim is to use AI to help us 
understand nonhuman languages. This is truly first contact but with 
a species that have been living on earth longer than us, whales. What 
we hope is that by enabling us to understand them we will give them, 
and our fellow animals, a voice at the table to discuss our stewardship 
of the planet.

This is not to say that they will actually engage in conversations, 
but we know that when women and other oppressed groups were 
given a voice, change for the better happened. The AI we design is 
used to exacting ethical standards and we are currently working on 
creating a Responsible AI roadmap for our interactions with another 
species, which cannot protect itself.

AI and the World Economic Forum: a glimpse of the future

My team and I work tirelessly and with passion to ensure that every-
one will have a prosperous, healthy, and rewarding life in the age of 
AI. We have created tools that any business, large or small, can use to 
ensure that they can introduce rigorous processes to design, develop, 
and use AI responsibly.

Likewise, we have open source tools for governments to adopt 
in transformation, using AI in a trustworthy fashion and meeting the 
civil and human rights of their citizens. I regularly host a podcast (Tech 
and Ethics) that is designed to enable practitioners of Responsible AI 
to learn from one another and we have collaborated with many stake-
holders from business, government, academia, and the nonprofit sec-
tor to create and open source tools using AI which can predict where 
wildfires will start before they do. This ground-breaking work shows 
the true potential of AI to solve some of our greatest challenges, but 
only if used in an ethical way.
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AI leveraged to help humans speak to whales?

Whales communicate with each other through complex vocaliza-
tions, and these vocalizations are specific to each species and can carry 
a range of meanings.

Some researchers are exploring the use of AI and machine learn-
ing to analyze whale vocalizations and develop a better understanding 
of how these vocalizations are used for communication. For exam-
ple, they are developing algorithms to identify different whale spe-
cies based on their vocalizations and to classify the different types of 
sounds they produce.

Additionally, there have been some attempts to use AI to trans-
late human speech into sounds that are more easily recognizable to 
whales. This involves analyzing the acoustic properties of human 
speech and modifying it to create sounds that are more similar to 
whale vocalizations.

Although these efforts are still in the early stages, AI has the 
potential to help us better understand and communicate with these 
intelligent creatures. However, it is important to note that communi-
cating with whales is a complex task, and it may take many years of 
research and development before AI can be used effectively to facili-
tate communication with these animals.

There have been a number of research projects exploring the use 
of AI to communicate with whales. Here are some examples:

▪▪ Project CETI: The Cetacean Translation Initiative (CETI) is a 
project that aims to develop a language translation system for com-
municating with dolphins and whales. The project is using machine 
learning algorithms to analyze and classify the vocalizations of dol-
phins and whales in order to develop a database of whale sounds 
that can be translated into human speech.

▪▪ OceanMind: OceanMind is a nonprofit organization that uses AI 
and machine learning to combat illegal fishing. The organization uses 
satellite data to monitor fishing vessels, and AI algorithms to analyze 
the data and identify vessels engaged in illegal fishing activities.

(continued)
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AI Can Support Evidence-Based Policymaking

Uncertainty and ambiguity are pervasive in the public sector, making it dif-
ficult to discern if a given policy is actually achieving its desired outcome. 
Think of it as a game of whack-a-mole; state and local policymakers are 
often able to clearly articulate the goals and objectives of a given agency, but 
have difficulty knowing which actions taken by those departments are actu-
ally achieving the prescribed outcomes. Questions like “what works?” and 
“for whom?” are nearly impossible to answer without data-driven evidence.

The good news is that artificial intelligence (AI) can provide the data-
rich insights necessary to ensure that public services are consistently meet-
ing their predetermined objectives. AI-based models can be used to test, 
iterate, and refine programs in order to improve decision-making based on 
evidence rather than guesswork. The London School of Economics found 
that only 4.5% of over 15,000 national, state, and local programs were ade-
quately evaluated to ensure their effectiveness; with the help of AI, govern-
ments can begin to close this gap.

▪▪ Deep Sea Mining Campaign: The Deep Sea Mining Campaign 
is a nonprofit organization that is using AI to monitor the impacts 
of deep-sea mining on marine wildlife. The organization is using 
machine learning algorithms to analyze satellite data and moni-
tor changes in the ocean environment, including changes in whale 
vocalizations.

▪▪ Marine Mammal Monitoring: Marine Mammal Monitoring is 
a project that uses AI to detect and identify whale and dolphin 
vocalizations in real time. The system uses machine learning algo-
rithms to analyze acoustic data and identify the species of whale or 
dolphin that is vocalizing.

These examples demonstrate the potential of AI and machine 
learning to help us better understand and communicate with whales 
and other marine wildlife. However, more research and develop-
ment is needed to fully realize the potential of these technologies in 
this area.
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AI-based models are also useful for predicting when and where future 
interventions may be needed and for whom, while identifying errors or mis-
takes that allow human operators to course correct. These models can also 
serve as a check on human bias or misinformation. This chapter dives deeper 
into these topics, and the belief that beyond the ability to improve the quality 
of decision-making, AI systems offer several other benefits to policymaking.

Humans are meant to lead, not follow. AI systems should be used to 
support public sector decision-makers and help them gain more granular 
insights into how their programs are performing. This will enable state and 
local governments to build better trust with citizens by providing data-
driven evidence of the effectiveness of their policies.

AI Requires Communities and Policymakers to Explicitly 
Define Values

Consider a parable of two roads diverging in a wood: one leading to a city 
with ample public coffers, and the other leading to an underfunded township. 
In both instances, policymakers must make decisions on how they prioritize 
investments in road work by analyzing traffic bottlenecks. The problem is the 
same but the values differ: in a city with ample public coffers, policymakers 
may prioritize reducing false positives—spending money on roads that don’t 
need repairs—over false negatives. In an underfunded township, however, 
they may prefer to prioritize missed bottlenecks over wasting resources.

This illustrates why it is essential for communities and policymakers 
to explicitly define their values when working with AI. Artificial intelli-
gence has the potential to accelerate the analysis of large amounts of data, 
identify patterns, and generate insights in near-real time—all while taking 
into account contextual factors such as historical practices and regional 
differences—but only if it is programmed with its values at the start.

In Australia, the Victoria State Government’s “syndromic surveillance 
program,” for example, successfully identified six public health concerns 
within four months of being implemented. Crucially, it was designed to 
do this by taking into account the values and needs of its users. Similarly, 
in Quebec, economic development specialists are leveraging AI tools to 
develop a more-nuanced understanding of subregions, but only by explic-
itly accounting for values and needs at the start. Moreover, in New Orleans, 
an emergency services agency was able to optimize the placement of 
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ambulances closest to where they were most needed by equipping its algo-
rithms with values that took into account historical practices. Specifically, 
it designed its algorithms to account for practices that had previously pre-
vented poor neighborhoods from receiving faster services.

The success of all these projects is a testament to the fact that AI 
requires communities and policymakers to explicitly define values in order 
to ensure successful implementation. Only then can they ensure that their 
AI-powered solutions generate the desired outcomes.

Global Cooperation

The Latin word for “cooperate” is “cooperari,” which translates to “working 
together.” This may be the most apt way to explain how global cooperation 
and multi-stakeholder approaches are paramount in today’s interconnected 
world. The increasing complexity of risk, from climate change and cyber 
threats, can no longer be met by one single stakeholder. Therefore, it is 
essential for governments, businesses, academia, and civil society to work 
together as a part of a multi-stakeholder approach. This section looks at 
several examples of multi-stakeholder cooperatives, which are organizations 
that involve actors from different sectors in the supply chain and other areas, 
and provide commentary on the importance of global cooperation and 
multi-stakeholder approaches.

We also discuss AI policy frameworks and the role of the G20 and the 
OECD in multi-stakeholder dialogue.

First, it is paramount to discuss the United Nations Sustainable Devel-
opment Goals (SDGs) and their role in global cooperation. The SDGs are a 
set of 17 goals created to serve as a blueprint on how to create a better and 
more sustainable world by 2030. Specifically, the SDGs include topics such 
as ending poverty, reducing inequality, and promoting peace and justice. 
Artificial intelligence is not included as part of the 17 goals. However, it is 
important to discuss the role of AI in accelerating the SDGs. AI can be used 
to monitor environmental threats, analyze data for better decision-making 
for complex problems such as food insecurity and poverty, and can also 
facilitate cross-border collaboration.

▪▪ Environmental threats: AI can be used to track global air, water, 
and soil quality. AI-based sensors can detect leaks of toxic materials 
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or pollutants, allowing for early warning systems to be created to 
protect humans and the environment.

▪▪ Data analysis: By analyzing data on poverty and food insecurity, AI 
can help governments understand which areas are most vulnerable to 
poverty and come up with innovative solutions to alleviate poverty 
and hunger.

▪▪ Cross-border collaboration: AI can facilitate cross-border col-
laboration by connecting stakeholders from different countries who 
share similar objectives. This could lead to more efficient decision-
making and improved results.

There are several key examples of multi-stakeholder cooperatives that 
are working toward the SDGs and exemplify the importance of global 
cooperation.

▪▪ The Fifth Season Cooperative is a regional food hub that aggregates 
and distributes locally grown produce, meats, dairy, and value-added 
products throughout the greater Driftless Area in the Midwest. This 
cooperative has six member classes that span the entire supply chain from 
producers, producer groups, processors, distributors, buyers, and workers. 
This type of cooperative benefits the local economy while encouraging 
sustainability through its model of collaboration among all stakeholders.

▪▪ Weaver Street Market is a multi-stakeholder cooperative grocery 
store in North Carolina that has been in operation since 1988. The 
organization offers both consumer and worker memberships and is 
often described as “a grocery store with a conscience.” It is commit-
ted to local and organic foods, sustainability, and fair trade practices.

▪▪ The Global Alliance for Trade Facilitation (GATF) based in 
Colombia is another example of multi-stakeholder cooperation, 
bringing together the private sector, government, and civil society 
to help promote global trade. Through the GATF, INVIMA, Colom-
bia’s National Food and Drug Surveillance Institute, is helping to 
implement a modern risk-management system. This system will 
help create more secure trading environments for both domestic 
and international companies. GATF includes the likes of the World 
Economic Forum and is a testament to how ubiquitous collabora-
tion can be in modern-day business operations. The organization also 
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helps create a level playing field for businesses by removing barri-
ers to trade and encouraging transparency and accountability with 
regard to international business rules.

▪▪ The Friends of Climate Action initiative, governed by the World 
Economic Forum, is tackling global climate change through the use 
of multi-stakeholder collaboration. This forum brings together busi-
nesses, investors, and civil society to work collectively toward ambi-
tious action plans that aid in mitigating risks associated with climate 
change. By providing a platform for these entities to connect, they 
are able to exchange ideas and develop more effective measures to 
address the issue. The Forum also serves as an advocate for global 
collaboration and encourages further participation from different 
stakeholders in order to achieve a wider impact. Friends of Climate 
Action is an example of how multiple parties can work together to 
produce meaningful change on a global scale.

▪▪ The Financial Services Information Sharing and Analy-
sis Center (FS-ISAC) is another example of multi-stakeholder 
collaboration in action. This organization works together with the 
US government to provide cyberthreat assessments and alerts to its 
members, which are typically financial companies. FS-ISAC’s efforts 
not only help businesses stay informed of imminent threats but also 
offer recommended solutions that can be put into place for further 
risk mitigation. Its work highlights the significance of public–private 
collaboration in tackling cybersecurity risks, and its success serves as 
evidence that such partnerships can be immensely beneficial. Through 
initiatives like FS-ISAC, we are seeing how multi-stakeholder col-
laborations are playing an increasingly important role in global risk 
management efforts.

Moreover, the G20 and the OECD are two of the most important 
international organizations that support global cooperation and multi-
stakeholder approaches.

▪▪ G20: Through the G20, leaders of 19 countries and the European 
Union come together to discuss global economic issues. The group 
was founded in 1999  in order to promote international coopera-
tion and foster sustainable growth in the global economy. To ensure 
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comprehensive input, the G20 actively engages a diverse group of 
stakeholders through their Engagement Groups (B20, L20, C20, T20, 
W20, Y20 and U20) in multi-stakeholder dialogue aimed at devel-
oping global solutions. These groups represent business, labor, civil 
society, think tanks, youth, and academia, respectively.

▪▪ OECD: The Organisation for Economic Co-operation and Devel-
opment (OECD) is an international economic organization of 37 
countries, founded in 1961 to stimulate economic progress and world 
trade. It works to build better policies for better lives by promoting 
economic growth, providing employment opportunities, improving 
living standards, and investing in human capital. As a forum of coun-
tries committed to democracy and the market economy, it provides 
a platform to compare policy experiences, seek answers to common 
problems, identify good practices, and coordinate the domestic and 
international policies of its members. The OECD is also at the fore-
front of efforts to understand and tackle major global challenges such 
as climate change, development and poverty reduction, and interna-
tional terrorism. Its publications provide economic analysis and statis-
tics to member countries, while its committees and working parties 
examine specific policy issues in depth. The OECD also works with 
developing countries to help them build better economic systems 
and reduce poverty. Through its international development assistance 
programs, it provides technical advice, assistance, and training for 
governments of developing countries and facilitates their integration 
into the global economy.

In conclusion, the role of multi-stakeholder collaboration in tackling 
global challenges is growing increasingly important. From initiatives such 
as Friends of Climate Action and the FS-ISAC to organizations like the 
G20 and OECD, we are seeing firsthand how partnerships between different 
stakeholders can be leveraged to create meaningful change on a global scale. 
Building on this, the following chapter explores the ecosystem and invest-
ment approach to AI adoption that organizations should consider in order to 
ensure a successful transition into an AI-driven world. It is clear that organi-
zations need to take a strategic, comprehensive view of their efforts instead 
of just focusing on technological solutions if they want to successfully adopt 
artificial intelligence. The next chapter explores how to do just that.
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Expert Input and Analysis: Sustainable Development 
Goals and the Greatest Existential Risks That 
Humanity Face

By Robert Opp, Chief Digital Officer, UNDP

Unfortunately, the COVID-19 pandemic has set us back quite a bit 
in terms of human development and Sustainable Development Goals 
(SDGs). However, at the same time we see incredible potential for 
the growing power of technologies like artificial intelligence to help 
accelerate our progress and get us back on track. That includes the 
issue of sustainability, which is obviously one of the greatest existential 
risks that humanity faces right now. Both in terms of mitigation as 
well as adaptation, we believe the power of technology can be har-
nessed to protect people and our planet.

How we avoid economic silos and work on the UN 
Framework with UN SDGs collaboratively across industries

Global collaboration on AI, across the public and private sectors, 
is essential to ensure the highest standards for human rights–based, 
inclusive, and ethical deployment of AI, in line with the international 
rules and regulations.

The silos we face aren’t just economic or industry-based. Dif-
ferent countries have distinct national strategies and interests, legal 
traditions, economic systems, demographics, and geographies. So the 
situation is complex.

However, on the positive side we believe that effective interna-
tional cooperation doesn’t necessarily have to mean global harmo-
nization. International cooperation can be structured in a way that 
enables countries and other players to participate in a productive 
competition and cooperation in AI—a kind of “coopetition”—that 
includes agreeing on a set of fundamental principles and seeking joint 
action and outputs, but also allowing for competition among the best 
solutions to be scaled.

We need to work on a few of the fundamentals that would 
underpin global cooperation on AI. One of the most important for 



	 Ethics, Safety, and Security Concerns	 125

us is to ensure that AI is inclusive and puts people and their rights at 
the center when it comes to data sets, design, and implementation. 
We can’t expect AI systems to serve all people or the whole planet 
well if we are not including perspectives from everyone. In addition, 
we need to make sure the processes, algorithms, and decision-making 
systems are transparent and understandable to all stakeholders as well. 
This will all help to ensure that AI technologies are ethical, fair, and 
aligned with the values and principles of the SDGs.

Another important area we need to work on is getting policies 
and regulations right. Data is at the core of any AI system, and we 
need to help foster a culture of data sharing and interoperability with 
strong governance systems that protect people’s privacy to ensure that 
AI technologies are accessible to all, and to facilitate the development 
of new and innovative solutions. At the same time, we need to ensure 
that harms caused through AI systems are investigated and addressed, 
by enacting strong enforcement mechanisms and remedial actions, to 
make certain that human rights and fundamental freedoms and the 
rule of law are respected.

Finally, I think that it is important to look at how we can build 
platforms for international cooperation on AI that support the SDGs 
by sharing and pooling digital commons, or digital public goods. This 
might take the form of data commons, reusable proven technology 
solutions, domain knowledge, or infrastructure. These could be freely 
available to all to use and accelerate digital progress. The challenge 
to overcome with this idea is how to sustain and evolve these public 
goods with financing and support overall.

How we ensure that governments do not work in silos

For AI policy cooperation, exchange between countries on AI poli-
cies, data governance, and institutional preparedness measures is criti-
cal. The UN is actually already facilitating global discussions on AI 
and developing guiding principles, frameworks, tools, and mecha-
nisms through which global cooperation on AI can be strengthened.

(continued)
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UN member states have an opportunity over the next couple of 
years to work on these issues. The UN Secretary-General has called 
for a Summit of the Future in September 2024 that will take up a 
number of critical global issues, including AI, in a “Global Digital 
Compact” to be agreed upon among member states. The Compact is 
expected to help establish shared principles and common platforms 
around the use and governance of AI in favor of people and the planet.

The UN system, of course, is already active as well to work 
on common principles and frameworks. For example, an UN Inter 
Agency Working Group on AI (led by UNESCO and ITU) has 
worked collaboratively to define the very first global standard-setting 
instrument on the ethical and responsible use of AI. In November 
2021, the 193  Member States at UNESCO’s General Conference 
adopted the Principles on the Ethics of Artificial Intelligence. This 
will not only protect and promote human rights and human dignity, 
but will also be an ethical guiding compass and a global normative 
bedrock allowing the building of strong respect for the rule of law in 
the digital world.

The AI & Global Governance platform, launched by the United 
Nations University Center of Policy and Research, will add a unique 
value to existing debates on ethical AI and AI policies by addressing 
questions of high relevance, not only to AI practitioners and poli-
cymakers, but also to multilateralism. The platform’s goal is to com-
bine AI and policy expertise with real-world learning. The platform 
will bring together a diverse community of leaders and policymakers 
interested in debating and interacting with the ethical risks, AI poli-
cies, and possibilities that have arisen as a result of the AI revolution.

Leaders and policymakers must collaborate

Top-level leaders and policymakers within government should work 
together to develop an effective plan that aligns technological deci-
sions with the overall country vision and incorporates both technical 
and managerial viewpoints, drawing on experiences acquired from 
previous technology changes.
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The lack of planning between leaders and policymakers, as well as 
a lack of resources, all too frequently create an environment in which 
policies and practices are developed and implemented without a clear 
grasp of how to assess their effectiveness. To generate more value and 
influence from AI systems, leaders must engage with policymakers 
to define a cyclical multi stage process of identification, formulation, 
adoption, implementation, and evaluation. (Refer to UNESCO’s 
publication “AI and Education: Guidance for Policy-makers.”)

UNDP will be launching an “AI Readiness Assessment” tool, 
which takes an inclusive, whole-of-society approach to assessing the 
readiness of governments both as a user of AI technologies and as an 
enabler. This tool can help leaders and policymakers align around a 
common blueprint for action, and develop inclusive AI policies based 
on global best practices.
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How can we make AI practical and accessible? This chapter aims to answer 
that question.

When something is described as practical and accessible, it often means 
that there are few barriers to entry and the process is not overly com-
plex. For AI to become practical and accessible, we need to focus on ways 
of making it easier to use, reducing costs associated with developing and 
using AI technology, and creating an equitable environment that encourages 
diverse perspectives.

One proposed approach to reduce the complexity of AI development 
and make it more accessible is through no-code or low-code platforms. 
These platforms allow developers to create applications quickly, with mini-
mal coding. This approach has been adopted by many tech giants, including 
Amazon with its Honeycode platform. This type of technology opens up 

An Ecosystem 
and Investment 
Approach to AI 
Adoption
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opportunities for companies that may not have access to traditional devel-
opment resources or expertise.

Another approach is to reduce the amount of data and computing 
power needed to develop an AI application. Founded by Rachel Thomas 
and Jeremy Howard, Fast.ai has developed a training technique that can 
allow applications to be built with just 30  data points, without needing 
expensive computing power. Moreover, the cost of access to a cloud-based 
GPU has been reduced to just 45 cents per hour. This type of technology 
helps reduce the cost and complexity of AI development, allowing develop-
ers more access and flexibility when it comes to testing and development. 
This lowers the barrier for entry into developing AI applications and allows 
those with limited resources to get involved.

Finally, it is important that AI reflects the diverse perspectives of its users. 
Increased diversity within the development and use of AI can help reduce 
or eliminate problems such as bias and unfairness. This can be achieved by 
encouraging more people from different backgrounds to get involved in 
developing and using AI technologies, through programs like those offered 
by Fast.ai. This will help ensure that AI is representing the interests of all 
users, not just those from privileged backgrounds.

Helping AI Communities and Ecosystems to Thrive

At its core, an ecosystem is a balanced and living system in which the com-
ponents work together and interact with each other to create a healthy 
environment. AI communities are no different—in order for them to thrive, 
they need to be open and accessible to everyone, have access to high-quality 
data sets, foster collaboration between stakeholders, and promote diversity at 
all levels of development.

According to Gartner, 85% of AI projects will fail due to biases in data, 
algorithms, or the teams responsible for managing them.1 This is due to 
the fact that many AI projects lack diversity in terms of team composition 
and data sets. To help address this issue, companies should strive to create 
a diverse development team—one that is representative of all groups of 
people—and use data sets that are comprehensive, privacy-compliant, and 
free of bias.

Bias can be defined as a form of prejudice or discrimination in which 
people are treated differently based on membership in a certain group. AI bias 
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can manifest itself in many different forms, including gender and racial bias. 
To combat this, companies should support science, technology, engineer-
ing, and math (STEM) education and mentor women for leadership roles 
to help promote gender diversity. This will ensure that everyone has the 
opportunity to take part in the development of AI technologies, regardless 
of gender.

For example, the Girl Scouts of America has been working to empower 
young women by providing them with access to STEM education and 
mentorship. They are also collaborating with industry leaders in order to 
prepare these women to become future AI leaders.

In addition, companies should foster collaboration between stakehold-
ers and promote open dialogue around issues such as privacy, data eth-
ics, and accountability. This will ensure that all stakeholders understand the 
importance of addressing bias in AI and work together to ensure that AI 
solutions are both ethical and effective.

By creating an environment that is open and accessible to everyone, 
fostering collaboration between stakeholders, and promoting diversity at all 
levels of development, companies will be able to build trust and confidence 
in their AI solutions while also creating an inclusive ecosystem that can help 
advance the development of AI technologies and ensure its positive impact 
on society. This will create a more equitable future for everyone involved in 
the AI ecosystem.

Building Feasible AI Businesses, Technologies,  
and Solutions Globally

According to a 2021 survey by McKinsey, AI adoption is on the rise glob-
ally, with 56% of respondents reporting that AI has been adopted in at least 
one function.2 This figure is highest in emerging economies such as China 
and India, where 57% of respondents reported adoption. However, only 8% 
of firms are engaging in core practices to support widespread AI adoption—a 
figure that is unacceptably low.

The snail-like progress of AI initiatives isn’t due to a lack of technology 
and talent, but to the inability to realign company culture, structure, and 
ways of working to accommodate AI. This requires an organization-wide 
commitment that not only embraces AI, but also rewires the company’s 
processes and mindsets in order to maximize its potential.
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Organizational change starts with leadership, and leaders must provide 
clear direction and create a supportive environment to encourage adoption of 
AI. Companies should aim to build interdisciplinary teams that take on initia-
tives jointly, as this helps ensure synergy between different departments when 
leveraging AI solutions. Leaders should also empower front-line employees by 
introducing data-driven decision-making at the front line, enabling them to 
make autonomous decisions and trust the algorithms’ suggestions.

For AI initiatives to be successful, companies must also embrace a cul-
ture of experimentation. To do this, they will have to become more agile 
and flexible while still managing risk effectively. By creating an environ-
ment that encourages employees to take risks in pursuit of creative solu-
tions, enterprises can foster an environment of innovation that allows them 
to explore new ideas and push boundaries.

For example, a company can set up an internal incubator or innovation 
lab that develops ideas and technologies with broad implications for the 
organization. These labs can be used to test new AI applications, explore 
ways of using analytics and machine learning effectively, and experiment 
with various business models.

Finally, businesses must prioritize open communication about AI ini-
tiatives throughout the organization. They should provide education on 
the current and future implications of AI, creating a shared vision that 
encourages employees to become part of the journey. This will ensure 
that everyone understands why AI is important to the business and how 
they can contribute.

An easy way to start is by establishing an AI council, a cross-functional 
team of representatives from various parts of the business that can discuss 
and review current initiatives. By engaging stakeholders in this way, com-
panies can ensure that everyone is on the same page when it comes to 
implementing AI solutions. Another solution is to create a central reposi-
tory of resources and guidelines for AI initiatives. This will help ensure that 
everyone has the same level of information on upcoming projects and can 
understand how their work impacts these initiatives.

By implementing these strategies, businesses can successfully build 
feasible AI solutions that are embraced by the whole organization. With 
clear direction from leadership, interdisciplinary collaboration, a culture of 
experimentation, and open communication about AI initiatives, companies 
can unlock the power of AI to transform their businesses.
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Catalyzing AI Communities to Share Solutions 
Around the World

An ecosystem is only as strong as its members. As AI technology continues 
to rapidly evolve, it’s essential that communities from around the globe 
come together to share best practices and create real-world solutions. For-
tunately, cross-border cooperation is increasingly commonplace in the AI 
space, with initiatives like the European Union’s “AI for Good” program 
bringing together researchers and policymakers to advance progress in areas 
such as public health, nature and society, climate and energy, accessibility, 
and crisis response.

In Latin America, there are a variety of organizations that focus on 
AI-related research and development. Nodos, a network of Latin American 
laboratories on artificial intelligence, has been established to foster collabo-
ration between the various countries in the region. In addition, organi-
zations such as Mexico’s Instituto Tecnológico de Estudios Superiores 
(ITESM) have set up Applied AI Laboratories to help promote and facilitate 
knowledge-sharing between countries.

In Africa, the African Union has launched the African Artificial Intel-
ligence Alliance (AAIA) to ensure sustainable development across the 
continent through AI. The alliance is made up of a range of public- and 
private-sector organizations, including universities, research institutions, 
corporate entities, civil society groups, and public agencies. The AAIA is 
committed to promoting the use of AI for economic, social, and environ-
mental development in Africa.

In Asia, countries like China and India have taken a leading role in driv-
ing the growth of AI on the continent. In particular, Chinese companies 
such as Tencent and Alibaba are investing heavily in developing their own 
AI-related technologies and services. Meanwhile, India has made significant 
investments to develop a comprehensive AI ecosystem, with initiatives such 
as the National Artificial Intelligence Mission (NAIM) aiming to promote 
AI-driven growth across a range of sectors including agriculture, education, 
healthcare, and manufacturing.

These case studies show the value of investing in AI at a regional level, 
and the importance of global partnerships in driving innovation. As the 
investment of AI technologies surges, it is essential to ask ourselves: How 
can we ensure that citizens, cities, and ecosystems benefit from this growth? 
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How do corporations and venture firms fund these companies and systems? 
What are the biggest areas where an impact will be felt? It is only with 
such questions that we can embrace development in artificial intelligence 
infrastructure.

One way to mobilize an AI-centric transformation is to create a global 
network of experts and entrepreneurs who can lead the way. This will ena-
ble us to exchange knowledge, share resources, and collaborate on projects 
that have the potential to revolutionize communities around the world. 
Countries and corporations can leverage public funds and private invest-
ments through venture capital firms to boost research, development, and 
implementation of new AI technologies, particularly in the areas of energy 
security and sustainability to reshape the environment for the better.

By collaborating and exchanging best practices, humanity can build 
an interconnected network of AI-driven communities that are capable of 
working together to resolve complex challenges and create more equitable 
and sustainable futures for citizens across the globe.
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How can social, economic, and ethical criteria be incorporated in research 
and development to ensure that all segments of society are benefiting? This 
chapter aims to answer that question.

The social fabric is a complex web of intertwined communities and 
groups, each with their own needs, interests, and capabilities. Think of it 
as a quilt that requires everyone’s commitment to keep it strong. Artificial 
intelligence, then, can be seen as an opportunity to link this quilt together 
and give everyone the same chance of participating in the digital world. The 
true question is, how can AI be used to bridge the digital divide and ensure 
fairness in technology? How can AI uphold culture and ensure inclusivity 
for the human race?

One way to meet these social, economic, and ethical criteria is through 
research and development that considers the needs of all segments of society. 
In particular, this includes people with disabilities. According to the World 
Health Organization, more than a billion people worldwide have some 
form of disability. It is therefore essential that AI-based developments take 
into consideration the specific needs of people with disabilities and how 
AI technologies can help them better sense the world around them. An 
example would be the use of computer vision to assist those who are blind, 
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or speech recognition and translation technologies for those who are hard 
of hearing. Imagine AI-based technologies that are designed to help people 
with limited mobility. This could be done through robotic systems that 
augment their capabilities and allow them to do things they were otherwise 
unable to. AI technologies then have the potential to remove many acces-
sibility barriers and create a more equal playing field for all.

While technological advancements can help bridge the digital divide, 
there are still ethical challenges that need to be considered. These include 
issues such as inclusivity, bias, privacy, error, expectation setting, simulated 
data, and social acceptability. For example, black box models and algorithms 
can have a tendency to exclude certain groups. Therefore, it is important to 
make sure these models are interpretable, so that any biases or inaccuracies 
can be identified and corrected before they cause harm. This can be com-
pleted through extensive testing and the use of appropriate safeguards, such 
as transparency and auditing. Transparency refers to the ability to explain 
how a machine learning model makes decisions, whereas auditing refers to 
tracking and evaluating the decision-making process.

The challenge, then, is to create an ecosystem in which social jus-
tice and equity are upheld. Inclusive AI technologies should be developed 
in such a way that everyone, regardless of disability or socioeconomic 
background, can benefit from them. Thankfully, there are four ways to 
ensure that this happens: by focusing on diversity, transparency, education, 
and advocacy.

Diversity in the development of AI projects should be a priority. This 
means recruiting and retaining diverse teams of researchers and engineers 
to ensure that all perspectives are taken into account and represented. Mark 
Brayan, CEO of Appen, made his stance clear in a World Economic Forum 
article: “creating AI that’s inclusive requires a full shift in mindset through-
out the entirety of the development process.”1 This is important for two 
reasons: first, it ensures that the AI development reflects the diversity of its 
users; second, it can help to avoid potential biases and errors.

Next, transparency is key. For any new technology to be successful, it 
is essential that transparency be embraced in every stage of ideation and 
design, as well as when selecting the ideal investments and capital. It is criti-
cal to make clear what is being created, whom it will benefit most directly, 
and how it will affect them. For instance, if a certain AI-based system is 
going to be used to detect crime or fraud, then it should be made clear what 
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data sources and algorithms were used to create the system, as well as how 
they might impact people in different contexts.

After cultivating an AI built on diversity and transparency, the next 
step is to educate and provide underrepresented communities with 
resources that allow them to comprehend—as well as work in—the space 
of AI. Dr. Brandeis Marshall, founder of DataEdX, Stanford PACS Prac-
titioner Fellow and Partner Research Fellow at Siegel Family Endow-
ment, expressed in a thoughtful discussion that effectively interacting with 
BIPOC communities representation is essential: “If you don’t see it, you 
won’t be it—and that is so vital in order to bring more people into this 
discipline.” This means taking steps to increase the number of people from 
marginalized communities who have access to education and mentorship in 
AI. This can be done through collaboration, apprenticeships, and internships 
with organizations like DataEdX that are dedicated to empowering under-
resourced communities to become active participants in the development 
of responsible data science.

Lastly, advocacy is necessary to guarantee that everyone can benefit 
from the potential of AI in a safe and equitable way. The public and private 
sector must support and follow organizations such as Black in AI that have 
removed barriers faced by people around the world with their programs, 
along with other great initiatives like Global AI Action Alliance (GAIA). 
By joining forces, we can raise awareness and make sure that ethical con-
cerns are addressed, as well as create an environment where trust in AI is 
established.

In order to develop inclusive AI technologies that elevate social justice 
and equity while also generating successful outcomes, we must focus on 
diversity, transparency, education, and advocacy. The social fabric is only 
made richer when everyone is included, and the impact of AI will be greater 
if those who are often left out are provided with opportunities to contrib-
ute to its development. This is why human-centered approaches are needed, 
to ensure that AI is built with the diverse needs of all people in mind.

Ensuring That Human-Machine Interaction  
Is “Human-Centered”

“The future is human-centric” is a phrase that is often used when talking 
about the future of artificial intelligence and machine learning. But what 
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does this even mean? How can we ensure that machines are designed to 
interact with humans in a way that is beneficial and empowering for 
both parties?

Let’s take a trip down memory lane to when computers first started to 
become a part of everyday life. Early pioneers of computing in the 1940s 
had to rely on their technical know-how and specialist knowledge in order 
to make sense of the new technology. This tech was exclusive to scien-
tists and engineers, with no consideration for the end user. Fast forward 
to the 1980s, and the concept of “usability” began to be discussed more 
widely. Early versions of Unix’s Ed Editor didn’t even have an option to 
save changes, resulting in users losing their work due to turning off their 
computers without saving. It was then that the need for user-friendly sys-
tems became clear.

Today, the term “human-centered design” is used to describe an 
approach to engineering and product development that puts people and 
their context first. The goal of such a design process is to create things that 
are appropriate for them. This means understanding and solving the root 
causes of issues rather than just treating symptoms, as well as thinking of the 
bigger picture and considering the unintended consequences of a product.

The human-aware intelligence (HAI) framework was developed with 
this in mind, and to ensure that AI solutions are explainable, comprehensible, 
useful, and usable for people. This framework has three main components: 
ethically-aligned design, technology that fully reflects human intelligence, 
and a focus on human factors. Ethically-aligned design is important to 
ensure that AI solutions avoid discrimination, maintain fairness and jus-
tice, and don’t replace humans. Technology that fully reflects human intel-
ligence is vital to further enhance AI technology so it can be more like 
the depth characterized by human intelligence. Human factors design must 
also be taken into account—for example, user operators must be able to 
quickly and effectively take over the control of an intelligent system in an 
emergency.

There are several use cases where the HAI framework can be applied 
to ensure that human-machine interaction is human-centered. For example, 
in healthcare applications such as medical imaging and diagnostics, it can 
help create solutions that are tailored to patient needs while also preserv-
ing privacy and autonomy in decision-making. In education, it can be used 
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to create learning systems that are adaptive and personalized, while also 
encouraging critical thinking. In business, the HAI framework can help 
to create more user-friendly and effective solutions that are tailored to an 
organization’s specific goals and needs.

Ultimately, human-centered AI design requires a commitment on the 
part of designers to understand and accommodate human capabilities in 
order to produce beneficial and empowering results. It also requires an 
understanding of the technical and ethical implications of AI, as well as the 
impact it can have on society. By doing this we can ensure that human–
machine interactions are truly human-centered—beneficial for both parties 
and making use of technology to enhance life, not replace it.

Expert Input and Analysis: What Human–Machine 
Interaction Should Be

By Stephen Ibaraki, Chairman of REDDS Capital, Microsoft 20 
Global Awards with 2018–2023 MVP in AI, Investor/Venture 
Capitalist, Futurist, Founder and Chair of Outreach of UN ITU AI 
for Good Global Summit

We can ensure that human-machine interaction

▪▪ Is human-centered
▪▪ Takes into account approaches to social, gender, and economic  
research

▪▪ Avoids bias
▪▪ Makes technology transparent and accountable for all communities, 
so nobody is excluded

▪▪ Ensures that our interactions are secure, safe, and private

We do this by taking a transdisciplinary multi-stakeholder process 
of the more than 300 frameworks, principles, policies, and regulations 
in the ethics of AI and harmonizing and operationalizing into a uni-
versal toolkit and policies to be adhered to by governments, industry, 
NGOs, academia, civil society, and the UN.
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Approaches to Social, Gender, and Economic Research 
We Should Consider

A new lens on traditional research on social, gender, and economic issues is 
needed in order to incorporate the new technology of artificial intelligence. 
AI opens up a range of possibilities for social research, such as improved data 
processing algorithms and big data analytics. However, with AI also come 
new challenges in terms of understanding how these developments will 
affect the way we produce and interpret results.

For instance, AI can help generate more accurate economic models that 
take into account individual behavior when predicting the impact of policy 
changes. AI-based microsimulations, such as the AI economist developed 
by Harvard and Salesforce, incorporate reinforcement learning—a type of 
AI—in order to simulate economic behavior. This approach has the poten-
tial to provide more comprehensive models that better reflect human deci-
sions and responses to public policies.

The Urban-Brookings Tax Policy Center and the Joint Committee 
on Taxation have long produced microsimulations of tax policy, but these 
models are limited in their ability to incorporate individual behavioral fac-
tors. This limitation is largely due to the difficulty of predicting how indi-
viduals will respond to changes in public policy scenarios. However, recent 
work has suggested that AI may offer a solution.

In particular, AI is well-suited for capturing the nuances of individual 
behaviors and can provide insights into how people may respond to chang-
ing public policy scenarios. For instance, AI models can be used to analyze 
large data sets containing information about individuals’ incomes, spending 
habits, and other relevant variables that would be difficult to consider in 
traditional microsimulations.

AI can not only be employed to recognize patterns in individual behav-
iors that assist in the formation of tax policy decisions, but is also able to 
uncover new trends and insights that were previously impossible to achieve 
through conventional research techniques. For instance, AI may reveal unex-
pected correlations between variables and provide new information that was 
not previously known or easily accessible. However, it is important to con-
sider that AI tools may also contain bias and errors due to their reliance on 
existing data sets that could be potentially incomplete or flawed. As such, great 
care must be taken when using AI in social research and careful steps must 
be taken to ensure the accuracy of results and insights produced by AI tools.
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For the social researcher, AI methods can be applied to facilitate the data 
collection process. Natural language processing and information extraction 
algorithms can be used to collect textual data from social media platforms, 
while computer vision methods such as biometrics, scene understanding, 
activity recognition, and scene anomaly detection are effective for collect-
ing visual data. Social network analysis is another useful tool for extracting 
relevant information that may otherwise be hidden or difficult to observe. 
Finally, behavioral analytics can be used to analyze the behavior of research 
participants. By harnessing these methods, researchers are able to effectively 
collect and process data that will provide valuable insights into a wide range 
of social phenomena.

For example, AI can be used to create virtual learning environments and 
adapt teaching material for mass open online courses. Similarly, machine 
translation algorithms can be used in situations where data is presented in 
different languages, making it easy for researchers to collect information 
from participants who are located all over the world. All of these techniques 
allow social researchers to gain access to a wealth of data that would other-
wise be inaccessible.

Moreover, a key area within social research is gender studies. AI is being 
increasingly used to identify gender gaps within data sets and draw con-
clusions from this analysis. Machine learning algorithms can be applied to 
detect subtle differences in language usage that are indicative of gender bias 
or that uncover institutionalized sexism. All of this helps to provide a more 
nuanced understanding of gender dynamics within social contexts.

The bottom line is that AI provides a powerful tool for social research-
ers to gain additional insights into the inner workings of society. It is an 
invaluable source of data and allows us to better understand the complexi-
ties of human behavior. As technology progresses, so too will the potential 
applications of AI in social research, making it an increasingly important 
part of our research practices. Addressing biases and errors in existing data 
sets will remain an important priority as we look to harness the numerous 
benefits of AI and ensure that it is inclusive to all of society.

Avoiding Bias and Making Technology Transparent  
and Accountable for All Communities

Since the dawn of AI, bias has been one of the main concerns in data-driven 
technology. Without proper checks and balances, AI can lead to unfair 
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outcomes and discrimination. To ensure responsible AI, transparency is key. 
We must have an understanding of how algorithms make decisions, what 
training data sets are used for model development, and what features are 
excluded from the data set in order to avoid bias. At the same time, we must 
also build a strong accountability framework that encourages trust and 
understanding of the technology by all stakeholders—particularly those 
most impacted by its applications.

First of all, it is important to establish a baseline for responsible data 
training. To mitigate sample bias and exclusion bias, we need to build large 
and representative data sets that are free from any preconceived notions 
or assumptions about relevance or irrelevance of certain features. Further 
analysis should be done before discarding any feature from the data set, as 
even seemingly irrelevant features may actually affect the outcome of the 
model and create an exclusion bias.

In fact, AI has the potential to embed and propagate human biases on 
a large scale, with worrying consequences. Julia Angwin and ProPublica 
showed how COMPAS incorrectly labeled African-American defendants 
as “high-risk” at nearly double the rate of white defendants in Broward 
County, Florida. Additionally, a tech company had to discontinue develop-
ment of a hiring algorithm based on analyzing previous decisions when 
they discovered it penalized applicants from women’s colleges. Joy Buola-
mwini and Timnit Gebru found that facial analysis technologies had higher 
error rates for certain racial and gender groups—a “CEO image search” 
returned only 11% female results, despite women making up 27% of US 
CEOs at the time.2

This is why it is essential to have strong checks and balances in place 
when using AI models. We must ensure that models are not biased toward 
certain outcomes and that all stakeholders understand the logic of how 
conclusions are drawn and decisions are made. This means having a clear 
process for documenting the reasoning behind AI decisions, as well as checks 
and counterbalances to ensure that the outcomes are fair.

For example, when using AI for employee recruitment or college 
admissions, it is important to consider broader contextual factors—such as 
ZIP codes—that may affect the outcome of the model. This helps ensure 
that decisions are based on merit rather than any preconceived notions or 
biases. Other checks and balances could include the use of human-in-the 
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loop systems or methods such as explainable AI (XAI) to ensure that models 
are transparent and understandable.

At first glance, it may appear overwhelming to battle bias and make AI 
transparent for each community; however, there are three ways to start this 
process. First, we must audit and examine our data and decision-making 
systems—including the data sources, algorithms, personas, decisions, and 
consequences that shape them. We can then create a ledger to measure 
our technical debt versus technical margin as well as document the logic 
for how conclusions are drawn (technical debt is the cost of maintaining 
and updating outdated, inefficient, or obsolete systems, whereas technical 
margin is the resources and capital available to improve data processes, algo-
rithms, and outcomes). Last, we need to pinpoint the reasoning and logic 
for why certain decisions were made, as well as provide clear explanations 
of the consequences of any decision.

Think about it like this: if we don’t take the time to understand how 
AI works and what sort of bias it is prone to, it may perpetuate harmful 
decisions and outcomes. We must be proactive in building systems that are 
transparent and accountable—this is the only way we can ensure that tech-
nology serves all people equally. With a responsible data training framework 
in place, we can ensure that AI will be used for the benefit of humanity—
rather than against it.

Therefore, I propose the following responsible data techniques to 
reduce bias in AI models. First, we must eliminate any data or features 
that could lead to unwanted outcomes or exclusion biases. We should also 
be careful about the way in which we handle missing or null values—
for example, instead of disregarding them, we could impute them with 
average or median values from the dataset. Additionally, it is important to 
conduct a proper data audit, which entails understanding the origin of 
the data and confirming that it is reliable. Finally, we must use a system 
of checks and balances to ensure that all stakeholders are aware of any 
decisions made by the AI model and that those decisions are fair and 
objective.

It’s our duty to create equitable and unbiased systems in order to pre-
vent unnecessary suffering and discrimination. This is an urgent issue, but by 
taking these steps and building a responsible data foundation, we can make 
sure that AI works for everyone.
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Ensuring That Our Interactions Are Safe and Private

In a world where consumer data is a coveted commodity, companies have 
the responsibility to protect consumers’ personal information and ensure 
that their interactions remain private and secure. To do this, organizations 
must first understand which data they need in order to serve customers 
effectively. It is important to collect only the data needed, as well as to revise 
or write new policies that accommodate different categories of data.

Federated learning is an AI technology that helps to build models on 
data from different sources without sharing the original information. This 
is one way businesses can enhance customer privacy while still utilizing the 
data they need. AI also helps to identify and respond to data breaches more 
quickly than traditional technologies, as it has no limitations when it comes 
to monitoring and flagging issues.

It is also important to develop identity and access management prac-
tices that are tailored to individuals with roles, as well as security-access 
levels for different data categories. Further, activity monitoring can help 
mitigate the risk of insider threats. On top of this, businesses should strive to 
create an infrastructure environment that is able to accommodate increasing 
data volumes and technological innovations. On cloud-based platforms, for 
example, companies should ensure that data is stored in a limited number of 
systems and that the systems footprint is minimized. Features such as auto-
matic timed logouts and strong password requirements should be built into 
consumer-facing applications to ensure that security and privacy become 
default options for consumers. Ultimately, striking a balance between user 
experience and data protection is key in providing a safe environment for 
customers.

To better put this in practice, allow me to walk through a potential use 
case. An e-commerce platform might want to collect information on user 
behavior, such as browsing history and purchase decisions. AI can be used 
to analyze this data without collecting identifiable information from the 
customers themselves. This approach allows for the development of effec-
tive models that protect customer privacy while still helping the company 
build better products and services. Another use case might be a health-
care platform gathering information from patients on their medical history, 
as well as providing analytics to develop targeted treatments. AI can help 
here, too, by collecting only the necessary data and keeping user identities 
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anonymous, while still allowing for the development of accurate models 
that can improve patient outcomes.

At the end of the day, businesses must recognize their responsibility to 
protect customer data and use the right technologies to ensure that their 
interactions are safe and private. By taking the necessary steps to build a 
secure infrastructure, companies can reap the benefits of consumer data 
while still protecting customer privacy. The key is finding a balance between 
user experience and data protection—a balance that will ultimately create a 
safe environment for customers. This is where the General Data Protection 
Regulation (GDPR) and AI can come together to ensure the best possi-
ble outcomes.

AI Privacy: From GDPR to Local and Global Policies

The importance of protecting customer data from misuse and breaches can-
not be understated. Consumers are increasingly concerned with how com-
panies use their personal data, and rightfully so. Companies must be vigilant 
about collecting, using, and storing customer data in an ethical manner, as 
there are severe consequences for mishandling it.

Fortunately, technology such as AI, security analytics, and encryption 
can be used to reduce the risk of a data breach. A 2021 report from IBM and 
the Ponemon Institute revealed that customer personal data (name, email, 
password) was the most common type of data (44%) exposed in a breach.3 
Utilizing these technologies can help decrease the cost of a breach signifi-
cantly, saving companies millions of dollars in the process.

Businesses also need to make sure that data is used ethically. A TechRepub-
lic report from August 2021 revealed that 78% of consumers are fearful 
about the amount of data being collected and 40% said they don’t trust 
brands to use their data ethically.4 Companies should be open and transpar-
ent about how customer data is being collected, used, and stored, to build 
trust with their customers.

In terms of policy and regulation, countries and states are passing con-
sumer data privacy legislation such as the GDPR, the California Consumer 
Privacy Act (CCPA), and the ePrivacy Directive. These laws are designed to 
protect customer data from misuse or illicit access. Companies should stay 
up-to-date on any new policies that may be applicable to their operations 
in order to remain compliant with the law. This also gives businesses the 
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opportunity to educate consumers on the importance of protecting their 
own personal data by using strong passwords and two-factor authentication 
where possible. As a result, a win-win scenario is created, whereby busi-
nesses can successfully protect customer data while also gaining the trust 
of their customers. Trust with customers is very important: a company’s 
reputation is built on the trust of its customers and they are more likely to 
purchase products and services from a business that they feel has their best 
interests in mind.

It is therefore in the best interest of companies to take proactive measures 
to protect customer data with the use of AI, security analytics, and encryp-
tion technologies. It’s not only smart business, but it’s also the right thing 
to do. The peace of mind that customers will experience will become an 
invaluable asset as more personal data is shared with businesses in the future.
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We are all familiar with the notion of financial and social inclusion—to 
ensure that people of all backgrounds are seen, heard, and considered in our 
society. But what does this mean in practice? How do we ensure that eve-
ryone has access to the necessary social and financial resources and services 
to participate fully in our society? To answer these questions, we must deep 
dive into the very terminology of social and financial inclusion, as well as 
the policies and programs that create opportunities for all.

First, let’s define the term financial inclusion. This is used to refer to the 
idea that everyone should have access to basic financial services, such as 
bank accounts and credit. In 2020, financial inclusion became more impor-
tant than ever in light of the global pandemic and its effects on vulnerable 
populations—especially for those who lost their jobs, or those who had 
difficulty accessing funds due to lack of banking infrastructure. Financial 
inclusion became even more important in helping these groups access the 
necessary resources and services needed in order to survive and thrive.

The United Nations has made financial inclusion an enabler for seven 
of the 17 Sustainable Development Goals (SDGs), specifically those related 
to poverty reduction, gender equality, and access to healthcare. The World 
Bank Group (WBG) is a leading actor in promoting financial inclusion 
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worldwide, with the goal of helping vulnerable populations gain access to 
transaction accounts that provide key services such as storing money, sending 
and receiving payments, and facilitating access to other important services. 
In keeping with this theme, the G20 has outlined its High-Level Principles 
for Digital Financial Inclusion, which focus on the need to ensure that digi-
tal financial services are responsibly delivered and affordable for customers. 
The significance of these principles is further highlighted by the reality that 
digital financial services can act as a bridge to not only basic banking needs, 
but also access to loans, investments, insurance, and other services. Together, 
these organizations have set up an important framework to promote finan-
cial inclusion and ensure that its benefits are accessible to all.

It is also essential to understand the role of social inclusion in achiev-
ing financial inclusion. Social inclusion goes beyond financial inclusion—it 
encompasses the idea that everyone has access not only to money but also 
to opportunities and resources that allow them to participate fully in their 
community’s life. This includes access to public institutions, employment, 
housing, health, education, and mobility opportunities. Additionally, it 
involves recognition of the various forms of marginalization faced by dif-
ferent sectors of society—including issues related to race, gender identity, 
sexual orientation, or migrant status.

The concept of social inclusion is integral to achieving financial inclu-
sion. Access to basic banking services should not be dependent on a person’s 
social status, regardless of race, gender, or migrant status. In order for finan-
cial inclusion to truly benefit all people, it must be accompanied by policies 
and programs that promote social inclusion as well. But in order for social 
inclusion to succeed, we must double down on five key tenets: diversity, 
inequality, digital literacy, inclusion, and ethics.

Diversity can be seen as an essential ingredient for digital innovation. 
When we include more diverse perspectives in the public discourse, our 
solutions become more innovative and effective. The latest research has 
demonstrated that a collective effort of many diverse individuals yields bet-
ter results than the work of a few experts. And, as technology evolves, it’s 
important to ensure that AI-enabled voice recognition and facial recogni-
tion systems don’t discriminate against certain genders or skin tones. For 
example, AI-enabled speech recognition has been documented as struggling 
with female voices, and facial recognition techniques have trouble identify-
ing darker skin colors.
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Inequality is one of the major issues facing digital innovation today. 
Despite advancements in technology, many people still lack access to basic 
online services due to financial limitations. According to a Pew Research 
study, nearly 25% of adults with household incomes below $30,000 don’t 
own a smartphone and over 40% do not have home broadband services or 
a laptop/desktop computer.1 And while the majority of adults in higher-
income households have access to multiple devices, 13% of those with 
lower incomes don’t have access to any technology at home. To bridge this 
digital divide, policymakers and businesses must focus on creating initiatives 
that provide equal access for everyone regardless of their socioeconomic 
status. For example, digital literacy programs can help people learn how 
to use technology, thus enabling them to become more competitive in the 
global economy.

Ariella Lehrer, the CEO of Legacy Games—a gaming company based in 
the United States—grasps the significance of diversity and inclusion within 
her industry. Her company focuses on women over 40 years old who enjoy 
casual gaming. By focusing on this segment, Legacy Games is helping to 
create an inclusive environment for all ages and genders in order to promote 
digital literacy in the form of CD-ROMs. As Lehrer explains, “With the 
move to mobile and streaming, most people don’t realize that CD-ROM 
products are an ongoing business. Our customers still prefer playing puzzle 
games on PCs for a variety of reasons. Some still do not own a smartphone, 
and in many parts of the U.S., there continues to be a lack of good internet 
access. We focus on these customers who are left behind in this transition, 
although we are trying to bring these customers online.”2 This approach has 
enabled Legacy Games to continue to serve customers who would other-
wise be left behind in the transition to mobile and online gaming.

However, this raises the concern of those who are left out. What kind 
of exclusion issues could be associated with digital products and services 
that we may not even think about? In the field of information technology, 
gender bias is one such issue. Studies have revealed that male applicants 
are more likely to be hired than female applicants for tech-related jobs, 
even when the applicants have the same qualifications. Such inequality can 
have a major impact on the digital landscape, as women may not receive 
proper recognition and compensation for developing innovative products 
and services—something that could dampen their motivation to continue 
innovating.
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To combat this, companies must take a proactive stance in promoting 
diversity and inclusion. Companies can do this by embracing flexible work 
arrangements for all employees, implementing anti-discrimination policies, 
and offering ample training opportunities that support career growth. Addi-
tionally, organizations must also ensure that they are recruiting from diverse 
pools of talent to ensure a balanced representation across every level of the 
company. By promoting a diverse and inclusive work culture, companies 
can create an environment that allows everyone to thrive—regardless of 
their gender, race, or other characteristics.

This feeds into the last tenet of social inclusion—ethics. In 2020, the lock-
downs and restrictions due to the COVID-19 pandemic shook up our lives 
and highlighted the importance of ethical principles. Ethical decision-making 
helps organizations, businesses, and individuals alike make decisions in a man-
ner that is consistent with their values and ultimately leads to better outcomes 
for all parties involved. Without shared ethical principles, it’s difficult to build 
an equitable and inclusive digital landscape. The easiest way to see this materi-
alize is heavy bias in data sets that can lead to algorithmic inequality.

It’s no secret that gender bias has been rampant in medical research. 
Take heart disease, for example: traditionally seen as a male affliction, it has 
led to countless women being misdiagnosed or completely ignored when it 
comes to treatment and diagnosis. This is just one instance of how exclud-
ing female test subjects can have serious, long-lasting implications in the 
field of healthcare. To truly understand and tackle such health issues, it’s 
essential to include both genders in research studies so that we can have a 
more holistic view of the human body.

Another example is Amazon’s former AI hiring system. The company 
had to terminate its AI hiring system because of an observed gender bias. 
After analyzing resumes from many job applications submitted over the 
prior decade, the algorithm was designed in a manner that favored male 
candidates and limited features related to women. This sort of technology 
can have major repercussions if these biases are not rectified.

These examples demonstrate how having a shared set of ethical prin-
ciples helps create an equitable and inclusive digital landscape. By having a 
clear understanding of what is right or wrong, organizations can make sure 
they do not perpetuate the cycle of bias and inequality. Making ethical deci-
sions goes a long way in promoting social inclusion and creating a digital 
environment that can be enjoyed by everyone.
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Both the public and private sectors have roles to play in social and 
financial inclusion. For one, governments should ensure that citizens have 
access to the digital infrastructure and services they need, while also creating 
policies and regulations that protect consumer rights. Meanwhile, businesses 
should prioritize creating a safe and secure environment for their employ-
ees, customers, and other stakeholders. Action items such as these can help 
us create a digital landscape that includes everyone and allows them to fully 
participate in the digital economy.

Social Impact at the Enterprise Level

Social enterprise—using business to create social change—is becoming 
increasingly popular as a means of tackling difficult global challenges. Arti-
ficial intelligence AI has become an integral tool in the arsenal of many 
organizations, allowing companies to identify opportunities for improve-
ment and make more informed decisions that consider the impact on society.

Take autonomous and connected vehicles (AVs and CVs) as an exam-
ple. These technologies are being used to reduce traffic congestion, energy 
consumption, and environmental impact while at the same time providing 
efficient transportation alternatives for those who may not have access to 
traditional modes of transport. Whereas traditional methods of transporta-
tion may require numerous returns to the same location, AI-driven AVs and 
CVs can optimize travel times and reduce emissions by using “smart” sys-
tems that learn from past trips. Similarly, distributed energy grids, managed 
by AI, can optimize the use of energy resources, leading to lower overall 
utility bills and improved public health outcomes. For instance, AI-driven 
systems can identify energy waste, suggest energy efficient alternatives, and 
provide real-time feedback to optimize the use of resources.

One of the key ways in which these efficiencies have been achieved is 
through the development of smart cities. Smart cities involve a combination 
of AI, robotics, and connected technology that strengthen the urban infra-
structure by creating more efficient living spaces. Some of the world’s top 
smart cities include Singapore’s Smart Nation program and the Kingdom 
of Saudi Arabia’s NEOM project. The Smart Nation project has enabled 
Singapore to reduce its energy consumption and CO

2
 emissions through 

the use of AI-powered solutions such as autonomous vehicles, smart 
meters, and intelligent street lighting. Similarly, NEOM has used AI-driven  
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technologies such as facial recognition and voice analytics to create a “smart 
city” that is seamlessly connected, enabling residents to access real-time data 
such as traffic updates and emergency services.

AI can also have positive social impacts at the enterprise level, helping 
to optimize operations while minimizing negative environmental impacts. 
OYAK Cimento, a Turkish cement manufacturing group, is using AI to sig-
nificantly reduce their carbon footprint by increasing operational efficiency 
with lower unit energy consumption. If the company were to produce 
1 million tons of cement per year, just a 1% reduction in clinker production 
is estimated to result in the absorption of 320,000 trees of CO

2
 per year.

All of this contributes to another essential component of enterprise-level 
social change, which is the issue of climate change. Artificial intelligence can 
be a potent force in the battle against climate change. Autonomous vehi-
cles, for example, may diminish our emissions by 50% over the next three 
decades due to their ability to compute and execute the most fuel-efficient 
routes. Additionally, AI has had remarkable effects on agriculture—peanut 
farmers in India have seen an astonishing 30% improvement in harvests 
since using AI technology.

Smart agriculture and smart disaster response are two examples of how 
AI can be used to create social and environmental impact. Smart agriculture 
involves the use of intelligent systems to optimize crop yields, reduce water 
and fertilizer waste, and improve pest management. Similarly, AI-driven 
systems can help emergency response teams make more informed deci-
sions during natural disasters by providing real-time monitoring of weather 
conditions, storm paths, power outages, and other important data. Moreo-
ver, climate informatics is an AI-driven field that uses machine learning to 
analyze data related to climate change. This data can be used to identify 
potential risks associated with climate change, such as rises in sea level or 
extreme weather events.

AI-powered systems have the potential to transform how we meas-
ure and manage our carbon footprint, helping us meet new regulations 
while reducing our environmental impact. In a 2020 study focusing on AI’s 
potential role in achieving the UN’s 17 Sustainable Development Goals, 
which encompass social, economic, and environmental objectives, research-
ers found that AI could positively enable 93% of the environmental tar-
gets. These include the building of smart and low-carbon cities, integrating 
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renewable energy sources through smart grids, using IoT devices to moni-
tor electricity consumption, detecting desertification trends via satellite 
imagery, and tackling marine pollution.

The use cases for AI-powered social change are nearly endless. By cou-
pling AI with human ingenuity, we can create a global society that is far 
more connected and sustainable than ever before. In this way AI is a true 
source of empowerment for future industries, economies, and communities.

Empowering Future Industries with AI

The Jetsons cartoon of the 1960s depicted a world in which robots played 
an integral role in day-to-day life. While the Jetsons’ world may have seemed 
far-fetched at the time, today’s reality looks increasingly similar to it. AI has 
become an important force across multiple industries, and its impact is only 
growing with each passing day.

A perfect example of the power of AI is in the automotive industry, 
which has seen a dramatic shift in recent years. Automakers have been 
investing heavily in connected services and ride-sharing platforms, mak-
ing use of self-driving car technology to revolutionize transportation. With 
the involvement of tech companies, traditional industry boundaries are 
crumbling and ushering in a new era of mobility. The Indian Railways 
have taken precautionary measures to guarantee that meals are served in 
clean and healthy conditions by teaming up with the Delhi-based startup 
WOBOT. To ensure hygiene compliance, high-definition CCTV cameras 
were installed to monitor food preparation live. This AI-powered system 
detects not only rodent activity but also other sanitation concerns—all of 
which can be remedied swiftly, ensuring that an elevated level of health 
standards is met at all times.

AI has also been making waves in healthcare, with the emergence of 
wearables and pharma companies providing rich data insights. The use of 
on-body sensors, home behavior sensors, and real-time diagnostic services 
is becoming increasingly popular among medical professionals. The Tamil 
Nadu e-Governance Agency (TNeGA) has pioneered an AI-based mobile 
app to detect cataracts, thereby eliminating preventable blindness in the 
state. This ambitious endeavor seeks to address the absence of resources for 
detecting this condition and aims to improve lives through technology.
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The power of AI is being felt across industries, with farming, manu-
facturing, and banking industries also taking advantage of it. Farming has 
seen a shift away from traditional operations as AI-powered systems have 
been able to improve crop yields and reduce costs. As an example, ICRI-
SAT developed a sowing app driven by AI to accurately predict when local 
farmers should sow their seeds. As a result of this innovation, harvests have 
risen 10–30%. Moreover, the use of AI technology can be leveraged to join 
forces with rural financial institutions and grant farmers access to much-
needed capital resources. In manufacturing, researchers at IIT Kharagpur 
have developed an innovative and cost-effective Industry 4.0 approach for 
real-time metrological analysis utilizing AI. This technique can be used to 
objectively assess every job in a batch quickly, accurately, and economically. 
Furthermore, the AI-enabled system is capable of enhancing the image qual-
ity taken from low-cost cameras to a level similar to high-quality cameras 
and can process the image swiftly. It also automates the acceptance or denial 
of production operations, providing instantaneous feedback to managers.

The banking sector has been drastically improved by the introduction 
of AI-based frameworks, such as HDFC’s EVA (electronic virtual assistant). 
Since it was first introduced, this technology has served over 3 million cus-
tomers smoothly. From detecting credit card fraud to providing customer 
support and analyzing market trends, these tasks have become simpler with 
the help of the groundbreaking AI software in place.

The entertainment industry has also started to leverage AI for content 
curation and recommendation. The online streaming giant Netflix has suc-
cessfully implemented a proprietary algorithm that allows it to customize 
the library of available titles according to user preferences.

All of this goes to show that AI is changing the way businesses operate 
and creating a world of endless possibilities. AI technologies have already 
made an impact in many industries, and they’re likely to continue doing 
so as more companies embrace AI’s potential for innovation. With so 
much power at their fingertips, AI will help organizations create smarter 
products and services, reach new markets, enhance customer experiences, 
and make better decisions. This feeds directly into the core theme of this 
book—social impact and the elevation of human capacity. AI technolo-
gies are helping to bridge the gap between communities and enhance 
global knowledge, while also enabling people to lead more productive 
and meaningful lives.
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GPT and Business Strategy

When it comes to generative AI, particularly ChatGPT, there is a lot of 
excitement and discussion around it, from celebrities to the rest of us. How-
ever, for serious businesses, it’s important to focus on the strategic implica-
tions of generative AI and AI in general. This means understanding how it 
will change the organization’s direction and functionality, not just relying 
on data scientists.

While ChatGPT is a step forward for open AI, there are still gaps to be 
filled, such as explainable AI, which remains a crucial missing piece in the 
puzzle. It’s important for businesses to carefully consider the impact of gen-
erative AI and incorporate it into their overall strategy for success.

In order to effectively implement AI across various industries, it is cru-
cial to have a well-planned strategy in place. Generative AI has the potential 
to impact a multitude of areas such as marketing, customer service, and 
engineering, but it is essential to consider how this technology will impact 
the organization as a whole. Rapid action is necessary as the pace of tech-
nological advancement continues to accelerate.

Furthermore, it is important for businesses to understand their current 
business model and how it can be adapted to incorporate generative AI. This 
technology goes beyond simple data searches and can greatly transform the 
way a business operates. Therefore, careful consideration and planning must 
be undertaken to fully realize its potential benefits.

Time is of the essence, as the pace of technological advancement con-
tinues to accelerate. In particular, businesses must consider how generative 
AI will impact industries such as law and healthcare, including potential 
changes to diagnostic processes and the preservation of private information. 
Creating new business models and leveraging generative AI as a competitive 
edge will be necessary for success in this rapidly evolving landscape.

It is imperative to have a comprehensive plan in place to mitigate risks 
associated with generative AI. As we delve deeper into generative AI and 
analyze data, we must be mindful of misinformation and fake information 
that can arise. This brings up pertinent questions about data ownership, 
bias, and copyright protection. It is crucial to establish a risk strategy that 
includes ethical AI, bias and fake recognition, threat security, talent training, 
and creativity enhancement.

Before rolling out generative AI, we must address these complex risks 
and develop solutions to counter them. It is important to ensure that 
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generative AI doesn’t just take care of basic and remedial tasks but also helps 
humans to focus on more creative tasks at hand. Therefore, it is imperative 
to have a well-crafted plan in place to manage the risks associated with 
generative AI.

Social Impact Created by Enterprises

From climate to economic development, the impact of corporations in the 
context of social responsibility has become increasingly important. Corpo-
rations are facing heightened scrutiny, with stakeholders demanding greater 
accountability and transparency in their practices. Consequently, it is essen-
tial to investigate the intricacies of topics that shape social progress such as 
climate change, health and well-being, enhanced infrastructure and mobil-
ity solutions, public involvement in affairs of state, energy conservation 
strategies, and AI/XR (extended reality) applications for city living.

It is widely acknowledged that companies have a responsibility to 
reduce their environmental footprints. A 2017 Carbon Majors report found 
that just 100 companies are responsible for 71% of global emissions.3 Initia-
tives such as the Paris Agreement and the UN Sustainable Development 
Goals have put pressure on corporations to reduce their carbon footprints, 
but evidence suggests that many companies still lag behind when it comes 
to climate action.

The advent of AI has created yet another challenge for businesses in 
terms of minimizing emissions. AI-powered supercomputers are powered 
by the public electricity grid and supported by backup diesel-powered gen-
erators, meaning that a single AI system can emit over 250,000 pounds of 
carbon dioxide. In Chile, the second-largest producer of lithium in the 
world, lithium mines are so water-intensive that they consume 65% of the 
region’s water. This has caused native species of flora and fauna to become 
endangered and affected local populations.

The need for sustainability initiatives is becoming more paramount than 
ever, especially in light of the climate crisis. Corporations need to develop 
strategies that incorporate the use of AI and XR applications, but with an 
eye toward sustainability. Companies must be mindful of their surround-
ings when implementing new technologies, addressing potential damage to 
land and ecosystems caused by construction or extraction projects. Innova-
tive solutions such as renewable energy sources and carbon offsets could 
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help minimize emissions generated by data farms. Moreover, corporations 
should consider the impact of AI on local communities, ensuring that they 
are consulted and their rights respected. This ties directly into the next key 
discussion topic—health and well-being—as it is often communities on 
the front lines of climate change that are most affected by environmental 
degradation.

The adage “an ounce of prevention is worth a pound of cure” is par-
ticularly applicable when considering the social impact of businesses. In 
order to create positive, lasting effects on society and their stakeholders, 
organizations need to be proactive about implementing interventions that 
protect people’s health and well-being. Research has shown that, with the 
right strategies in place, businesses can have a positive and long-term impact 
on society.

For instance, businesses can use AI to help identify patterns that could 
lead to potential health risks or depression in their employees or custom-
ers. AI also has the potential to improve productivity and efficiency of care 
delivery, enabling healthcare systems to provide more and better care to 
more people. Furthermore, AI-generated maps such as those developed by 
Massachusetts General Hospital may be used to guide individuals toward 
improved mental well-being. Such initiatives can also be used to identify 
and intervene in depression-prone psychological configurations, contribut-
ing to a healthier society.

Businesses should also take into account the importance of social capital 
valuation when assessing and managing their social impact. Social capital is 
created when businesses invest in the people, communities, and environ-
ment around them. By measuring the impact of social capital, businesses can 
better understand and track their long-term impacts on society. For exam-
ple, investments in education and training may lead to increased opportu-
nities for local employment, while efforts to improve air quality through 
green initiatives can contribute to enhanced well-being.

Green initiatives are not just limited to environmental sustainability, but 
can also encompass the well-being of a business’s workforce. Companies 
should take into account mental health and well-being in the workplace 
and implement policies that promote healthy working environments such 
as flexible working hours, independent work opportunities, and professional 
development programs. Furthermore, initiatives such as providing mindful-
ness or meditation classes may help employees to better manage stress and 
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anxiety, leading to increased productivity. AI can be leveraged to enhance 
such programs, providing personalized interventions for employees in need.

By taking a holistic approach to social impact management, businesses 
can ensure that their investments are yielding tangible outcomes for stake-
holders and society as a whole. With the right strategies in place, organiza-
tions can have a direct, positive effect on the well-being of their employees 
and customers as well as on their communities and the environment. By 
taking a proactive approach to social impact management, businesses can 
create lasting positive effects on society.

Infrastructure is a lasting social impact investment that can improve 
access to services and resources, such as education and healthcare. Compa-
nies have begun investing in digitizing their infrastructure, with launches 
of government portals creating a more efficient system. For instance, 
Indian Prime Minister Narendra Modi launched the MyGov website in 
2014, which utilized an AI-enabled chatbot for communication during the 
COVID-19 pandemic.7 But it’s not just digital infrastructure that can bring 
about social change.

Natural calamities, such as floods, can also have a major impact on soci-
ety. Companies are investing in AI-based flood prediction models to provide 
48-hour warnings to people living in vulnerable areas, giving them more 
time to prepare and safeguard their lives and livelihoods. For example, the 
flood prediction model was first launched in India’s Bihar and is now being 
extended across the country, with multilingual messages tailored to indi-
vidual areas through infographics and maps.

Education is also an important social impact investment for businesses, 
as it can open up new opportunities for children from underprivileged 
backgrounds. According to the Central Board of Secondary Education 
(CBSE) in India, AI has been incorporated into the school curriculum to 
ensure that students get the fundamental information and skills of com-
puter science, mechanical learning, and artificial intelligence. The Ministry 
of Electronics and Information Technology (MeitY) has also launched the 
“Responsible AI for Youth” program in April 2014, which saw more than 
11,000 government school students complete basic courses in AI.

The key takeaways here are that a sustainable social impact investment 
doesn’t just revolve around financial donations. By investing in things like 
digital infrastructure, natural disaster prediction models, and educational 
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programs, companies can help create lasting change that will bring tangible 
benefits to society as a whole.

And infrastructure isn’t only the brick and mortar of roads and bridges—
it’s what empowers people to move through and access their community, to 
build it up and participate in it. The advancement of technology has allowed 
for increased opportunities for individuals to become more mobile. Social 
impact enterprises have had a hand in driving this change, as they are com-
mitted to providing resources and tools that can dramatically improve the 
mobility of people living with disabilities or those who might not other-
wise have access to enhanced transportation options.

For instance, artificial intelligence has been a major driving force in 
creating solutions that allow those with visual impairments to more eas-
ily access mail, read documents, and otherwise navigate the world. Voice-
activated virtual assistants such as Amazon Alexa or Google Home can be 
used by people with reduced mobility to control appliances and access 
information. Other examples include Seeing AI—an app that translates 
words into audio for visually impaired individuals so they can stay con-
nected without requiring assistance from others—as well as IFTTT, an app 
that automates tasks to help those with poor dexterity access their smart-
phone’s functionalities.

Moreover, AI has enabled enterprises to create innovative solutions 
that allow individuals to move with greater freedom and safety. In addition,  
AI-powered solutions can reduce travel costs and optimize the use of trans-
port infrastructure. For example, ride-sharing services such as Uber or Lyft 
use AI algorithms for route optimization and dynamic pricing of rides. This 
helps to reduce congestion on roads and enables individuals to use the ser-
vice even in places where public transport is not available.

Mobility is ultimately a key factor in ensuring social inclusion. With-
out an inclusive approach to mobility, certain members of society are left 
behind. For this reason, it is essential for businesses to equip citizens with 
the means and materials they require to participate in society.

By providing individuals with the means to move freely and indepen-
dently, businesses are taking a step toward promoting social inclusion. This 
is becoming increasingly important in today’s digital age, as companies 
understand that social responsibility goes beyond charity and volunteer-
ing. Indeed, giving back to the community is an integral part of a business 
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model’s sustainability, and the social license to operate (SLO) is gaining 
prominence as an essential factor for a company’s successful operation.

SLO refers to the public acceptance of a company’s right to exist and 
operate, but it must be earned through engagement and collaboration with 
all stakeholders. This means that companies should involve their social 
actors in decision-making through multi-stakeholder partnerships, while 
being mindful of the potential impacts on society. Moreover, companies 
should take into account the digital inequalities that might be generated by 
their operations and use their technological advances to narrow the existing 
gaps in society.

Additionally, enterprises must understand that if they just focus on eco-
nomic gains, this will eventually result in public backlash when individuals 
lose trust in them. Ethical behavior must become part of a company’s cor-
porate culture and decision-making process. To that end, companies should 
be more transparent when it comes to their operations, publicly articulate 
their social responsibilities, implement appropriate governance structures, 
and open up communication channels with stakeholders in order to engage 
in meaningful dialogue that will shape the public’s perception of them.

Through SLO, businesses can create a higher level of trust with the 
public, build better relationships, and achieve long-term success by contrib-
uting to society. It is a win-win situation, as companies have the opportu-
nity to use innovative technologies while adapting their operations in order 
to generate positive social impact and advance sustainability. Consequently, 
SLO should be embraced by all enterprises as it provides an effective way to 
balance economic prosperity and social responsibility in today’s digital era.

The ultimate question is: How can we use SLO to advance the pub-
lic interest while creating sustainable business models? This requires all 
stakeholders—companies, governments, and communities—to come 
together and create a collective responsibility for sustainability. It is only 
through collaboration that the collective effort to reach the SLO goals can 
be successful. It is for that reason that multi-stakeholder partnerships and 
dialogues need to be established in order to create a mutually beneficial 
relationship between stakeholders, reduce conflicts, and generate positive 
outcomes for all parties involved.

In addition to multi-stakeholder partnerships, artificial intelligence and 
data analysis can provide an additional layer of coordination necessary for a 
successful energy transition. A shift to a more sustainable, low-carbon system 
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is essential for long-term global well-being. To accomplish this transforma-
tion successfully, we need an intelligent coordination layer that can help 
stakeholders identify patterns and insights in data, learn from experience, 
and model possible outcomes of complex situations.

The energy industry is at the heart of both economic and social pro-
gress. A shift to a more sustainable, low-carbon system is essential for long-
term global well-being. To accomplish this transformation successfully, we 
need an intelligent coordination layer that can help stakeholders identify 
patterns and insights in data, learn from experience, and model possible 
outcomes of complex situations.

But complexity is the key challenge. Decarbonizing energy systems 
requires coordination across the entire value chain, from production to 
consumption, and presents a huge challenge from both a technological and 
an economic perspective. AI can be used to bridge this gap by providing 
decision-makers with meaningful insights into energy system performance.

The application of AI in the energy industry has already demonstrated 
its potential to improve renewable energy forecasting, grid operations, coor-
dination of distributed assets, and demand-side management. AI can pro-
vide accurate forecasts on the amount of renewables available at any given 
moment, enabling power grid operators to make smarter decisions about 
when and how to optimally leverage renewable energy sources.

For example, AI-driven technologies can provide accurate predictions 
of solar, wind, and hydroelectric output. By using these forecasts, grid opera-
tors can more effectively manage their electricity supply systems—allowing 
them to achieve greater efficiencies and reduce costs associated with energy 
production and distribution. Additionally, AI can help optimize the network 
of distributed resources within a system by making it easier to identify and 
store excess energy when needed.

AI can also be used to create more intelligent demand-side management 
systems, which allow for greater efficiency in the use of energy resources by 
automatically adjusting consumption patterns according to user needs. This 
could open up unprecedented opportunities for new business models, from 
peer-to-peer energy trading to home automation services.

Finally, AI could be used to develop more efficient materials and pro-
cesses for a zero-emissions energy system. For example, AI can identify the 
most effective components and production methods for certain types of 
batteries or solar panels—leading to lower-cost renewable energy sources. 
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This bleeds into the discussion of urban life experiences and energy effi-
ciency, which AI can support by helping cities and communities optimize 
their energy usage to reduce impacts on the environment.

Experiences are the driving force for developments in urban environ-
ments. In the past, these experiences have centered around physical space—
the streets and buildings of cities. But with advances in artificial intelligence 
(AI) and extended reality (XR), urban life experiences are now being freed 
from physical limitations.

From virtual museums to virtual retail stores, AI and XR are revo-
lutionizing how people experience cities. AI is enabling cities to provide 
a more personalized experience that changes in real time based on user 
preferences and city conditions. XR further enhances these experiences by 
creating immersive digital environments that are not constrained by physi-
cal boundaries. Together, AI and XR make it possible for people to explore 
the world around them with unprecedented depth and detail.

The potential for enterprises to use AI and XR for social impact is vast. 
These technologies can be applied to a range of problems, from improving 
access to public services and providing better city navigation tools to help-
ing people connect with their local communities. They can also be used in 
more creative ways, such as creating virtual museums, educational experi-
ences, and other forms of digital entertainment.

For example, AI and XR can be used to create interactive, immersive 
experiences in public spaces. This could mean giving busy urban dwell-
ers a chance to take a break by participating in a virtual art exhibition or 
exploring an augmented reality garden. It could also include developing 
applications that allow people to virtually explore their local communities, 
discover new restaurants and shops, or even get recommendations from 
local experts.

The possibilities for AI and XR to create meaningful social impact are 
immense. By leveraging the power of these technologies, businesses can 
provide unique experiences that enhance urban life, while providing real-
world benefits to those living in the city. These technologies can be used 
to improve accessibility for disabled individuals, provide vital services such 
as healthcare in remote areas, and even reduce crime rates by providing 
more accurate analysis of suspicious activity. It is also possible that these 
technologies can help bridge the gap between different social classes, by 
providing access to educational opportunities and other amenities in under-
served areas.
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Building on this, enterprises should focus on creating solutions that 
bring real-world benefits to the people who live and work in cities. This 
could include providing interactive experiences that teach people about 
important topics, such as reducing energy consumption or exploring the 
latest innovations in urban infrastructure. It could also involve developing 
applications that help people connect with others, learn new skills, and 
find jobs.

As AI and XR become increasingly ubiquitous, businesses should strive 
to not only maximize the potential of these technologies for their own 
profit, but also use them to foster positive social impact. By leveraging the 
power of AI and XR, enterprises can create experiences that revolutionize 
how people interact with urban life. This could be a key step in creating a 
more equitable and enjoyable future for all.
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PART

IV

As with all advances of humankind, the youth are the key to the future. In 
this section I discuss how the youth of today work to build the world of 
tomorrow. The future is bright, and I can see its potential in my own home, 
with my amazing daughter.

Foreseeing 
the Future
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Let’s take all of these parts and build the future. For the rest of this book I 
want you to let go of the constraints you currently have in your mind as to 
what is possible, and imagine what can be. If you were to be able to tell a 
person in 1890 what the world looks like today, and how we got here, they 
couldn’t even wrap their mind around it. We can begin building a future 
you can’t imagine, starting now.

Technology changes everything, and how we design our cities needs 
to be rooted in the most advanced AI available. AI will drive the most 
effective, efficient, and people-first cities ever to exist on Earth. From basic 
infrastructure of sewers, water supply, electric grids, roads, parks, fire and 
police stations, and schools, we can leverage the power of AI to design cities 
that work for everyone. The change has begun, and is projected to continue 
to expand, with global revenue for smart city technologies, products, and 
services projected to reach an estimated $241 billion in 2023.1

Reshaping Ecosystems and Urban Design with AI

Urban designers and planners now have the ability to use AI to lay out an  
entirely new urban area, or improve on existing ones. In so doing, we will 
see cities that were created with a strategy based on real-time data. These  

Future Cities 
and Societies
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will be sustainable strategies that adjust as data is ingested. AI will then aid 
urban planners in their decisions on traffic routes (for public and private 
transportation), bettering the flow of the entire city while lessening com-
mute times for citizens, and increasing efficiency of waste pickup and deliv-
ery of goods. The city will be responsive to its citizens instead of citizens 
having to constantly modify their lives to navigate their city.

Reshaping Public Health

The World Health Organization reports that between 3 and 8 million peo-
ple die prematurely every year, due to the air they are breathing being con-
taminated with harmful pollutants that negatively affect their respiratory 
systems. AI can be used to detect and report in real time when air quality is 
poor and notify authorities and residents. Such devices are already in use in 
places like Germany, the United States, Lima, and Africa. As we have talked 
through earlier in this book, this data will not exist in isolation. If a city is 
truly a smart city, this data will talk to all other inputs and track everything 
that is happening that day, week, and month to extrapolate correlations as to 
the cause, and then work to create solutions or ways to mitigate pollu-
tion creation.

My home base is New York, and in my travels for work I visit Japan, 
Miami, and cities in the Middle East and around Europe, and one thing 
every city has in common is the massive amount of waste produced. Imag-
ine for one second if trash removal and waste management simply stopped 
working for two weeks. The cities would be unlivable, deadly even. AI can 
be implemented to lessen the amount of labor needed to clean our cities, 
make waste management and removal more efficient, and ensure that recy-
cling is being used to its maximum potential.

London-based Greyparrot developed a tool that identifies and sorts dif-
ferent types of waste, reducing the labor and time needed while increasing 
the accuracy of recycling. Inventions like Bin-e can lead to 92% accuracy in 
recycling sorting by using an AI-based recognition system.2 This technology 
needs to be scaled for entire urban areas. Instead of trash trucks arbitrarily 
going street to street based on the day of the week, we need an AI map and 
schedule created to tell our drivers which bins to collect each day in the 
most efficient manner possible. This will eliminate unnecessary stops and 
inform data as to which areas and specific businesses create the most waste.
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Reshaping Public Safety

AI is currently being used across the globe in several ways that increase 
public safety and, in turn, increase public health:

▪▪ Preventive policing
▪▪ Combating terrorist threats
▪▪ Responding to natural disasters
▪▪ Crowd and traffic control
▪▪ Mitigating and responding to emergencies

As more and more municipalities increase their use and leverage of AI, 
we will see an uptick in public safety and health.

Creating Smart Cities

Evolution has been slow but steady, in the right direction. Starting with 
something as seemingly simple as synchronization of traffic lights, moving 
to technologies such as the IoT, AI and cloud services are being used today 
to make our cities smart and work better.

There next needs to be a true merger between leaders of cities and 
their citizens to become co-creators of their worlds. The input of citizens is 
crucial for city planners to get as granular as possible into what matters to 
the people they are planning the city for. What are their current pain points, 
what do they wish existed, what do they want to see done away with? No, 
not all requests can be met, but the data is needed and will be informative 
to design and future planning.

The harmony of people and AI again comes to the center. We, the peo-
ple, have the key to driving innovation, not for innovation’s sake, but for the 
betterment of our immediate world.

Creating Cognitive Cities

Microsoft’s Redmond headquarters are smart and connected. The campus  
is comprised of 125 buildings creating 2,000,000 pieces of data registering 
500,000,000 transactions every 24 hours. Complete digitalization was 
required for the campus to become a single asset. This reduces waste and 
improves building efficiency. Through the use of AI they experience energy 
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savings of 6–10%, are able to handle over 10,000 requests per month for 
technical assistance, and correct 48% of problems in just 60 seconds—all of 
that and producing an ROI in a year and a half.

How We Connect Energy, Water, Environment, and Climate 
Efficiency

As I have written throughout this book, no one piece of technology, or use 
of AI, can exist independent of others. Everything must talk and work 
together. This is no different when building smart cities. Traffic systems must 
work in concert with waste management, which must work with power, 
natural gas, and electric grids. The police, fire, and public health and safety 
departments must be able to read and interpret this data, while simultane-
ously inputting data into the same AI information hub.

This all must be leveraged to better distribute natural resources within a 
smart city to improve the overall climate, air, water, and so on of the city for 
its inhabitants. Smart AI-driven environment technologies that are installed 
in cities using all the data points just mentioned result in hyperaccurate 
urban data, creating highly productive interventions, enabling cities to use 
their resources sustainably.3

Not only are these cities smart, they are sustainable in every way imagi-
nable. This is the future we must plan and fight for. Numbers from the 
World Bank show that 56% of the world’s population (4.4 billion) live in 
cities today, and by 2050 an estimated 7 of 10 people will live in cities.4 With 
current technology, the examples from across the globe, and the game plan 
created by Microsoft it is imperative that as a human society we move at a 
hastened pace toward global implementation of smart cities.

Creating Tomorrow’s AI-Driven Communities

We can observe cities such as Dublin and Singapore embracing the use of 
digital twins—a dynamic digital representation of their physical assets and 
environments and their interdependencies—for urban planning. Through 
the use of machine learning, these replicas can predict future events or 
trends. This technology can be used to provide assistance with everyday 
operations, simulate a natural disaster’s potential effect on the city, or assess 
wind flow in order to guarantee shade in parks and streets. With advanced 
technology that provides faster root-cause analysis identification, digital 
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twins will become increasingly powerful for data-driven decision-making 
and will be adopted by many city governments as a means of increasing 
resiliency.5 ABI research predicts that by 2025 there will be more than 500 
digital twins, while ESI ThoughtLab predicts that investments in this tech-
nology from cities will rise from 11% in 2021 to 31% by 2026—an increase 
of almost 300%.6
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This chapter covers how youth can use AI to have a positive impact on 
all people.

The Global Shapers Community works to reduce inequalities world-
wide by empowering youth to take action. It provides them with a platform 
to build their own responsible AI initiatives, whether technical or policy 
and governance-related, so that they can have an equal voice in any given 
AI ecosystem and can influence the trajectory of the technology. For exam-
ple, the Stanford-incubated AI4ALL1 program targeted high school students 
and produced projects to examine inequalities, improve the criminal jus-
tice system, improve patient outcomes, and provide feedback to surgeons 
through computer vision. Intel’s AI for Youth also created projects focusing 
on cyber-bullying, energy efficiency, and educational support. By uniting 
youth from several continents in multilateral convenings such as the United 
Nations Framework Convention on Climate Change (UNFCCC) did in 
2009  with the intergovernmental climate change convenings, we ensure 
that their voices are heard and their stakeholder status is secured.

As another example, at the U&AI Camp, an international youth boot-
camp, more than 1,300 young people from more than 50 countries across 
Eurasia, America, Africa, and Oceana presented their innovative AI solutions 
for advancing the Sustainable Development Goals (SDGs).2 The winning 
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team, WeReco, designed an e-commerce mobile app platform that directs 
users to eco-friendly products. The runner-up was Aket, which proposed 
a WeChat mini app to link suppliers with food near its expiration date 
with individual consumers. In third place was AI Care with a proposal to 
improve elderly health through long-term behavior monitoring using com-
puter vision.

In Bangalore, India, 10th-grader Rahul Jaikrishna developed Cyber 
Detective—an artificial intelligence-based model with an accuracy of 
up to 80% that detects cyberbullying—after he learned that “confession 
pages” created by school students—online diaries on social media where 
young people post confessions and secrets—often make teens easy targets 
for bullying.

Four 17-year old Polish students3—Jakub Florkowski, Antoni Marcinek, 
Wiktoria Gradecka, and Wojciech Janicki—from Jan Kanty High School 
used their skills from Intel AI for Youth to create the Hey Teacher! app. The 
app helps interested students in Poland easily locate competent teaching 
resources to strengthen or broaden their knowledge via private tutoring 
by matching them with private tutors through filters such as subject, level 
of education, availability, location, and price. June 2019 saw four students 
at Busan Computer High School in South Korea notice a large amount of 
energy being wasted when they entered an empty computer lab. Despite 
not being in use, the lab’s air-conditioning, lights, and PCs were still on. To 
address this issue, Lee Jihong, Kim Eundong, Kim Jidong, and Lee Seung-
yun created Energy Guard—an AI algorithm that pairs a PC and a webcam 
with computer vision and other analytics to count the number of people 
present in a room and toggle on or off the room’s power supply accordingly. 
The system is currently in pilot at the school’s PC lab with plans to expand 
it to over 30 rooms in the school with a goal of covering over 10,000 class-
rooms across South Korea.

Roadmap for the Future

In order to prepare for a sustainable AI future, it is essential that we create a 
framework and roadmap for society. This requires a collective effort from 
future-thinking enterprises, individuals, and policymakers to address the 
social impact of AI and prevent any negative consequences. It is important 
to measure both the positive and negative effects of AI and work toward a 
human-centric approach to ensure a sustainable future for the planet.
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Expert Input and Analysis: What Young People 
Are Saying

By Toshie Takahashi, AI for Good; Youth and AI/Robots; Professor of 
Waseda University, Tokyo; Associate Fellow of the CFI at the Univer-
sity of Cambridge

According to the “a future with AI” project, in collaboration with 
the United Nations, young people suggested that the following eight 
statements must be considered to create a sustainable AI society, in a 
global context:

	 	 AI is part of our future.
	 	 We need to find a successful and happy coexistence of humans and AI.
	 	 Collaboration between AI and humans is a powerful combination.
	 	 AI carries serious risks, but they can be controlled.
	 	 Important areas where AI can help are equality and the environment.
	 	 AI should never be allowed to autonomously kill people.

There should be international rules on the design of AI by scientists 
and engineers.

There should be international rules on the use of AI by companies 
or governments.

We can see some tensions between opportunities and risks among 
the above statements; however, the most important thing is that young 
generations believe that humans have the capability to overcome the 
new risks associated with AI.

In order to maximize new opportunities and minimize risks, 
we must consider, discuss, and learn “smart wisdom” in the age of 
AI. Smart wisdom emerges as people reflexively create and recreate 
themselves as they make sense of life and their place in an AI society 
while appropriating the power and possibilities offered by new tech-
nological innovation.

(continued)
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Recent events have highlighted the potential dangers of AI, with con-
cerns about its impact on financial, economic, security, and human core 
values. The president of the United States, Joe Biden, has publicly acknowl-
edged the risks of AI and the need for action. As we continue to witness 
the disruptive power of new AI technologies like ChatGPT, it is crucial that 
regulators and lawmakers take necessary steps to mitigate potential harms 
and promote ethical and responsible AI development. We need to provide 
a framework for addressing these complex issues and fostering a sustainable 
future for all.

From a broader perspective, it is evident that artificial intelligence is 
significantly transforming companies and enterprises, and how we live. The 
integration of personal assistants such as Siri, Alexa, and Google into our 
daily lives, as well as the development of new autonomous vehicles, are just 
a few examples of the impact of AI. However, in order for AI solutions to be 
fully integrated into company systems, we must address issues of transpar-
ency and data security.

AI Regulation Efforts

Efforts to regulate AI are gaining momentum in the United States, led by 
Senator Chuck Schumer, who aims to introduce legislation to regulate AI. 
While Europe has already proposed various strategic documents and frame-
works for the regulation of AI, it is essential to develop a human-centric and 
sustainable AI future that measures both positive and negative social impacts. 
Through developing a framework and roadmap, individuals, enterprises, and 
regulators can work together to mitigate the risks and potential negative 
impacts of AI while maximizing the benefits it offers.

It is imperative to establish a comprehensive framework and roadmap 
toward a sustainable, human-centric future for AI on the planet. Enter-
prises and individuals alike must prepare for this future and agree on 

Governments and industries should provide AI education as well 
as career advice and support to young people to prepare them for a 
world with AI. If they reflexively create and recreate themselves and 
their AI communities with smart wisdom, a human-first AI society 
could emerge.
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its direction, while measuring its social impact and minimizing negative 
effects. Recent events, including concerns from regulators, lawmakers, and 
citizens regarding the financial, economic, security, social, and human core 
values impact of AI have prompted efforts to legislate and regulate AI at 
the congressional level in the United States and at the Union Commission 
level in Europe.

Additionally, we must address bias and fairness in training data sets, as 
they can have detrimental effects on different ethnic groups, geographic 
areas, and age groups. Responsible implementation of AI technologies must 
remove biases, ensure fairness, and provide transparency with explainability. 
This is particularly crucial with the emergence of powerful language mod-
els like ChatGPT, which contain massive amounts of information and data. 
Enterprises must adopt a responsible approach toward delivering informa-
tion and implementing emerging technologies in a way that incorporates 
these considerations into a new framework.

Society 5.0

Japan is exploring a new model called Society 5.0, which centers around 
placing humans at the forefront of societal changes. This was announced by 
the Japanese government during their G20 meeting in 2019, and it is an 
interesting new approach, with robotics and advancements being driven by 
humans. The outdated models of Industry 4.0, which simply focus on opti-
mization and efficiency, are no longer relevant. The key factors for our new 
future are human-centricity, sustainability, and resilience. Projects like 
Europe Fit for the Digital Age are seriously discussing this topic.

It is crucial to build a framework with prerequisites that focus on higher 
levels of social advancement and solutions for significant problems in crucial 
areas, exactly as Sam Altman designed it. A human-centered approach is 
essential for building foundational models, and decision-making must pri-
oritize human behavior and emotion. Transparency and reliability are also 
critical, and the technology must operate in challenging environments with 
massive amounts of data, including edge computing.

Ultimately, human-centric AI will allow us to address the world’s chal-
lenges from a more comprehensive perspective, rather than focusing on one 
application at a time. Our lives will become faster and more enriching, and 
we will learn more while solving more significant problems. This technol-
ogy will be integrated into our daily lives and work.
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In order to gauge progress in these areas, we must consider the advance-
ments that will be made, such as solutions for weather and climate issues, 
mitigating job displacement, and reducing the prevalence of diseases globally. 
The outcomes of these efforts will serve as the primary metrics of success. 
It is essential to note that economic measures such as GDP are insufficient 
for evaluating the impact of AI on society. Instead, we must also consider 
the social impact, including the creation of new jobs, the preservation of 
existing ones, the emergence of novel and attractive fields, and the ability 
to combat diseases and climate change. These factors will serve as critical 
indicators of progress, indicating that we are moving in the right direction.

In order to make a difference, you must first comprehend the objectives 
of your action and the means by which you intend to accomplish them. 
If your efforts are unsuccessful, you can use this knowledge to identify 
alternative interventions. For example, if providing laptops to children for 
educational purposes4 does not lead to increased learning due to lack of 
electricity or qualified teachers, then you can start designing new strategies 
and experiments.

Assessment Tools, Criteria, and KPIs to Better Understand 
Future R&D

Many companies are now moving beyond the traditional sales funnel and 
are seeking to understand customers in more holistic ways. This is evidenced 
by the 63%5 of respondents who reported that they are using KPIs to 
develop a single, integrated view of the customer. To gain further insight 
into their customers, these companies are combining tactical KPIs into 
more strategic aggregates. Additionally, some interviewees have discussed 
their attempts to gain an understanding of “the customer journey,” which 
covers all the points at which customers interact with brands today—as 
opposed to just focusing on the sales funnel.

Evolving Past Antiquated Metrics

Companies that are introducing AI must move beyond measuring maturity 
and adoption rates, instead focusing on creating a responsible and sustaina-
ble framework that emphasizes transparency, bias-free decision-making, 
and ethics.
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AI has the potential to profoundly impact human norms, values, and 
society as a whole. It’s crucial that we not only focus on ethics and optimi-
zation but also consider the broader implications of a human-centric future. 
To achieve this, we must define our long-term societal goals and prioritize 
a human-centric approach to AI that focuses on augmenting and enhanc-
ing our lives rather than just optimizing resources and reducing headcount.

In the past, AI platforms have primarily focused on optimizing resources 
and efficiency, but it’s time to delve deeper and consider the emotional and 
sustainable impact of AI. A successful human-centric AI model should make 
us feel good and address our core needs as humans. We need to prioritize 
people as central to the AI process, involving them in managing, predicting, 
and building AI systems.

Furthermore, in this new human-centric, socially sustainable AI model, 
we need to consider sustainability as a critical factor. We can’t just prioritize 
business interests; we must also take into account environmental, economic, 
and societal factors, as demonstrated by the growing importance of ESG 
(environmental, social, and governance) investing.

The Best AI for Good: Optimizing AI’s Impact 
on Humanity

Artificial intelligence has the potential to make a significant impact on soci-
ety and bring about groundbreaking innovations for humans in the future. 
This section answers questions about how to optimize AI’s impact 
on humanity.

Which AI Use Case or Application Has the Biggest Positive Impact 
on Humanity?

Artificial intelligence has the potential to make a significant impact on soci-
ety and bring about groundbreaking innovations for humans in the future. 
Its problem-solving capabilities could be used to tackle some of today’s 
most pressing challenges, such as developing new drugs, reporting sexual 
harassment, combating human trafficking, optimizing renewable energy 
generation, and assisting people with disabilities. With proper utilization of 
AI, we can look forward to many more AI applications being developed for 
social good.6
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An associate professor at a major university in Israel7 has stated that AI 
will bring about many improvements in the next 12 years. These improve-
ments are expected to be particularly beneficial in professions related to sav-
ing lives, such as individualized medicine and policing. AI will also allow for 
greater individualization of education, tailored to each student’s needs and 
abilities. However, this could lead to increased unemployment in certain jobs 
that involve routine tasks, such as transportation drivers and food service.

How Can We Build High-Impact Organizations and Projects?

The advent of ChatGPT has elicited much excitement, particularly due to 
its potential impact on society. Its founder, Sam Altman, was driven by a 
desire to unearth and solve complex societal problems, including those 
related to renewable energy, disease control, and other daunting challenges. 
Altman’s vision was always anchored on a human-centric approach, one 
that leverages the vast knowledge repositories of generative AI to enhance 
our quality of life.

In practical terms, this shift toward a more positive and AI-centric 
model is already taking place in smart cities. These cities are designed to 
provide better healthcare, infrastructure, mobility, and sustainable practices, 
all aimed at improving our overall quality of life. However, the success of 
this approach depends on getting the requirements right, which means 
shifting our conversations from the negative aspects of AI to the positive 
impact it can have on our lives.

The emergence of advanced technologies like ChatGPT and general 
AI presents us with opportunities to achieve unprecedented levels of inno-
vation and break through to the next level of progress. Ultimately, the goal 
is to create a future in which we can spend more quality time with loved 
ones, live longer, and enjoy a better quality of life.

What AI Impact-Assessment Tools and Criteria Should We Use?

The use of AI has enabled businesses to innovate and operate differently; 
however, it is essential that organizations ensure that their governance 
practices are kept up-to-date alongside AI initiatives. Algorithmic Impact 
Assessments (AIAs) can be used to effectively manage the risks posed by 
AI systems. These assessments can be based on existing frameworks in data 
protection, privacy, and human rights policies, allowing organizations to 
build upon existing assessment processes. AIAs seek to achieve four main 
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goals: capture an AI system’s risk; cover full development life-cycle 
requirements; assess impact and increase accountability through a multi-
stakeholder analysis; and facilitate go/no-go decisions. By conducting 
these assessments, organizations can gain insight into the potential benefits 
and risks of their AI systems as well as develop remediation processes for 
any identified issues.

Impact assessments are likely already familiar to your organization, 
so you can use these existing assessments as a foundation and build upon 
them when creating an AI-specific assessment. An AI assessment can pro-
vide important insights into the implications of artificial intelligence sys-
tems, while also helping you to effectively manage AI risks and ensure that 
responsible, ethical practices are in place. Remember that an AI assessment 
may represent an enhancement of existing processes rather than a com-
pletely new one.8

The Algorithmic Impact Assessment (AIA) is a mandatory risk assess-
ment tool that supports Canada’s Treasury Board’s Directive on Automated 
Decision-Making. It is a questionnaire that helps identify the level of 
impact of an automated decision system. The AIA is composed of 48 risk 
and 33 mitigation questions that are used to calculate a score based on fac-
tors such as systems design, algorithm, decision type, impact, and data. This 
assessment follows Government of Canada policy and ethical and admin-
istrative law considerations for automated decision system risks that have 
been established through consultations with academia, civil society, and 
other public institutions.9

How Do We See the Feedback Loop and Aspects of  
Human-Centered Design?

The human-in-the-loop approach shifts the focus from simply “building a 
smarter system” to incorporating meaningful human interaction into the 
system. This approach is at the heart of research in interactive machine learn-
ing, which aims to create intelligent systems that can be controlled through 
human interaction. Examples of this type of research can be seen in works by 
Alison Parrish, an engineer, and at the Stanford HAI launch event in March 
2019,10 which showcased projects such as collaborative social systems, com-
puters that learn to help, ambient intelligence in AI-assisted hospitals, and 
interaction design for autonomy. This concept is also known as “human-
computer interaction.”
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Human-in-the-loop design strategies can often increase the efficiency 
of a system compared to fully automated and fully manual systems. This 
aligns with the idea that hybrid systems can perform at least as well as 
completely automated ones—that is, the human component can allow the 
rest of the system to take over when they choose—but with proper human 
interaction, it is possible to make the system better at its intended purpose. In 
other words, this is an optimal balance that results in superior performance.

How Do These Criteria Impact the Future of AI Research?

The impact of AI must not be solely disruptive. Instead, it should provide 
tangible benefits and value to society. This requires addressing the prerequi-
sites of transparency, bias, and fairness, which are integral to creating a 
human-centric approach that transforms society. Failure to manage data 
properly, including issues of privacy and ethics, could lead to significant 
social implications. Visionaries such as Professor Geoffrey Hinton at the 
University of Toronto, Yann LeCun (VP and chief AI scientist at Meta), and 
Elon Musk are leading the charge in creating large-scale initiatives.

To create effective and ethical AI, the basics must be tackled first, 
including the creation of transparent, bias-free, and ethical systems. Once 
these fundamentals are established, AI can be harnessed to address signifi-
cant societal issues such as healthcare, infrastructure, and education. This will 
require a long-term commitment to building a legacy through social AI that 
is human-centric and focused on value.

How Can Organizations and Institutions Come Together  
to Govern AI?

A majority of IT decision-makers believe that technologies powered by AI 
should be subject to regulation. Of those, 32% think this should come from 
a combination of government and industry, while 25% believe an inde-
pendent industry consortium should take the lead.11 Additionally, 94% feel 
that firms need to prioritize corporate responsibility and ethics when devel-
oping AI solutions. In order to ensure successful and sustainable AI regula-
tion, businesses and governments must work together to create a governance 
framework that takes into account technology-enabled methods for manag-
ing inherent risks. This partnership will ensure that innovation, business 
growth, and trust in AI can all coexist harmoniously.
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Expert Input and Analysis: Digital Transformation  
as a Business Transformation

by Nabil Nuaim, Senior Vice President of Digital & Information 
Technology at Saudi Aramco

Digital transformation is the integration of digital technology into 
all areas of a business, fundamentally changing how it operates and 
delivers value to customers, so in reality we see digital transformation 
as a business transformation. The idea is for the business to look at 
how it conducts itself and how it can leverage new digital technolo-
gies to drive company-wide operational performance improvements 
and benefits.

Painting a picture of the AI-powered future forces you to look 
at your assumptions on numerous possible future outcomes. These 
outcomes are influenced by personal beliefs that may bias the way we 
perceive the future. However, one would wish for a utopian future 
realized by these digital technologies—a future where famine is elim-
inated due to precision farming, where life expectancy is increased 
due to AI-powered disease prediction and precision medicine, and 
where AI productivity and efficiency gains will help spread economic 
prosperity.

Private enterprises and businesses must partner with  
all levels of government

To realize this utopian future, private enterprises and businesses must 
partner with all levels of government to drive change and agree what 
this change looks like. Digital transformation can help companies bet-
ter meet their customers’ expectations, improve operational efficiency, 
and leverage technology to their competitive advantage. But to achieve 
the win-win solution, it will require companies to integrate their 
approach to digital transformation into their overall business strat-
egy, align their technology investments with their business goals, and 
most importantly acknowledge, openly and transparently, and address 
employee fears about the way jobs will change—and potentially be 

(continued)
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lost—while influencing these same employees to embrace these new 
digital technologies, harnessing their knowledge, skills, and capabili-
ties to fully develop these digital initiatives for the benefit of every-
one. In the same way that technology has transformed society before, 
digital transformation will undoubtedly be just as impactful. Ensuring 
that people are fully engaged with these technologies, that we incor-
porate programs to provide digital transformation-related education, 
and that we establish digital training institutes to deliver this digital 
future are some of the ways that private enterprises and businesses 
can partner with government to create policies and promote sustain-
ability, innovation, and social responsibility during this transition. This 
in turn will lead to a more inclusive and equitable society where 
everyone benefits.

The Kingdom of Saudi Arabia commits to increase the  
percentage of electricity generation from renewable sources 
to reach 50% by 2030

Saudi Arabia’s commitment to renewable energy is important for sev-
eral reasons.

First, it shows that even a country with abundant fossil fuels can 
help drive a practical, stable, and inclusive energy transition, lever-
aging both conventional and alternative sources of energy with the 
aim of making overall energy more reliable, accessible, and sustainable. 
The role of oil in maintaining energy security during the transition is 
critical, and Aramco is well positioned due to our vast resources, and 
our low-cost, low upstream carbon-intensity operations. Second, the 
Kingdom’s renewable energy strategy provides an example for other 
countries in the region that may be hesitant to invest in renewables. In 
terms of the goals, Saudi Arabia has tripled its renewable energy target 
and has successfully tendered for large-scale projects in wind and solar 
energy. Looking to the future, Saudi Arabia aims to generate 50% of 
its electricity from renewables by 2030. The country has also launched 
several initiatives to promote renewable energy, including the National 
Renewable Energy Program and the Saudi Green Initiative. While the 
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How Do We Build Human Capacity and Talent?

It is essential to prioritize safety measures and ensure that the necessary 
precautions are taken prior to any potential accidents or incidents. Further-
more, there is a need to enhance the population’s skill sets to keep up with 
technological advancements. While a portion of the population possesses 
digital and AI knowledge, a significant portion does not. Therefore, upskill-
ing initiatives are crucial.

The importance of education cannot be overstated, beginning early in 
life and continuing throughout one’s career. Companies need to recognize 
the significance of addressing these points as they embark on their AI jour-
neys. Disrupting society is not the only aim; efficiency and optimization are 
important, but so is the impact on society as a whole.

It is crucial to ensure that the introduction of robotics and autonomous 
vehicles is done in a responsible and proactive manner, with consideration 
given to potential accidents and related issues. Additionally, the upskilling 
of the population is paramount. At present, a segment of society possesses 
digital knowledge, with an even smaller group possessing AI expertise. It 
is essential to bridge this knowledge gap via early education, continuing 
education in the workforce, and a commitment from companies to provide 
ongoing training.

path to achieving this commitment may not be easy, Saudi Arabia has 
already made significant progress toward its renewable energy goals 
and has the potential to become a leader in the transition to cleaner 
energy in collaboration with global partners.

AI plays an integral role in this push; the technology has the 
potential to increase renewable power generation and accurately fore-
cast energy demand. AI can also introduce new, very efficient grid 
designs and plans, and optimize equipment operation, maintenance, 
and monitoring. Furthermore, AI can optimize the consumption 
and distribution of energy and support virtual power plants. Finally, 
AI excels at material discovery and synthesis to further disrupt the 
renewable industry.



186	 Foreseeing the Future

What Do Humans Really Need from AI?

In order to build the future, it is important to deeply examine human needs. 
These include a desire for a good quality of life, longevity, family time, and 
ease of tasks. Additionally, we want to mature, grow, use our creativity, and 
develop a sustainability-driven approach. To accomplish this, collaborations 
or federations and ecosystem building are necessary, as noted by Shoshana 
Zuboff in her book The Age of Surveillance Capitalism.12

The focus must be on collaboration and ecosystem building, not 
competition or optimization. Positive impact, climate improvement, and 
reduced carbon emissions are necessary to create a more sustainable society. 
Resilience is also essential, as evidenced by the need to prepare for future 
pandemics. Industries, whether financial, manufacturing, or pharmaceuti-
cal, must prioritize stability and predictability in their supply chains and 
value chains. In order to achieve long-term goals, it is important to move 
away from short-term thinking and toward a more resilient perspective. The 
innovative technology of shared GPT should be viewed in this context.
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In March 2023, my mother passed away unexpectedly due to the collapse 
of the healthcare system in the United States. She suffered from negligence 
and did not receive the appropriate care based on her medical history and 
risk tolerance. This tragedy was exacerbated by the spread of a deadly fungus 
in hospitals.

My goal for the words you have read in this book is for them to help 
create a better future where people like my mother, a Holocaust survivor, 
can live longer and enjoy time with their loved ones—to create a future for 
my daughter, and everyone’s children, that is sustainable and works for the 
betterment of all people.

However, the current state of the world deeply concerns me. We live 
in a polarized society that is divided on issues such as globalization and a 
shared vision for the future. This division may lead to two disconnected 
worlds, one led by the United States and its economic engine, and the other 
led by China with its unique philosophy and vision. It is impossible to pre-
dict the future with certainty, but by examining trends, we can gain some 
insight into how the world may look for future generations.

The Future 
I Envision 
When I Dream
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Education

In the coming years, technology will continue to advance rapidly, with signifi-
cant developments in artificial intelligence (AI), robotics, biotech, and longev-
ity. These technologies will play a much greater role in our lives than ever before.

As for work, there will be both job displacements and new job opportu-
nities. The next generation will need to adapt to these changes and continually 
acquire new skills to remain competitive in the job market. Education will no 
longer be limited to traditional schooling but will include lifelong learning 
and the acquisition of skills from experience and emerging technologies.

Climate Science

Climate change is one of the most pressing environmental concerns of our 
time and will affect everyone, from children to seniors, with a greater impact 
on those in the Global South. Addressing climate change will require a con-
certed effort from individuals, companies, and governments worldwide.

My daughter’s generation will play a crucial role in developing solutions 
to mitigate the impact of climate change and transition to a more sustainable 
way of living, using technologies like AI and possibly quantum computing. 
This will be especially important for those living in vulnerable areas like 
coastlines.

In the future, we must prioritize climate change and focus on both 
adaptation and mitigation efforts. The use of AI can enable the development 
of new climate models to predict extreme weather events and improve 
disaster preparedness and response. Such predictive models can have a sig-
nificant impact on the mitigation of climate change and the development 
of better strategies to reduce the impact on vulnerable populations and 
ecosystems, especially in the Global South.

Carbon capture is another area that will receive significant attention. 
Recent innovations in carbon capture and storage have improved efficiency 
and cost-effectiveness, allowing industries to significantly reduce carbon 
emissions. AI will play a critical role in developing scalable carbon capture 
and storage solutions, helping us reach global emission reduction targets.

AI’s data-driven approach will play a major role in environmental pol-
icy. Governments and organizations can leverage AI to make informed deci-
sions on sustainability measures and develop more effective and targeted 
personalized policies.
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I firmly believe that AI has the potential to revolutionize environ-
mental policymaking by enabling data-driven decisions that benefit our 
planet and its inhabitants. The impact of AI on sustainable manufacturing 
and supply chain processes cannot be overstated, particularly in light of 
the supply chain disruptions caused by the COVID-19 pandemic. The 
optimization and automation tools made possible by AI will reduce waste, 
improve efficiency, and minimize environmental impact, leading to more 
sustainable production methods, digital twin technology, new digital fac-
tories, promoting a circular economy, and reducing the strain on natural 
resources such as water.

Diversity and Culture

Despite the current global divisions, we need to prioritize understanding 
and appreciating diversity and culture, and the younger generation will 
need to work together with people from different groups across the planet 
to achieve this.

Health

AI will also play a crucial role in healthcare, particularly in developing per-
sonalized medicine, treatment plans, disease eradication, and prevention 
strategies. By leveraging data-driven approaches, AI will help address staff-
ing, resource, and process challenges, ultimately improving our longevity, 
quality of life, and overall balance. The potential for a sustainable future 
powered by AI is vast, and it is imperative that we capitalize on this potential 
to ensure a thriving planet for generations to come.

We need to make advances in medical technology to address issues like 
cancer and improve longevity. This will require a shift toward preventive 
care and personalized medicine, and my daughter’s generation stands to 
benefit greatly from these developments, enjoying a longer and healthier 
life expectancy.

Social issues are increasingly becoming a focal point as society and pri-
orities shift. It is my belief that the next generation, including my daughter, 
will possess the capability to shape the world around them, focusing on 
issues that hold significant meaning for them personally.

The areas of focus for this generation will revolve around social impli-
cations, with an emphasis on creating a sustainable planet, achieving equality, 



190	 Foreseeing the Future

and upholding human and women’s rights. However, it is important to note 
that the implementation of AI will be essential to addressing these issues 
effectively.

In order to use AI optimally, trust and control must be prioritized while 
improving the framework and tools used. Rather than focusing solely on 
efficiency and profiteering, AI must be used to drive positive change.

The Future of Remote Work

Work–life balance is another aspect that is predicted to shift dramatically. 
Continuous vacation and a commitment to life outside of work, as seen in 
some European countries, may become less distinct from dedicated work 
hours. The rise of remote work has already begun, with companies divided 
between bringing employees back to work in person and those advocating 
for continued remote work. This generation may redefine work–life bal-
ance, prioritizing well-being, flexibility, and mental health.

Space Exploration

Finally, advancements in space exploration are expected to continue, with 
the potential for  interstellar travel. The next generation may witness signifi-
cant developments in this area, including the exploration of human and 
nonhuman life beyond Earth’s boundaries. It is conceivable that habitats 
may be set up in our solar system and beyond, although the exact nature of 
the future remains uncertain.

Commitment to Open Dialogue

My goal is to engage in a discussion about the technological advances that 
are being made, while also addressing the societal and social challenges that 
come along with them. Through this discussion, I hope to identify new 
models that can help make a positive impact on the planet.

In order to achieve this, I believe we need to establish the right frame-
work, tools, skills, and values, such as resilience and adaptability, to navigate 
the changes and challenges that come with building a sustainable world 
powered by AI for the next generation. With these in place, I am confident 
that my daughter, and others of her generation, will be equipped to navigate 
the opportunities and challenges that lie ahead.
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I am committed to advocating for the integration of AI in our social 
agenda, particularly as we enter a critical time where our planet’s sustain-
ability is at risk. The concept of Japanese Society 5.0 emphasizes the impor-
tance of prioritizing human beings and our planet, fostering resilience, 
inclusivity, and technological empowerment, including AI.

Moreover, AI will continue to play a critical role in education, particu-
larly in promoting awareness of sustainability and environmental issues, and 
fostering a more environmentally conscious society. AI will also facilitate 
communication and collaboration across various industries and sectors, as 
exemplified by the Japanese Society 5.0 model, which emphasizes a holis-
tic approach to improving the environment, healthcare, and the health of 
the planet.

AI has vast potential, and with proper implementation it can bring 
about significant benefits. In conclusion, I remain committed to advocat-
ing for critical areas of concern for our planet and humanity, including the 
establishment of a just, inclusive, and sustainable society.

Over the past decade, I have worked closely with international groups 
such as the World Economic Forum, G20, B20, the UN, and other coun-
cils, and I will continue to be involved in these efforts. I firmly believe that 
foundations such as the Good Foundation and other similar organizations 
are necessary to address crises, whether they be related to climate change 
or education.

I aim to identify and work with companies worldwide that can con-
tribute to this mission and understand their unique challenges and dilem-
mas to find viable recommendations. Additionally, I hope to bring together 
groups of peers to build communities and engage in meaningful discussions 
about these issues.

As we strive to create a sustainable future, it is crucial to remember that 
we are not alone, and we must collaborate and fight for the preservation of 
our planet and humanity. We are fighting for our civilization, we’re fighting 
for our humanity. And we cannot be absorbed by people who are focusing 
on just profits and greed and efficiency and optimization. There is another 
way, a better way.
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