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Preface

Life is full of subjective judgments: those we make that affect others and those that
others make that affect us. Such judgments are personal opinions that have been in-
fluenced by one’s personal views, experience, or background, and can also be inter-
preted as personal assessments of the levels of variables of interest. They are made
using a mixture of qualitative and quantitative information. Emotions, feelings, per-
ceptions, and words are examples of qualitative information that share a common at-
tribute: they cannot be directly measured; for example, eye contact, touching, fear,
beauty, cloudiness, technical content, importance, aggressiveness, and wisdom. Data
(one- or multidimensional) and possibly numerical summarizations of them (e.g.,
statistics) are examples of quantitative information that share a common attribute:
they can be directly measured or computed from direct measurements; for example,
daily temperature and its mean value and standard deviation over a fixed number of
days; volume of water in a lake estimated on a weekly basis, as well as the mean val-
ue and standard deviation of the estimates over a window of years; stock price or
stock-index value on a minute-to-minute basis; and medical data, such as blood pres-
sure, electrocardiograms, electroencephalograms, X-rays, and MRIs. 

Regardless of the kind of information—qualitative or quantitative—there is un-
certainty about it, and more often than not the amount of uncertainty can range from
small to large. Qualitative uncertainty is different from quantitative uncertainty; for
example, words mean different things to different people and, therefore, there are
linguistic uncertainties associated with them. On the other hand, measurements may
be unpredictable—random—because either the quantity being measured is random
or it is corrupted by unpredictable measurement uncertainties such as noise (mea-
suring devices are not perfect), or it is simultaneously random and corrupted by
measurement noise. 

Yet, in the face of uncertain qualitative and quantitative information one is able
to make subjective judgments. Unfortunately, the uncertainties about the informa-
tion propagate so that the subjective judgments are uncertain, and many times this
happens in ways that cannot be fathomed, because these judgments are a result of
things going on in our brains that are not quantifiable. 

xiii
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It would be wonderful to have an interactive device that could aid people in mak-
ing subjective judgments, a device that would propagate random and linguistic un-
certainties into the subjective judgment, but in a way that could be modeled and ob-
served by the judgment maker. This book is about a methodology, perceptual
computing, that leads to such a device: a perceptual computer (Per-C, for short).
The Per-C is not a single device for all problems, but is instead a device that must
be designed for each specific problem by using the methodology of perceptual com-
puting. 

In 1996, Lotfi Zadeh, the father of fuzzy logic, published a paper with the very
provocative title “Fuzzy Logic = Computing With Words.” Recalling the song, “Is
That All There Is?,” his article’s title might lead one to incorrectly believe that,
since fuzzy logic is a very well-developed body of mathematics (with lots of real-
world application), it is straightforward to implement his paradigm of computing
with words. The senior author and his students have been working on one class of
applications for computing with words for more than 10 years, namely, subjective
judgments. The result is the perceptual computer, which, as just mentioned, is not a
single device for all subjective judgment applications, but is instead very much ap-
plication dependent. This book explains how to design such a device within the
framework of perceptual computing.

We agree with Zadeh, so fuzzy logic is used in this book as the mathematical ve-
hicle for perceptual computing, but not the ordinary fuzzy logic. Instead, interval
type-2 fuzzy sets (IT2 FSs) and fuzzy logic are used because such fuzzy sets can
model first-order linguistic uncertainties (remember, words mean different things to
different people), whereas the usual kind of fuzzy sets (called type-1 fuzzy sets)
cannot.

Type-1 fuzzy sets and fuzzy logic have been around now for more than 40 years.
Interestingly enough, type-2 fuzzy sets first appeared in 1975 in a paper by Zadeh;
however, they have only been actively studied and applied for about the last 10
years. The most widely studied kind of a type-2 fuzzy set is an IT2 FS. Both type-1
and IT2 FSs have found great applicability in function approximation kinds of
problems in which the output of a fuzzy system is a number, for example, time-se-
ries forecasting, control, and so on. Because the outputs of a perceptual computer
are words and possibly numbers, it was not possible for us to just use what had al-
ready been developed for IT2 FSs and systems for its designs. Many gaps had to be
filled in, and it has taken 10 years to do this. This does not mean that the penulti-
mate perceptual computer has been achieved. It does mean that enough gaps have
been filled in so that it is now possible to implement one kind of computing with
words class of applications. 

Some of the gaps that have been filled in are:

� A method was needed to map word data with its inherent uncertainties into an
IT2 FS that captures these uncertainties. The interval approach that is de-
scribed in Chapter 3 is such a method.

� Uncertainty measures were needed to quantify linguistic uncertainties. Some
uncertainty measures are described in Chapter 2.

xiv PREFACE 
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� How to compare IT2 FSs by using similarity was needed. This is described in
Chapter 4.

� How to rank IT2 FSs had to be solved. A simple ranking method is also de-
scribed in Chapter 4.

� How to compute the subsethood of one IT2 FS in another such set had to be
determined. This is described in Chapter 4.

� How to aggregate disparate data, ranging from numbers to uniformly weight-
ed intervals to nonuniformly weighted intervals to words, had to be deter-
mined. Novel weighted averages are a method for doing this. They include
the interval weighted average, fuzzy weighted average and the linguistic
weighted average, and are described in Chapter 5.

� How to aggregate multiple-fired if–then rules so that the integrity of word IT2
FS models is preserved had to be determined. Perceptual reasoning, which is
described in Chapter 6, does this.

We hope that this book will inspire its readers to not only try its methodology,
but to improve upon it. 

So that people will start using perceptual computing as soon as possible, we
have made free software available online for implementing everything that is in
this book. It is MATLAB-based (MATLAB® is a registered trademark of The
Mathworks, Inc.) and was developed by the second author, Feilong Liu, and Jhiin
Joo, and can be obtained at http://sipi.usc.edu/~mendel/software in folders called
“Perceptual Computing Programs (PCP)” and “IJA Demo.” In the PCP folder,
the reader will find separate folders for Chapters 2–10. Each of these folders is
self-contained, so if a program is used in more than one chapter it is included in
the folder for each chapter. The IJA Demo is an interactive demonstration for
Chapter 7. 

We want to take this opportunity to thank the following individuals who either
directly contributed to the perceptual computer or indirectly influenced its develop-
ment: Lotfi A. Zadeh for type-1 and type-2 fuzzy sets and logic and for the inspira-
tion that “fuzzy logic = computing with words,” the importance of whose contribu-
tions to our work is so large that we have dedicated the book to him; Feilong Liu for
codeveloping the interval approach (Chapter 3); Nilesh Karnik for codeveloping the
KM algorithms; Bob John for codeveloping the wavy slice representation theorem;
Jhiin Joo for developing the interactive software for the investment judgment advi-
sor (Chapter 7); Terry Rickard for getting us interested in subsethood; and Nikhil R.
Pal for interacting with us on the journal publication judgment advisor. 

The authors gratefully acknowledge material quoted from books or journals pub-
lished by Elsevier, IEEE, Prentice-Hall, and Springer-Verlag. For a complete listing
of quoted books or articles, please see the References. The authors also gratefully
acknowledge Lotfi Zadeh and David Tuk for permission to publish some quotes
from private e-mail correspondences.

The first author wants to thank his wife Letty, to whom this book is also dedi-
cated, for providing him, for more than 50 years, with a wonderful and supportive
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environment that has made the writing of this book possible. The second author
wants to thank his parents, Shunyou Wu and Shenglian Luo, and his wife, Ying
Li, to whom this book is also dedicated, for their continuous encouragement and
support.

JERRY M. MENDEL

DONGRUI WU

Los Angeles, California
September 2009
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Perceptual Computing. By Jerry M. Mendel and Dongrui Wu 1
Copyright © 2010 the Institute of Electrical and Electronics Engineers, Inc.

CHAPTER 1

Introduction

1.1 PERCEPTUAL COMPUTING

Lotfi Zadeh (1996, 1999, 2008), the father of fuzzy logic, coined the phrase “com-
puting with words.” Different acronyms have been used for computing with words,
such as CW and CWW. In this book, the latter is chosen because its three letters co-
incide with the three words in “computing with words.” According to Zadeh
(1999):

CWW is a methodology in which the objects of computation are words and proposi-
tions drawn from a natural language. [It is] inspired by the remarkable human capabil-
ity to perform a wide variety of physical and mental tasks without any measurements
and any computations. CWW may have an important bearing on how humans . . .
make perception-based rational decisions in an environment of imprecision, uncertain-
ty and partial truth.

In a December 26, 2008, e-mail, Zadeh further stated:

In 2008, computing with words (CW or CWW) has grown in visibility and recogni-
tion. There are two basic rationales for the use of computing with words. First, when
we have to use words because we do not know the numbers. And second, when we
know the numbers but the use of words is simpler and cheaper, or when we use words
to summarize numbers. In large measure, the importance of computing with words de-
rives from the fact that much of human knowledge is described in natural language. In
one way or another, the fuzzy-logic-based machinery of computing with words opens
the door to a wide-ranging enlargement of the role of natural languages in scientific
theories, including scientific theories which relate to economics, medicine, law and
decision analysis.

Of course, Zadeh did not mean that computers would actually compute using
words—single words or phrases—rather than numbers. He meant that computers
would be activated by words, which would be converted into a mathematical repre-
sentation using fuzzy sets (FSs), and that these FSs would be mapped by a CWW
engine into some other FS, after which the latter would be converted back into a
word (Fig. 1.1).
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Zadeh’s definition of CWW is very general and does not refer to a specific field
in which CWW would be used. In this book, our focus is on CWW for making sub-
jective judgments, which we call perceptual computing.1

A subjective judgment is a personal opinion that has been influenced by one’s
personal views, experience, or background. It can also be interpreted as a personal
assessment of the level of a variable of interest and is made using a mixture of qual-
itative and quantitative information. Examples of subjective judgments are given in
Section 1.2.

Zadeh (2001) also states he is interested in developing a computational theory of
perceptions—the development of machinery for computing and reasoning with per-
ceptions. Our thesis is that humans make subjective judgments by not only using
perceptions but by also using data. Psychologists [e.g., Wallsten and Budescu
(1995)] have evidence that although humans prefer to communicate using words,
they also want to receive data to support the words. For example, if you are receiv-
ing a performance evaluation from your boss, and she tells you that your perfor-
mance is below average, you will certainly want to know “Why,” at which point she
will provide quantitative data to you that supports her evaluation. Hence, perceptual
computing, as used in this book, is associated with machinery for computing and
reasoning with perceptions and data. 

Our architecture for perceptual computing is depicted in Fig. 1.2. It is called a
perceptual computer or Per-C for short [Mendel (2001, 2002, 2007)]. The Per-C
consists of three components: encoder, CWW engine, and decoder. Perceptions—
words—activate the Per-C and are the Per-C output (along with data); so it is possi-
ble for a human to interact with the Per-C using just a vocabulary. 

A vocabulary is application (context) dependent, and must be large enough so
that it lets the end user interact with the Per-C in a user-friendly manner. The en-
coder transforms words into FSs and leads to a codebook—words with their associ-
ated FS models. The outputs of the encoder activate a CWW engine, whose output
is one or more other FSs, which are then mapped by the decoder into a recommen-
dation (subjective judgment) with supporting data. The recommendation may be in
the form of a word, group of similar words, rank, or class.

This book explains how to design the encoder, CWW engines, and decoders. It
provides the reader with methodologies for doing all of this, so that, perhaps for the

2 INTRODUCTION

CWW Engines Based
on Fuzzy Sets

WordsWords

Figure 1.1. The CWW paradigm.

1According to Merriam Webster’s On-Line Dictionary, the word perceptual means “of relating to, or in-
volving perception especially in relation to immediate sensory experience”; perception means “a result
of perceiving”; and perceive means “to attain awareness or understanding of,” or “to become aware of
through the senses.” Hopefully, this explains our choice of the word perceptual in perceptual computing.
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first time, CWW can be fully implemented, at least for making subjective judg-
ments.

1.2 EXAMPLES

In this section, four examples are provided that illustrate CWW for making subjec-
tive judgments: investment decision making, social judgment making, hierarchical
decision making, and hierarchical and distributed decision making. These examples
are taken up later in this book, in much greater detail, in Chapters 7–10.

1.2.1 Investment Decision Making

Tong and Bonissone (1980) illustrated their approach to linguistic decision making
using an investment decision example: 

A private citizen has a moderately large amount of capital that he wishes to invest to
his best advantage. He has selected five possible investment areas {a1, a2, a3, a4, a5}
and has four investment criteria {c1, c2, c3, c4} by which to judge them. These are: 
� a1—the commodity market, a2—the stock market, a3—gold,2 a4—real estate,3 and

a5—long-term bonds; 
� c1—the risk of losing the capital sum, c2—the vulnerability of the capital sum to

modification by inflation, c3—the amount of interest4 [profit] received, and c4—the
cash realizeability of the capital sum [liquidity]. 

The individual’s goal is to decide which investments he should partake in. In order
to arrive at his decisions, the individual must first rate each of the five alternative

1.2 EXAMPLES 3

CWW EngineEncoder Decoder
Recommendation

+ Data

FS

Words

FS

Perceptual Computer, the Per-C

Figure 1.2. Specific architecture for CWW—the perceptual computer. 

2Tong and Bonissone called this “gold and/or diamonds.” In this book, this is simplified to “gold.”
3The term real estate is somewhat ambiguous because it could mean individual properties, ranging from
residential to commercial, or investment vehicles that focus exclusively on real estate, such as a real es-
tate investment trust (REIT) or a real estate mutual fund. In this chapter, real estate is interpreted to mean
the latter two. 
4By interest is meant the profit percent from the capital invested; so, in this chapter the term profit is
used.
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investment areas for each of the four criteria. To do this requires that he either
knows about the investments or becomes knowledgeable about them. His ratings
use words and, therefore, are linguistic ratings. In order to illustrate what the lin-
guistic ratings might look like, the ones used by Tong and Bonissone are provided
in the investment alternatives/investment criteria array in Table 1.1. For example,
the individual’s linguistic ratings about commodities are that there is a high risk of
losing his capital sum from investing in commodities, commodities have a more or
less high vulnerability to inflation, the amount of profit received from commodities
is very high, and commodities are fairly liquid. 

What makes the individual’s investment choices challenging is that his knowl-
edge about the investments is uncertain; hence, his linguistic ratings are uncertain.
Additionally, each individual does not necessarily consider each criterion to be
equally important. So, he must also assign a linguistic weight to each of them. The
weights chosen by Tong and Bonissone are given in Table 1.2. This individual
views the risk of losing his capital as moderately important, the vulnerability to in-
flation as more or less important, the amount of profit received as very important,
and liquidity as more or less unimportant. Although common weights are used for
all five investment alternatives, they could be chosen separately for each of the al-
ternatives.

The problem facing the individual investor is how to aggregate the linguistic in-
formation in Tables 1.1 and 1.2 so as to arrive at his preferential ranking of the five
investments (Fig. 1.3). Clearly, the results will be very subjective because these ta-
bles are filled with words and not numbers. The investor may also want to play
“what-if” games, meaning that he may want to see what the effects are of changing
the words in one or both of the tables on the preferential rankings.

4 INTRODUCTION

Table 1.1. Investment alternatives/investment criteria array. Example of the linguistic
ratings of investment alternatives for investment criteria, provided by an individuala

Investment criteria

c1 c2 c3

Investment (Risk of (Vulnerability (Amount of c4

alternatives losing capital) to inflation) profit received) (Liquidity)

a1 (commodities) High More or less high Very high Fair
a2 (stocks) Fair Fair Fair More or less 

good
a3 (gold) Low From fair to more Fair Good

or less low
a4 (real estate) Low Very low More or less high Bad
a5 (long-term bonds) Very low High More or less low Very good

aAn individual fills in this table by answering the following questions: To me, the risk of losing my cap-
ital in investment alternative aj seems to be __________? To me, the vulnerability of investment alterna-
tive aj to inflation seems to be__________? To me, the amount of profit that I would receive from in-
vestment alternative aj seems to be __________? To me, the liquidity of investment alternative aj seems
to be___________?
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The Per-C that is associated with this application is called an investment judg-
ment advisor, and its design is studied in detail in Chapter 7. One of the interesting
features of this application is that any person, such as the reader of this book, can
fill in Tables 1.1 and 1.2, and immediately find out his/her preferential rankings of
the five investments.

1.2.2 Social Judgment Making

According to Mendel et al. (1999): 

In everyday social interaction, each of us is called upon to make judgments about the
meaning of another’s behavior. Such judgments are far from trivial, since they often af-
fect the nature and direction of the subsequent social interaction and communications.
But, how do we make this judgment? By judgment we mean the assessment of the level
of the variable of interest. Although a variety of factors may enter into our decision, be-
havior is apt to play a critical role is assessing the level of the variable of interest. 

Some examples of behavior are kindness, generosity, flirtation, jealousy, harass-
ment, vindictiveness, and morality. 

Suppose the behavior of interest is flirtation, and the only indicator of impor-
tance is eye contact. The following user-friendly vocabulary could be established
for both eye contact and flirtation: none to very little, very little, little, small
amount, some, a moderate amount, a considerable amount, a large amount, a very

1.2 EXAMPLES 5

Table 1.2. Example of the linguistic weights for the investment criteria provided by an
individuala

c1 c2 c3

(Risk of losing (Vulnerability (Amount of c4

capital) to inflation) profit received) (Liquidity)

Moderately More or less Very important More or less 
important important unimportant

aAn individual fills in this table by answering the following question: The importance that I attach to the
investment criterion ci is _________?

Individual

Investor

Provide Linguistic Ratings
for

Investment Alternatives

Provide Linguistic Weights
for

Investment Criteria

Aggregation
for each

Investment
Alternative

Preferential Ranking 

for Each Investment

Figure 1.3. Investment judgment advisor.
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large amount, and a maximum amount. Surveyed subjects could be asked a ques-
tion such as, “On a scale of zero to ten, where would you locate the end points of an
interval for this word?” These data could then be mapped by means of the encoder
into a FS model for each word. The 10 words and their FS models constitute the
codebook for the subjective judgment of flirtation and for eye contact.

A small set of five rules could then be established, using a subset of five of the
10 words: none to very little, some, a moderate amount, a large amount, and a max-
imum amount. One such rule might be:

IF eye contact is a moderate amount, THEN the level of flirtation is some. 

Another survey could be conducted in which subjects choose one of these five
flirtation terms for each rule (i.e., for the rule’s consequent). Because all respon-
dents do not agree on the choice of the consequent, this introduces uncertainties into
this if–then rule-based CWW engine. The resulting rules from the group of subjects
are then used as a consensus flirtation advisor (Fig. 1.4).

An individual user could interact with this flirtation adviser by inputting any one
of the 10 words from the codebook for a specific level of eye contact. Rules within
the consensus flirtation advisor would be fired using the mathematics of FSs (as de-
scribed in Chapter 6), the result being a fired-rule FS for each fired rule. These FSs
could then be aggregated into a composite FS that would be compared to the word
FSs in the codebook. This comparison would be done using fuzzy set similarity
computations, as described in Chapter 4, the result being the word that best de-
scribes the consensus flirtation level to the individual.

Such a flirtation adviser could be used to train a person to better understand the re-
lationship between eye contact and flirtation, so that they reach correct conclusions
about such a social situation. Their perception of flirtation for each of the 10 words
for eye contact leads to their individual flirtation level (Fig. 1.4) for each level of eye
contact, and their individual flirtation level is then compared with the corresponding
consensus flirtation level. If there is good agreement between the consensus and in-
dividual’s flirtation levels, then the individual is given positive feedback about this;
otherwise, he or she is given advice on how to reinterpret the level of flirtation for the
specific level of eye contact. It is not necessary that there be exact agreement between
the consensus and individual’s flirtation levels for the individual to be given positive
feedback, because the consensus and individual’s flirtation levels may be similar

6 INTRODUCTION

Consensus
Flirtation Advisor  Individual’s

Flirtation
Indicator(s)

Consensus
Flirtation Level  

Individual’s Perception
of Flirtation

Individual’s
Flirtation Level  

Comparison 
Advice

Figure 1.4. Flirtation advisor.
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enough. Chapter 4 provides quantitative levels of similarity for words in a codebook,
so that it will be possible to quantify what is meant by “similar enough.”

Of course, in this very simple example of only one flirtation indicator not much
confusion can occur; however, when more indicators are used (e.g., eye contact and
touching, or primping and acting witty), then in an actual social situation it is possi-
ble to get “mixed signals,” that is, a certain level of touching may indicate a large
amount of flirtation, whereas a certain level of eye contact may indicate none to
very little flirtation. So which is it? In this case, more than one rule will fire and the
totality of fired rule FSs is an indicator of what is meant by “mixed signals.” By ag-
gregating the fired rule FSs and comparing the resulting FS to the word FSs in the
codebook the result will again be the word that best describes the flirtation state to
the individual user. 

In this way, the flirtation adviser can be used to train a person to reach correct
conclusions about social situations when he or she is receiving mixed signals. And,
as is well known, the same levels of flirtation indicators can mean different levels of
flirtation to women and men; so, a female flirtation advisor could be used to sensi-
tize men to those differences, and vice-versa.

It is easy to extend this social judgment application, which some may feel is
light-hearted, to many other social judgments and also to nonsocial judgments. Ex-
amples of the latter include global warming, environmental impact, water quality,
audio quality, toxicity, and terrorism (terrorist).

The details of a social judgment advisor are described in Chapter 8. 

1.2.3 Hierarchical Decision Making

By “hierarchical decision making” (Fig. 1.5) is meant decision making made by a
single individual, group, or organization that is based on comparing the perfor-
mance of competing alternatives, such as an individual’s performance in an athletic,
dancing, or cooking competition; a group or individual’s proposal for solving a
problem or building a product; or product selection (e.g., which flat-panel display
should I purchase?) Each alternative is first evaluated or scored (this process may
itself involve a hierarchical process involving criteria and subcriteria), after which
the evaluations or scores are compared at a higher level to arrive at either a single
winning competitor or a subset of winners. What can make this challenging is that
the evaluations or scores of the subcriteria and criteria can use numbers, uniformly
weighted intervals of numbers, nonuniformly weighted intervals of numbers, or
even words. How to aggregate such disparate information (the subject of Chapter 5)
is very challenging and lends itself very nicely to perceptual computing.

Two examples are: 

1. Tzeng and Teng (1993) define a fuzzy multiobjective transportation selection
problem as “a given finite set of n potential projects x1, x2, . . . , xn is evaluat-
ed with respect to m objectives o1, o2, . . . , om, and q resources constraints c1,
c2, . . . , cq.” The subset of projects that give the highest improvement ur-
gency index (IUI) are the winners. Some of the m objectives are expressed

1.2 EXAMPLES 7
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linguistically, for example, environmental impact is {very good, good, fair,
poor, very poor}. Each project’s IUI is computed by using a fuzzy weighted
average (see Chapter 5) and its resulting FS is then converted into a crisp
number, NIUI. Each project’s profitability index (PI) is then computed as the
ratio NIUI/cost, after which all of the n PIs are ranked. Projects not satisfying
the constraints are removed, and the winning projects are selected from the
highest PI to the lowest PI, within the limits of an available budget.

2. Mon et al. (1994) consider the following hierarchical multicriteria missile
evaluation system. A contractor has to decide which of three companies is
going to get the final mass production contract for the missile. The contractor
uses five criteria to arrive at his final decision, namely: tactics, technology,
maintenance, economy, and advancement. Each of these criteria has some as-
sociated technical subcriteria; for example, for tactics the subcriteria are ef-
fective range, flight height, flight velocity, reliability, firing accuracy, de-
struction rate, and kill radius, whereas for economy the subcriteria are system
cost, system life, and material limitation. 

The contractor creates a performance evaluation table (Table 1.3) in or-
der to assist in choosing the winning company. Contained within this table
are three columns, one for each of the three competing companies. The rows
of this table are partitioned into the five criteria, and each of the partitions has
additional rows, one for each of its subcriteria. Entries into this table are eval-
uations of the subcriteria. Additionally, weights are assigned to all of the sub-
criteria, because they are not of equal importance. These weights are fuzzy
numbers such as around seven and around five. The subcriteria evaluations
range from numbers to words.  

Somehow, the contractor has to aggregate this disparate information,
and this is even more difficult because the five criteria are themselves not of
equal importance and have their own fuzzy weights assigned to them. 

This application is the subject of Chapter 9, where it is shown how the Per-C can
be used to assist the contractor to choose the winning company. Other hierarchical
decision making applications are also reviewed in that chapter.

8 INTRODUCTION

Competitor 1

Competitor 2

Competitor n

Alternative 1

Alternative 2

Alternative n

Performance
Evaluations—

Many Categories,
often with a
Hierarchy of

Subcategories 

Aggregation
for each

Competitor

Ranking
by

Judge(s)

Winner(s)

Figure 1.5. Hierarchical decision making.

c01.qxd  3/3/2010  9:58 AM  Page 8

www.it-ebooks.info

http://www.it-ebooks.info/


1.2.4 Hierarchical and Distributed Decision Making

By “hierarchical and distributed decision making” (Fig. 1.6) is meant decision mak-
ing that is ultimately made by a single individual, group or organization, but that is
based on aggregating independently made recommendations about an object from
other individuals, groups, or organizations (i.e., judges). An object could be a person
being considered for a job, an article being reviewed for publication in a journal, a
military objective, and so on. It is the independent nature of the recommendations
that leads to this being called “distributed,” and it is the aggregation of the distributed
recommendations at a higher level that leads to this being called “hierarchical.” 

1.2 EXAMPLES 9

Table 1.3. Performance evaluation table. Criteria and subcriteria with their kinds of
weights, and kinds of subcriteria data provided for the three companies

Item Weighting Company A Company B Company C

Criterion 1: Tactics Fuzzy Numerical Numerical Numerical 
Effective range (km) numbers evaluations evaluations evaluations
Flight height (m)
Flight velocity (Mach no.)
Reliability (%)
Firing accuracy (%)
Destruction rate (%)
Kill radius (m)

Criterion 2: Technology Fuzzy Numerical Numerical Numerical 
Missile scale (cm) numbers and and and

(l × d-span) linguistic linguistic linguistic 
Reaction time (min) evaluations evaluations evaluations
Fire rate (round/min)
Antijam (%)
Combat capability

Criterion 3: Maintenance Fuzzy Linguistic Linguistic Linguistic 
Operation condition numbers evaluations evaluations evaluations

requirement
Safety
Defilade
Simplicity
Assembly

Criterion 4: Economy Fuzzy Numerical Numerical Numerical 
System cost (10,000) numbers and and and
System life (years) linguistic linguistic linguistic 
Material limitation evaluations evaluations evaluations

Criterion 5: Advancement Fuzzy Linguistic Linguistic Linguistic 
Modularization numbers evaluations evaluations evaluations
Mobility
Standardization
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There can be multiple levels of hierarchy in this process, because each of the in-
dependent recommendations may also involve a hierarchical decision making
process, as just described in subsection 1.2.3. Additionally, the individuals, groups,
or organizations making their independent recommendations may not be of equal ex-
pertise, and so a weight has to be assigned to each of them when they are aggregated.
The independent recommendations can involve aggregating numbers, uniformly
weighted intervals of numbers, nonuniformly weighted intervals of numbers, and
even words. The final recommendation (or decision) is made by a decision maker
who not only uses an aggregated recommendation that is made across all of the
judges but may also use the aggregated recommendation from each of the judges.

Consider the problem of hiring a new employee.5 For this process, there often is
a selection team with a diversity of views. Typically, the selection team is com-
prised of the position owner, peers (technical experts), customers, and a manager.
Prior to posting a job, selection criteria are created and each candidate is evaluated
against those criteria. Each selection team member may be weighted differently,
and more weight may be applied to the selection criteria in which they have the
greatest expertise. For example, peers might care more about a candidate’s techni-
cal skills and teamwork ability, so more weight could be applied to a peer’s evalua-
tion of the candidate’s technical and teamwork capabilities. On the other hand, cus-
tomers might want to know if the individual has the skills to help them with their
business problems, and managers might be looking for candidates who can be used
in other roles, so for them more weight could be applied to these selection criteria. 

Today, a traditional decision sciences hierarchical matrix is used to assist in mak-
ing the final hiring decision. For this matrix, everyone on the selection team must rate
the candidate on a scale from, say, 1 to 10, and usually this is done in a distributed

10 INTRODUCTION

Performance
Evaluations—

Many Categories,
often with a
Hierarchy of

Subcategories 

Performance
Evaluations—

Many Categories,
often with a
Hierarchy of

Subcategories 

Aggregated
Recommendation

from
Judge 1

Aggregated
Recommendation

from
Judge m

Decision
Maker

Final
Recommendation(s)

Object

Judge 1

Judge m 

. . .
Aggregated

Recommendation
across all

Judges

Figure 1.6. Hierarchical and distributed decision making.

5This example was provided to us by David Tuk (Chevron Corp.).
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manner. Individuals are uncomfortable distinguishing between a 7 and an 8, but they
might be willing to say outstanding, strong, fair, and poor. So looking at the differ-
ence between how the hiring decision is made deterministically versus what would
be discovered if FL were used would be very interesting. The paper by Doctor et al.
(2008) is the first attempt to develop a version of the Per-C for this problem.

Chapter 10 explains in detail how the Per-C can be applied to the so-called jour-
nal publication judgment advisor, in which, for the first time, only words are used
at every level of the following hierarchical and distributed decision making process. 

n reviewers have to provide a subjective recommendation about a journal article
that has been sent to them by the Associate Editor, who then has to aggregate the in-
dependent recommendations into a final recommendation that is sent to the Editor-
in-Chief of the journal. Because it is very problematic to ask reviewers to provide
numerical scores for paper-evaluation subcategories (the two major categories are
technical merit and presentation), such as importance, content, depth, style, organi-
zation, clarity, references, and so on, each reviewer will only be asked to provide a
linguistic score for each of these categories. They will not be asked for an overall
recommendation about the paper because in the past it was quite common for re-
viewers who provided the same numerical scores for such categories to give very
different publishing recommendations. By leaving a specific recommendation to
the Associate Editor, such inconsistencies can hopefully be eliminated. 

Aggregating words to reflect each reviewer’s recommendation as well as the ex-
pertise of each reviewer about the paper’s subject matter is done using a linguistic
weighted average (explained in Chapter 5). 

Although the journal publication judgment advisor uses reviewers and an associ-
ate editor, the word “reviewer” could be replaced by judge, expert, low-level man-
ager, commander, referee, etc, and the term “associate editor” could be replaced by
control center, command center, higher-level manager, etc. So, this application has
potential wide applicability to many other applications.

1.3 HISTORICAL ORIGINS OF PERCEPTUAL COMPUTING

Although Mendel (2001, 2002) was the first to use the term perceptual computer, it
is interesting to go back into the literature of fuzzy sets and systems, earlier than
2001, to trace the origins of anything that resembles it. Although perceptual com-
puting is a subset of CWW, it has a much longer history than CWW, as is demon-
strated next.

The earliest article that we found that demonstrates an approach for making sub-
jective judgments using FSs is by Tong and Bonissone (1980). In their words:

A technique for making linguistic decision is presented. Fuzzy sets are assumed to be
an appropriate way of dealing with uncertainty, and it is therefore concluded that deci-
sions taken on the basis of such information must themselves be fuzzy. It is inappro-
priate then to present the decision in numerical form; a statement in natural language
is much better. The basic problem is to choose between a set of alternatives {ai : i = 1,

1.3 HISTORICAL ORIGINS OF PERCEPTUAL COMPUTING 11
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. . . , m}, given some fuzzy information about the “suitability” of each of them. This
information is given as a set of fuzzy sets, {Si : i = 1, . . . , M}, where each of the Si is
defined by a membership function that maps the real line onto a closed interval [0,1].
Suitability is simply interpreted as a measure of the ability of an alternative to meet
our decision criteria and is essentially a fuzzification of the idea of a rating. We have
to select the preferred alternative on the basis of {Si : i = 1, . . . , M} and then generate
a linguistic statement about our decision. 

Their article includes an example of perceptual computing for making a choice
about investments when each of five possible investments is evaluated using four
criteria. The resulting investment evaluations use words, that is, they are linguistic.
This application has been described in more detail in Section 1.2.1.

Next is the monograph by Schmucker (1984). On the one hand, it contains the
essence of perceptual computing, but on the other hand, by today’s standards its
theoretical depth is not high. Although Schmucker does not use the term perceptual
computing, he talks about natural language computations and risk analysis. Figure
1.7, which uses some parts of Fig. 5.1 of his book, is an indication that the three el-
ements of the Per-C are in his fuzzy risk analyzer (FRA). In Schmucker’s figure,
the “PARSE Natural Language to Fuzzy Set” block contains a collection of words,
including more or less, very, normally, fairly, and extremely; the CWW Engine is
the fuzzy weighted average;6 and, the Decoder uses best fit, successive approxima-
tion, or piecewise decomposition.

Schmucker states:

It is the goal of the system designer of an automated risk analysis facility to (1) have a
sufficiently rich set of primary terms and hedges so that the user feels almost unre-
stricted in his range of expression, and (2) associate with each possible natural lan-
guage expression that can be generated by rules a technical precise meaning that is
consistent with the imprecise nebulous English meaning.

Zadeh (1996) summarizes CWW using a figure like the one in Fig. 1.8 (it is Part
b of his Fig. 3). He states [Zadeh (1999)]:

Computing with words (CW) is inspired by the remarkable human capability to per-
form a wide variety of physical and mental tasks without any measurements and any
computations. . . . Underlying this remarkable capability is the brain’s crucial ability
to manipulate perceptions. . . . Manipulation of perceptions plays a key role in human
recognition, decision and execution processes. As a methodology, computing with
words provides a foundation for a computational theory of perceptions—a theory
which may have an important bearing on how humans make—and machines might
make—perception-based rational decisions in an environment of imprecision, uncer-
tainty and partial truth. . . . A basic difference between perceptions and measurements
is that, in general measurements are crisp whereas perceptions are fuzzy. . . . The com-
putational theory of perceptions, or CTP for short is based on the methodology of CW.
In CTP, words play the role of labels of perceptions and, more generally, perceptions

12 INTRODUCTION

6The fuzzy weighted average is covered in Chapter 5.
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are expressed as propositions in a natural language. CW-based techniques are em-
ployed to translate propositions expressed in a natural language into what is called a
Generalized Constraint Language (GCL). In this language, the meaning of a proposi-
tion is expressed as a generalized constraint X isr R, where X is the constrained vari-
able, R is the constraining relation and isr is a variable copula in which r is a variable
whose value defines the way in which R constrains X. Among the basic types of con-
straints are: possibilistic, veristic, probabilistic, random set, Pawlak set, fuzzy graph
and usuality. . . . In CW, the initial and terminal data sets, IDS and TDS, are assumed
to consist of propositions expressed in a natural language. These propositions are
translated, respectively, into antecedent and consequent constraints. Consequent con-
straints are derived from antecedent constraints through the rules of constraint propa-
gation. The principal constraint propagation rule is the generalized extension princi-
ple. The derived constraints are retranslated into a natural language, yielding the
terminal data set (TDS).

Some of the blocks in Fig. 1.8 have been enclosed in dashed shapes so that this
figure conforms to the Per-C in Fig. 1.2. The two blocks called “propositions in
NL” (natural language) and “initial data set (IDS)” comprise our encoder. We have
interpreted those blocks to mean: establishing a vocabulary for an application, col-
lecting data about the words in that vocabulary, and modeling the words as fuzzy

1.3 HISTORICAL ORIGINS OF PERCEPTUAL COMPUTING 13
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sets. The two blocks called “propositions in NL” and “terminal dataset (TDS)”
comprise our decoder. We have interpreted those blocks to mean mapping the FS
output from the CWW block into a linguistic recommendation. Finally, the four
blocks called “constraint explicitation,” “constraint propagation,” “computing with
words (CWW),” and “constraint retranslation” are our CWW engine. We have in-
terpreted these four blocks to mean choosing and implementing a specific CWW
engine. 

Buckley and Feuring (1999) include Fig. 1.9 that contains within in it a Per-C. In
their summary, they state:

This chapter describes the design of a supervisory fuzzy controller for human opera-
tors of a complex plant (nuclear reactor). The human operators are allowed to verbally
describe the status of various variables used to control the plant. These verbal descrip-
tions come from a very limited vocabulary recognized by the input translator. The in-
put translator translates these descriptions into fuzzy numbers for input to a fuzzy ex-
pert system. The fuzzy expert system processes these fuzzy numbers into fuzzy
number outputs describing suggestions to the human operators. The output translator,
which is a neural net, takes the fuzzy number output from the fuzzy expert system, and
produces verbal suggestions, of what to do, for the human operators. The translation of
fuzzy numbers into words is called inverse linguistic approximation.

In Fig. 1.9 verbal evaluations made by a human operator (who is interacting with
a complex plant) who has access to a vocabulary of words for the application of su-
pervisory control, are translated into fuzzy numbers by the input translator (hard-

14 INTRODUCTION

Plant Fuzzy Controller

Human
Operator

Input
Translator
(Hardware)

Output
Translator

(Neural Net)

Verbal
Evaluations

Verbal
Suggestions

Fuzzy
Expert

System 

Fuzzy
Numbers

Fuzzy
Numbers

EncoderDecoder

CWW Engine

Figure 1.9. Buckley and Feuring’s (1999) supervisory fuzzy controller. The dashed block
and its associated labels relate the other blocks to the Per-C, and were put in by us (Buckley
and Feuring, 1999; © 1999, Springer-Verlag).
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ware). This is equivalent to our encoder. The translator’s fuzzy numbers are
processed by a fuzzy expert system whose outputs are other fuzzy numbers. Clear-
ly, the fuzzy expert system is equivalent to one kind of CWW engine. Its output
fuzzy numbers are translated into verbal suggestions by the output translator (neur-
al net). This is equivalent to our Decoder.

Finally, Yager (1999, 2004) has the diagram shown in Fig. 1.10.7 Clearly, trans-
lation, manipulation, and retranslation are synonymous with our Encoder, CWW
engine, and decoder. In his 2004 article, the manipulation block is called infer-
ence/granular computing, and he states: 

We shall assume that as a result of our inference process we obtain the proposition V is
A, where A is a fuzzy subset of the universe X. Our concern is to express this with a
natural language statement. The process of retranslation is one of substituting the
proposition V is F for V is A, where F is some element from ℑ and then expressing the
output as V is L, where L is the linguistic term associated with F. The key issue in this
process is the substitution of V is F for V is A. 

The conclusions to be drawn from this brief historical foray are: 

� The elements of the perceptual computer did not originate in Mendel (2001,
2002). 

� Tong and Bonissone should be credited with originating the perceptual com-
puter, although they did not call it by that name; but, as William Shakespeare
wrote: “What’s in a name?” 

� Additionally, the essence of perceptual computing has been reinvented a
number of times and no doubt will continue to be reinvented.

1.4 HOW TO VALIDATE THE PERCEPTUAL COMPUTER

It is our belief8 that for the Per-C to be successful it must provide end users with re-
sults that are equivalent to those from a human. This agrees in spirit with what the
great computer scientist and philosopher Alan Turing (1950) [see, also, Hodges
(1997)] proposed as a test, the Turing Test for machine intelligence. This test is as
applicable to perceptual computing as it is to machine intelligence, because percep-
tual computing is a form of artificial intelligence.

Consider an “imitation game” played with three players, a human being, a ma-
chine and an interrogator. The interrogator stays in a room apart from the others.
The object is for the interrogator to determine which of the others is the human be-
ing or the machine. If the machine cannot be distinguished from the human being

1.4 HOW TO VALIDATE THE PERCEPTUAL COMPUTER 15

7Yager’s interests in CWW can be found as early as 1981 [Yager (1981)]. Although the three elements of
a perceptual computer are not in the paper, the methodology of the paper is that of CWW; for example,
his main example only uses words.
8The material in this section is taken from Mendel (2007c).
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under these conditions, then the machine must be credited with human intelligence
[Hodges (1997)]. This is the essence of a Turing Test.

According to Saygin et al. (2000), “The Turing Test is one of the most disputed
topics in artificial intelligence and cognitive sciences,” because it can be interpreted
in many different ways, for example, by philosophers, sociologists, psychologists,
religionists, computer scientists, and so on. We are not interested in using a Turing
Test to establish whether the Per-C can think so as to demonstrate that it is intelli-
gent. We are interested in using a Turing Test, as explained in Saygin et al. (2000,
p. 467), as “a test to assess a machine’s ability to pass for a human being.”

In order to implement the Per-C, data will be needed. This data must be collected
from people who are similar to those who will ultimately be interacting with the
Per-C. If such data collection is feasible, then the design of the Per-C can proceed
by using some of the data for training9 and the rest for validation (testing).10 The
validation of the designed Per-C using some of the collected data (the validation
set) can be interpreted as a Turing Test.

If, on the other hand, such data collection is not feasible, then the designer of the
Per-C must fabricate it or, even worse, design the Per-C using no data at all. After
such a design, the Per-C will have to be validated on a group of subjects, and such a
validation will again constitute a Turing Test.

Hence, one way or another, validation of a Per-C is accomplished through a Tur-
ing Test.

1.5 THE CHOICE OF FUZZY SET MODELS FOR THE PER-C

Because words can mean different things to different people, it is important to use
an FS model for a word that lets us capture word uncertainties.11 At present, there
are two possible choices, a type-1 (T1) FS or an interval type-2 (IT2) FS12 [Mendel
(2001b, 2003, 2007b)]. These sets are fully covered in Chapter 2, a high-level syn-
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Figure 1.10. Yager’s (1999) CWW diagram (Yager, 1999; © 1999, Springer-Verlag).

9When the CWW Engine (Fig. 1.2) is a set of if–then rules (described in Chapter 6), then a training set
can be used to optimize the parameters of antecedent and consequent membership functions, to establish
the presence or absence of antecedent terms, and to even determine the number of significant rules, after
which the optimized rules can be tested using a testing set.
10In traditional supervised system design (e.g., using the back-propagation algorithm), the validation
dataset is used to determine whether the training should be terminated and the testing dataset is used to
evaluate the generalization performance. In this chapter, validation and testing are used interchangeably,
and both terms mean to evaluate the performance of the Per-C.
11The material in this section is taken from Mendel (2007c).
12General type-2 FSs are presently excluded, because they model higher degrees of uncertainty (see
Chapter 3, Section 3.2, Premise 2), and how to do this is not generally known.
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opsis of which is given at the end of the present chapter, in Section 1.8.1. In order to
decide which FS to use as a word model, two different approaches can be taken:

1. Ignore the adage “words can mean different things to different people,” use a
T1 FS as a word model, design the Per-C, and see if it passes a Turing Test. If
it does, then it is okay to use such an FS as a word model.

2. Adhere to the adage “words can mean different things to different people”
and try to decide between using a T1 FS and an IT2 FS as a word model be-
fore designing the Per-C. Then design the Per-C and see if it passes a Turing
Test.

Because we believe in the adage “words can mean different things to different
people,” the first approach is not taken in this book. Regarding the second ap-
proach, in order to choose between using a T1 FS or an IT2 FS as a word model, we
shall rely on the great 20th century scientific philosopher, Sir Karl Popper, who
proposed falsificationism [Popper (1959, 1963) and Thornton (2005)] as a way to
establish if a theory is or is not scientific. Falsificationism states: 

A theory is scientific only if it is refutable by a conceivable event. Every genuine test
of a scientific theory, then, is logically an attempt to refute or to falsify it, and one
genuine counterinstance falsifies the whole theory. [Thornton (2005)]

According to Thornton (2005), by falsifiability Popper meant:

If a theory is incompatible with possible empirical observations it is scientific; con-
versely, a theory which is compatible with all such observations, either because, as in
the case of Marxism, it has been modified solely to accommodate such observations,
or because, as in the case of psychoanalytic theories, it is consistent with all possible
observations, is unscientific.

For a theory to be called scientific it must be testable. This means that it must be
possible to make measurements that are related to the theory. A scientific theory
can be correct or incorrect. An incorrect scientific theory is still a scientific theory,
but is one that must be replaced by another scientific theory that is itself subject to
refutation at a later date.

We suggest that using either a T1 FS or an IT2 FS as a word model can be inter-
preted as a scientific theory.13 Whether or not each FS word model qualifies as a
scientific theory, and then if each is a correct or incorrect scientific theory, must,
therefore, be questioned. 

Many methods have been reported for making measurements about words and
then using those measurements to model a word as either a T1 FS or as an IT2 FS.
Hence, as explained next, both kinds of FSs are “scientific” word models.

1.5 THE CHOICE OF FUZZY MODELS FOR THE PER-C 17

13Note that this is very different from T1 FSs and IT2 FSs as mathematics, which are not scientific theo-
ries, and about which we should not raise any issues.
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Data collection and mapping into the parameters of a T1 membership function
(MF) for a word has been reported on by a number of authors [e.g., Klir and Yuan
(1995)] and has also been reported on for a T2 MF for a word [Liu and Mendel
(2007, 2008), Mendel and Wu (2006, 2007a,b)]. Names for the different T1 meth-
ods include: polling [Hersch and Caramazza (1976), Lawry (2001)], direct rating
[Klir and Yuan (1995), Norwich and Turksen (1982, 1984)], reverse rating [Nor-
wich and Turksen (1984), Turksen (1986, 1988, 1991), Turksen and Wilson
(1994)], interval estimation [Cornelissen (2003), Civanlar and Trussel (1986),
Dubois and Prade (1986), Zwick (1987)], and transition interval estimation [Cor-
nelissen (2003)]. These methods are described in Chapter 3. Names for the different
T2 methods are: person footprint of uncertainty [Mendel (2007a)], interval end
points [Mendel and Wu (2006, 2007a,b), Mendel (2007a)], and interval approach
[Liu and Mendel (2007, 2008)]. These methods are also described in Chapter 3.

The term fuzzistics has been coined [Mendel (2003b, 2007a)] for mapping data
that are collected from a group of subjects into an FS model, and represents an
amalgamation of the words fuzzy and statistics. It is a term that is used in this book.

Because of the existence of both type-1 and type-2 fuzzistic’s works, we con-
clude that using type-1 or interval type-2 fuzzy sets as models for words is scientif-
ic.

That using a T1 FS model for a word is an incorrect scientific theory follows
from the following line of reasoning [Mendel (2003b)]:

� A T1 fuzzy set A for a word is well-defined by its MF �A(x) (x � X) that is to-
tally certain once all of its parameters are specified. 

� Words mean different things to different people and so are uncertain.

� Therefore, it is a contradiction to say that something certain can model some-
thing that is uncertain. 

In the words of Popper, associating the original T1 FS with a word is a “conceiv-
able event” that has provided a “counterinstance” that falsifies this approach to
fuzzy sets as models for words.

Chapter 3 explains that an IT2 FS model for a word is only a first-order uncer-
tainty model; hence, an IT2 FS is a scientifically correct first-order uncertainty
model for a word and is the one used in this book.14 As a result, the Fig. 1.2 diagram
for the Per-C is modified to the diagram in Fig. 1.11, in which “FS” has been re-
placed by “IT2 FS.”

An objection may be raised that a fixed MF also applies to an IT2 FS model; that
is, once the parameters of an IT2 FS model are specified, there no longer is anything
uncertain about the IT2 FS. This objection is incorrect because the IT2 FS is a first-
order uncertainty model, that is, at each value of the primary variable the MF is an in-
terval of values. For a T1 FS, the MF is a point value, and it is the interval nature of

18 INTRODUCTION

14In the future, perhaps the scientifically correct IT2 FS model for a word will be falsified by a more
complete T2 FS model. This will only be possible when more kinds of data than are described in Chapter
3 can be collected about words, or if the data that are presently collected are reinterpreted.
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the MF that provides the uncertainty in the IT2 FS model. This argument is similar to
one that can be given for a probability distribution function. Once we agree that such
a function does indeed model unpredictable (random) uncertainties, then fixing its
parameters does not cause us to conclude that it no longer is a probability model.

One may argue that a T1 FS model for a word is a model for a prototypical word
[Rosch (1975, 1983)]; however, if one also believes that words mean different things
to different people, then this calls into question the concept of a prototypical word.

When random uncertainties are present, most of us have no problem with using
probability models and analyses from the very beginning; hence, when linguistic
uncertainties are present, we suggest that one must have no problem with using IT2
FS models and analyses from the very beginning. Some may ask the question,
“How much linguistic uncertainty must be present before an IT2 FS should be
used?” Maybe, in the very early days of probability, a similar question was asked;
however, it no longer seems to be asked. When randomness is suspected, probabili-
ty is used. So, when linguistic uncertainties are suspected, IT2 FSs should be used.

Finally, even a Per-C that is designed using IT2 FSs needs to be validated by a
Turing Test. The difference in this second approach is that the design is begun using
an FS word model that is scientifically correct. This, in itself, does not mean that the
resulting Per-C will pass a Turing Test, because that test is applied to the outputs of
the Per-C, and it is (Fig. 1.11) the combination of a scientifically correct FS input
word model, the CWW engine, and a good decoder that leads to the output recom-
mendation. 

Consequently, in this book IT2 FSs are used to model words.

1.6 KEEPING THE PER-C AS SIMPLE AS POSSIBLE

Many choices have to be made when designing a Per-C.15 For example, if the
CWW engine is a set of if–then rules (see Chapter 6), then choices must be made
about: 

� Shapes of MFs for each IT2 FS.
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Figure 1.11. The perceptual computer that uses IT2 FS models for words (Mendel, 2007c;
© 2007, IEEE).

15The material in this section is taken from Mendel (2007c).
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� Mathematical operators used to model the antecedent connector words and and
or. Such operators are called t-norms and t-conorms, respectively, and there are
many t-norms and t-conorms to choose from [e.g., Klir and Yuan (1995)].

� Implication operators (an if–then rule is mathematically modeled using an impli-
cation operator), and there are many such operators [e.g., Klir and Yuan (1995)].

� How to aggregate fired rules, i.e., when more than one rule is fired, rule out-
puts must be combined (aggregated), and there are many different ways to do
this [e.g., Klir and Yuan (1995)]. The result is an aggregated IT2 FS.

� How to go from the aggregated IT2 FS to a word, that is, the decoder-design
in which, for example, a similarity measure is used, and there are many kinds
of similarity measures [e.g., (Wu and Mendel (2008a)].

On the one hand, it is the multitude of choices that provide fuzzy logic with ver-
satility and flexibility. On the other hand, having so many choices with none to very
few guidelines on how to make them is confusing. 

How does one make the choices needed to implement a Per-C?
Occam’s (or Ockham’s) Razor16 is a principle attributed to the 14th century logi-

cian and Franciscan friar, William of Occam. The most useful statement of the prin-
ciple is, when you have two competing theories that make exactly the same predic-
tions, the one that is simpler is the better. This principle is sometimes misstated as
“keep it as simple as possible.” One can have two (or more) competing theories that
lead to different predictions. Occam’s Razor does not apply in that case, because
the results that are obtained from the competing theories are different.

All of our fuzzy set and fuzzy logic operators originate from crisp sets and crisp
logic. In the crisp domain, although there can be many different operators, they all
give the same results; hence, we propose that, for the Per-C, Occam’s Razor should
be applied to the multitude of t-norm, t-conorms, implication operators, and so on in
the crisp domain. It should not be applied after the operators have been fuzzified,
because then it is too late as they give different results. By this argument, one would
choose, for example, minimum or product t-norm and maximum t-conorm, because
they are simplest t-norms and t-conorm.

Finally, note, that even a Per-C that is designed using IT2 FSs and the “simplest”
operators needs to be validated by a Turing Test. If, for example, a Per-C that uses
the simplest operators does not pass a Turing Test, then more complicated operators
should be used.

1.7 COVERAGE OF THE BOOK

Many of the chapters in this book are very technical in nature, because to really un-
derstand the Per-C so that one can apply it and extend it to new situations, it is our
firm belief that one must master the details. Realizing that some readers will be

20 INTRODUCTION

16See Wikipedia, the free encyclopedia: http://en.wikipedia.org/wiki/William_of_Ockham, “Occam’s
Razor” in http://en.wikipedia.org/wiki/Occam%27s_razor, or “What is Occam’s Razor” in http://www.
weburbia.com/physics/occam.html. Accessed on Jan. 1, 2010.
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more interested in the application chapters (Chapters 7–10) rather than in the detail
chapters (Chapters 2–6), a summary is given in Section 1.8 for each detail chapter
that provides the applications-oriented reader with high-level understandings of the
main points of the chapter. After reading these five summaries, it should be possible
to read Chapters 7–10.

Chapter 2 is about IT2 FSs since, as has been argued above, they are the ones
used by the Per-C. The coverage of these FSs is extensive, but all of the concepts
and results of this chapter are used in later chapters of the book, so they must be
mastered. Chapter 2 begins with a brief review of T1 FSs. It includes careful defin-
itions of many new terms that are associated with IT2 FSs and are needed to com-
municate effectively about such sets, including the footprint of uncertainty (FOU)
and convexity of an IT2 FS. It also includes a representation of IT2 FSs in terms of
type-1 FSs that is extremely useful in that it lets all theoretical results about IT2 FSs
be developed using T1 FS mathematics; derivations of set theoretic operations of
union, intersection and complement for IT2 FSs; the centroid of an IT2 FS, because
it provides a measure of uncertainty of such a FS and is a very widely used calcula-
tion in later chapters; properties of the centroid; iterative algorithms for computing
the centroid; and cardinality and average cardinality of an IT2 FS.

Chapter 3 is about the encoder, that is, about how to model a word using an IT2
FS. It covers two methods for doing this, one called the person footprint of uncer-
tainty method and the other called the interval approach method. The person foot-
print of uncertainty method can only be used by persons who are already familiar
with interval type-2 fuzzy sets because they must provide a footprint of uncertainty
(defined in Chapter 2) for each word; hence, it is limited to so-called fuzzy experts.
The interval approach (IA) method is based on collecting interval end-point data
from a group of subjects and does not require any a priori knowledge about FSs;
hence, it can be used by anyone. Because collecting interval data about words using
surveys is so important to the IA, this chapter has extensive discussions about it.
The IA makes very heavy use of statistics and is a very practical method for map-
ping subject’s data intervals into an FOU for a word. The resulting FOUs are either
interior, left-shoulder, or right-shoulder FOUs, and it is the data that establishes
which FOU models a word. The IA is applied to a vocabulary of 32 words and their
associated IT2 FS models are obtained. The resulting codebook is frequently used
throughout the rest of this book. Hedges are also discussed along with reasons for
why we choose not to use them. Finally, methods for eliciting T1 MF information
from either a single subject or a group of subjects are described in Appendix 3A. 

Chapter 4 is about the decoder, that is, about how to go from IT2 FSs (and asso-
ciated data) at the output of the CWW engine to a recommendation and associated
data. The recommendation may be a word, similarity of a group of words, a rank, or
a class. For example, in social judgment advising, the decoder recommendations are
words; in investment judgment advising and procurement award judging, the de-
coder recommendations are rankings and similarities; and in journal publication ad-
vising, the decoder recommendations are classes (e.g., accept, rewrite, or reject). To
map an FOU to a word, a similarity measure is used. Because the output of the
CWW engine is often mapped into a codebook word by the decoder, this FOU must
resemble such an FOU; therefore, a successful similarity measure for the Per-C is

1.7 COVERAGE OF THE BOOK 21

c01.qxd  3/3/2010  9:58 AM  Page 21

www.it-ebooks.info

http://www.it-ebooks.info/


one that simultaneously measures similarity of both FOU shape and proximity of
that FOU to a correct word. Hence, in this chapter several similarity measures for
IT2 FSs are reviewed, and reasons are provided for why the Jaccard similarity mea-
sure is preferred. Additionally, two ranking methods are reviewed for IT2 FSs and a
preferred ranking method is obtained, one that ranks the FOUs according to their
centers of centroids. Finally, a classification method is presented that is based on
the subsethood between two IT2 FSs. Some similarity measures and ranking meth-
ods for T1 FSs are described and tabulated in Appendix 4A. 

Chapter 5 is about one family of CWW engines called novel weighted averages
(NWAs) that are a new and very powerful way to aggregate disparate information
ranging from numbers to uniformly weighted intervals of numbers to nonuniformly
weighted intervals of numbers to words that are modeled using IT2 FSs. The novel
weighted averages are grouped into three categories: interval weighted average
(IWA), in which weights and subcriteria in the weighted average are described by
uniformly weighted intervals of real numbers; fuzzy weighted average (FWA), in
which weights and subcriteria in the weighted average are described by type-1
fuzzy sets; and linguistic weighted average (LWA), in which weights and subcrite-
ria in the weighted average are described by interval type-2 fuzzy set models for
words. Alpha-cuts and an alpha-cut function decomposition theorem play central
roles in computing the FWA and LWA, and so they are reviewed in Chapter 5. Al-
gorithms for computing the IWA, FWA, and LWA are derived. Finally, the ordered
weighted average (OWA) is described and its relations to NWAs are explained.

Chapter 6 is about one of the most popular CWW engines, called if–then rules,
and how they are processed so that their outputs can be mapped into a word recom-
mendation by the decoder. We adopt the assumption that the result of combining
fired rules must lead to an IT2 FS that resembles the three kinds of FOUs in a
CWW codebook, namely, interior and left- and right-shoulder FOUs. This leads to
a new way for combining fired rules that is called perceptual reasoning (PR), which
is a special kind of LWA. The first calculation for PR is a firing quantity that may
be either a firing interval or a firing level. The former is computed using the
sup–min composition (which should be familiar to people knowledgeable about
fuzzy logic systems), whereas the latter is computed using the Jaccard similarity
measure (Chapter 4). We prefer a firing level because it leads to FOUs that more
closely resemble those in our CWW codebook, whereas using a firing interval does
not; hence, later chapters focus exclusively on PR that uses firing levels. Properties
are stated and proved for PR that uses firing levels, showing that it leads to IT2 FSs
that resemble the three kinds of FOUs in a CWW codebook.

Chapters 7–10 are application chapters. They contain no new theory and illus-
trate how the Per-C can be used to assist in making investment choices, social judg-
ments, hierarchical decisions, and hierarchical and distributed decisions. 

Chapter 7 presents the design of an investment judgment advisor (IJA). An in-
vestor is given a choice of five investment alternatives—the commodity market, the
stock market, gold, real estate, and long-term bonds—and four investment criteria—
the risk of losing the capital sum, the vulnerability of the capital sum to modification
by inflation, the amount of interest (profit) received, and the cash realizeability of the
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capital sum (liquidity). The IJA lets an investor provide linguistic ratings for each of
the investment alternative’s investment criteria, and also linguistic weights for the in-
vestment criteria. It then provides the investor with preferential rankings, ranking
bands, risk bands, and a similarity array for the investment alternatives so that the in-
vestor can establish the components of his/her investment portfolio. The LWA that is
explained in Chapter 5 is the basic aggregation tool that is used by the IJA.

Chapter 8 presents the design of a social judgment advisor (SJA). The SJA is de-
veloped for flirtation judgments, based on if–then rules that are extracted from peo-
ple. A six-step methodology is presented for designing a SJA. This advisor demon-
strates how “I’m getting mixed signals” can be effectively handled within the
framework of fuzzy logic, and can be used to sensitize individuals about their
(mis-) interpretations of a flirtation situation as compared to the outputs from a con-
sensus flirtation advisor. One of the novel aspects of a SJA is that in an actual flirta-
tion situation, all of the indicators of flirtation will most likely not be observed;
hence, a SJA must account for this by means of its architecture, which is an inter-
connection of subadvisors each for one or two antecedent rules. 

Chapter 9 is about how a Per-C can be used to assist in hierarchical decision
making. It presents the design of a procurement judgment advisor (PJA). A contrac-
tor has to decide which of three companies is going to get the final mass production
contract for a missile. The contractor uses five criteria to base his/her final decision,
namely: tactics, technology, maintenance, economy, and advancement. Each of
these criteria has some associated technical subcriteria; for example, for tactics, the
subcriteria are effective range, flight height, flight velocity, reliability, firing accu-
racy, destruction rate, and kill radius, whereas for economy, the subcriteria are sys-
tem cost, system life, and material limitation. The contractor creates a performance
evaluation table in order to assist in choosing the winning company. Contained
within this table are three columns, one for each of the three competing companies.
Entries into this table for the three companies are evaluations of the subcriteria. Ad-
ditionally, weights are assigned to all of the subcriteria, because they are not of
equal importance. These weights are fuzzy numbers such as around seven, around
five, and so on. The subcriteria evaluations range from numbers to words. Some-
how, the contractor has to aggregate this disparate information, and this is even
more difficult because the five criteria are themselves not of equal importance and
have their own linguistic weights assigned to them. Chapter 9 demonstrates how
novel weighted averages, which are described in Chapter 5, can be used to assist the
contractor in making a final decision. 

Chapter 10 is about how the Per-C can be used to assist in hierarchical and dis-
tributed decision-making. It presents the design of a journal publication judgment
advisor (JPJA). When an author submits a paper to a journal, the Editor usually as-
signs its review to an Associate Editor (AE), who then sends it to at least three re-
viewers. The reviewers send their reviews back to the AE who then makes a publi-
cation recommendation to the Editor based on these reviews. The Editor uses this
publication recommendation to assist in making a final decision about the paper. In
addition to the “comments for the author(s),” each reviewer usually has to complete
a review form in which the reviewer has to evaluate the paper based on two major
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criteria, technical merit and presentation. Technical merit has three subcriteria: im-
portance, content, and depth, and presentation has four subcriteria: style, organiza-
tion, clarity, and references. Each of the subcriteria has an assessment level that is
characterized by some words. A reviewer chooses one assessment level by check-
ing off one of the words. Usually, the reviewer is also asked to give an overall eval-
uation of the paper and make a recommendation to the AE. The AE then makes a fi-
nal decision based on the opinions of the three reviewers. 

This evaluation process is often difficult and subjective. The JPJA automates the
entire process and does not require that the reviewer provide an overall evaluation
of the paper. Instead, this is done by the JPJA using LWAs (Chapter 5) followed by
classification into one of the classes called accept, rewrite, or reject. This has the
potential to relieve much of the burden of the reviewers and the AE, and, moreover,
it may be more accurate and less subjective. 

Chapter 11 is where we wrap things up. It summarizes the methodology of per-
ceptual computing and provides proposed guidelines for when something should be
called computing with words. 

1.8 HIGH-LEVEL SYNOPSES OF TECHNICAL DETAILS

In this section, high-level synopses are provide for the most important technical de-
tails that are elaborated upon in Chapters 2–6, so that the applications-oriented
reader, who may not be interested in those details, can go directly to the application
chapters (Chapters 7–10).

1.8.1 Chapter 2: Interval Type-2 Fuzzy Sets

Consider [Mendel (2001b)] the transition from ordinary sets to fuzzy sets. When we
cannot determine whether the membership of an element in a set is 0 or 1, we use
fuzzy sets of type-1. Similarly, when the circumstances are so fuzzy that we have
trouble determining the membership grade even as a crisp number in [0,1], we use
fuzzy sets of type-2. A type-1 fuzzy set (T1 FS) has a grade of membership that is
crisp, whereas an interval type-2 FS (IT2 FS) has grades of memberships that are
fuzzy, so it could be called a “fuzzy fuzzy-set.” Symbol A is used for a T1 FS,
whereas symbol ~A is used for an IT2 FS (or, for that matter any T2 FS).

Imagine blurring the type-1 membership function depicted in Fig. 1.12 (a) by
shifting the points on the triangle either to the left or to the right and not necessarily
by the same amounts, as in Fig. 1.12(b). Then, at a specific value of x, say x�, there
no longer is a single value for the membership function; instead, the membership
function takes on values wherever the vertical line intersects the blur. When all of
those values are weighted the same for all x�, one obtains an interval type-2 fuzzy
set. Such a FS, ~A, is completely described by its footprint of uncertainty (FOU),
FOU( ~A ), an example of which is depicted in Fig. 1.13. The FOU( ~A ), in turn, is
completely described by its lower and upper membership functions, LMF( ~A ) and

24 INTRODUCTION

c01.qxd  3/3/2010  9:58 AM  Page 24

www.it-ebooks.info

http://www.it-ebooks.info/


UMF( ~A ). Although these functions are shown as triangles in Fig. 1.13, they can
have many other shapes, for example, trapezoids or Gaussian.

It is very easy to compute the union, intersection, and complement of IT2 FSs
just in terms of simple T1 FS operations that are performed only on LMFs or UMFs
of IT2 FSs. This makes such FSs very useful for practical applications.

Examining Fig. 1.13, one senses that the uncertainty about an IT2 FS must be re-
lated to how much area is enclosed within the FOU, that is, a thinner and narrower
FOU has less uncertainty about it than does a fatter and broader FOU. The centroid
of ~A, C~A, provides a measure of the uncertainty about such an FS. It is an interval of
numbers that has both a smallest and a largest value, that is, C~A = [cl(

~A ), cr(
~A )], and

cr(
~A ) – cl(

~A ) is small for thin FOUs and is large for fat FOUs. The trick is to com-
pute cl(

~A ) and cr(
~A ). Unfortunately, there are no closed-form formulas for doing

this; however, Karnik and Mendel (2001) have developed iterative algorithms, now
known as KM algorithms, for computing cl(

~A ) and cr(
~A ). These algorithms are very

heavily used in this book.
Cardinality of a crisp set is a count on the number of elements in that set. The
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Figure 1.12. (a) Type-1 membership function, (b) blurred type-1 membership function, and
(c) FOU for an IT2 FS (Mendel, 2001; © 2001, Prentice-Hall).
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Figure 1.13. FOU for an IT2 FS ~A. The FOU is completely described by its lower and upper
membership functions (Mendel, 2007c; © 2007, IEEE).
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cardinality of an IT2 FS ~A is an interval of numbers, the smallest number being the
cardinality of LMF( ~A ) and the largest number being the cardinality of UMF( ~A ).
The average cardinality of ~A is the average of these two numbers.

1.8.2 Chapter 3: Encoding: From a Word to a Model—The Codebook

Words mean different things to different people, so they are uncertain; hence, as we
have argued earlier in this chapter, a FS model is needed for a word that has the po-
tential to capture its uncertainties. An IT2 FS is used as a FS model of a word be-
cause it is characterized by its FOU and, therefore, has the potential to capture word
uncertainties.

In order to obtain an IT2 FS model for a word, the following are required: (1) a
continuous scale must be established for each variable of interest, and (2) a vocabu-
lary of words must be created that covers the entire scale. Our methods are de-
scribed for the continuous scale numbered 0–10.

For perceptual computing, one begins by establishing a vocabulary of applica-
tion-dependent words, one that is large enough so that a person will feel linguisti-
cally comfortable interacting with the Per-C. This vocabulary must include subsets
of words that feel, to each subject, like they will collectively cover the scale 0–10.
The collection of words, ~Wi, in the vocabulary and their IT2 FS models, FOU( ~Wi),
constitutes a codebook for an application (A), that is, Codebook = {( ~Wi, FOU( ~Wi)), i
= 1, . . . , NA}.

The term fuzzistics, which is a merging of the words fuzzy and statistics, was
coined by Mendel (2003b) to summarize the problem of going from word data col-
lected from a group of subjects, with their inherent random uncertainties that are
quantified using statistics, to a word fuzzy set model that captures measures of the
word data uncertainties. When the FS model is an IT2 FS, this is called type-2
fuzzistics.

After a scale is established and a vocabulary of words is created that is believed
to cover the entire scale, interval end-point data are collected from a group of sub-
jects. The method for doing this consists of two steps: (1) randomize the words, and
(2) survey a group of subjects to provide end-point data for the words on the scale. 

Words need to be randomized so that subjects will not correlate their word-inter-
val end points from one word to the next. The randomized words are used in a sur-
vey whose wording might be:

Below are a number of labels that describe an interval or a “range” that falls some-
where between 0 and 10. For each label, please tell us where this range would start and
where it would stop. (In other words, please tell us how much of the distance from 0 to
10 this range would cover.) For example, the range “quite a bit” might start at 6 and
end at 8. It is important to note that not all ranges be the same and ranges can overlap.

Experiences with carrying out such surveys show that they do not introduce
methodological errors and that anyone can answer such questions. 

Chapter 3 provides a very practical type-2 fuzzistics method, one that is called the
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interval approach (IA) [Liu and Mendel (2007, 2008)]. The IA consists of two parts,
a data part and a fuzzy set (FS) part. In the data part, data intervals that have been col-
lected from a group of subjects are preprocessed, after which data statistics are com-
puted for the surviving intervals. In the FS part, FS uncertainty measures are estab-
lished for a prespecified triangle T1 MF [always beginning with the assumption that
the FOU is an interior FOU (as in Fig. 1.14), and, if need be, later switching to a
shoulder FOU (as in Fig. 1.14)]. Then the parameters of the triangle T1 MF are de-
termined using the data statistics, and the derived T1 MFs are aggregated using union
leading to an FOU for a word, and finally to a mathematical model for the FOU.

One of the strong points of the IA is that subject data establish which FOU is
used to model a word, that is, the FOU is not chosen ahead of time. 

The only FOUs that can be obtained for a word using the IA are the ones depicted
in Fig. 1.14, and so these FOUs are referred to herein as canonical FOUs for a word.

A word that is modeled by an interior FOU has an UMF that is a trapezoid and a
LMF that is a triangle, but, in general, neither the trapezoid nor the triangle are sym-
metrical. A word that is modeled as a left- or right-shoulder FOU has trapezoidal
upper and lower MFs; however, the legs of the respective two trapezoids are not
necessarily parallel. 

That there are only three canonical FOUs for a word is very different than in
function approximation applications of IT2 FSs (e.g., as in fuzzy logic control, or
forecasting of time-series) where one is free to choose the shapes of the FOUs
ahead of time and many different choices are possible.

1.8.3 Chapter 4: Decoding—From FOUs to a Recommendation

The recommendation from the decoder can have several different forms:

1. Word. This is the most typical case. For example, for the social judgment ad-
visor developed in Chapter 8, the FOU at the output of the CWW engine
needs to be mapped into a word (or a group of similar words) in the codebook
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so that it can be understood. Similarity measures that compare the similarity
between two FOUs are needed to do this.

2. Rank. In some decision-making situations, several strategies/candidates are
compared at the same time to find the best one(s). For example, in the invest-
ment judgment advisor that is developed in Chapter 7, several investment al-
ternatives are compared to find the one(s) with the best overall match to an
investor. In the procurement award judgment advisor developed in Chapter 9,
three missile systems are compared to find the one with the best overall per-
formance. Ranking methods are needed to do this.

3. Class. In some decision making applications, the output of the CWW engine
has to be mapped into a class. For example, in the journal publication judg-
ment advisor that is developed in Chapter 10, the outputs of the CWW engine
are IT2 FSs representing the overall quality of a journal article from each re-
viewer and from the aggregated reviewers, and they need to be mapped into
one of three decision categories: accept, revise, and reject. Classifiers are
needed to do this.

Obviously, if two FOUs have the same shape and are located very close to each
other, they should be linguistically similar; or, if they have different shapes and are
located close to each other, they should not be linguistically similar; or, if they have
the same or different shapes but are not located close to each other they should also
not be linguistically similar. 

There are around 50 similarity measures that have been published for T1 FSs, but
only six for IT2 FSs. Chapter 4 explains that of these six the Jaccard similarity mea-
sure, which utilizes both shape and proximity information about an FOU simultane-
ously, gives the best results, that is, the Jaccard similarity measure provides a crisp
numerical similarity measure that agrees with all three of the previous statements. 

Simply stated, the Jaccard similarity measure is the ratio of the average cardinali-
ty of the intersection of two IT2 FSs to the average cardinality of the union of the two
IT2 FSs. The average cardinality is defined in Chapter 2 and is easy to compute.

There are more than 35 methods for ranking T1 FSs, but only two methods for
ranking IT2 FSs. Chapter 4 focuses on one of those methods, one that is very simple
and based on the centroid of an IT2 FS. First, the centroid (Chapter 2) is computed for
each FOU, and then the center of each centroid is computed, after which the average
centroids for all FOUs are sorted in increasing order to obtain the rank of the FOUs.

The classification literature is huge [e.g., Duda et al. (2001)]. Our classifiers are
based on subsethood, which defines the degree of containment of one set in another.
Subsethood is conceptually more appropriate for a classifier than similarity because
~A and class-FOUs belong to different domains (e.g., in Chapter 10, the FOU for
quality of a journal article is classified into accept, rewrite, or reject). The subset-
hood between two IT2 FSs, ~A and ~B, ss( ~A, ~B), may either be an interval of numbers,
ss( ~A, ~B) = [ssl(

~A, ~B), ssr(
~A, ~B)] or a single number. We prefer to use a single subset-

hood number for our classifiers. 
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1.8.4 Chapter 5: Novel Weighted Averages as a CWW Engine

This is the first of two chapters that provide CWW engines. Aggregation of numer-
ical subcriteria (data, features, decisions, recommendations, judgments, scores, etc.)
obtained by using a weighted average of those numbers is quite common and wide-
ly used. In many situations, however, providing a single number for either the sub-
criteria or weights is problematic (there could be uncertainties about them), and it is
more meaningful to provide intervals, T1 FSs or IT2 FSs, or a mixture of all these,
for them. A novel weighted average (NWA) is a weighted average in which at least
one subcriterion or weight is not a single real number, but is instead an interval, T1
FS, or an IT2 FS. NWAs include the interval weighted average (IWA), fuzzy
weighted average (FWA), and linguistic weighted average (LWA). 

When at least one subcriterion or weight is modeled as an interval, and all other
subcriteria or weights are modeled by no more than such a model, the resulting WA
is called an IWA, denoted YIWA. On the other hand, when at least one subcriterion or
weight is modeled as a T1 FS, and all other subcriteria or weights are modeled by
no more than such a model, the resulting WA is called a FWA, denoted YFWA. And,
finally, when at least one subcriterion or weight is modeled as an IT2 FS, the result-
ing WA is called a LWA. 

The IWA and FWA are special cases of the LWA; hence, here our focus is only on
the latter.17 The following is a very useful expressive way to summarize the LWA:

(1.1)

where subcriteria  ~Xi and weights  ~Wi are characterized by their FOUs, and ~YLWA is
also an IT2 FS. This is called an expressive way to summarize the LWA rather than
a computational way to summarize the LWA, because the LWA is not computed by
multiplying, adding, and dividing IT2 FSs. It is more complicated than that. How to
actually compute ~YLWA is described in Chapter 5, and, somewhat surprisingly, KM
algorithms are the bread-and-butter tools for the computations. The exact details of
the computations are not needed here. What is needed is the recognition that given
FOUs for ~Xi and  ~Wi, it is possible to compute FOU( ~YLWA). 

1.8.5 Chapter 6: If–Then Rules as a CWW Engine

Chapter 6 is the second of two chapters that provide CWW engines. One of the
most popular CWW engines uses if–then rules. Chapter 6 is about such rules and
how they are processed within a CWW engine so that their outputs can be mapped
into a word recommendation by the decoder. This use of if–then rules in a Per-C is
quite different from their use in most engineering applications of rule-based sys-
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tems—fuzzy logic systems (FLSs)—because in a FLS the output almost always is a
number, whereas the output of the Per-C is a recommendation. This distinction has
some very interesting ramifications and they are also covered in Chapter 6.

By a rule is meant an if–then statement, such as

(1.2)

In equation (1.2), xi are called antecedents and y is called a consequent. In logic,
equation (1.2) is also called an implication, and when Fl

i is either a T1 or T2 FS it is
called a fuzzy implication. There are many mathematical models for a fuzzy impli-
cation that have appeared under the subject heading of approximate reasoning, for
example, Table 11.1 in Klir and Yuan (1995) lists 14. Each of these models has the
property that it reduces to the truth table of material implication when fuzziness dis-
appears, that is, to logical reasoning.

Rational calculation (Chater, et al., 2003) is the view that the mind works by
carrying out probabilistic, logical, or decision-theoretic operations (e.g., by the truth
table of material implication). Rational description is the view that behavior can be
approximately described as conforming with the results that would be obtained by
some rational calculation. For perceptual computing, logical reasoning will not be
implemented as prescribed by the truth table of material implication; instead, ratio-
nal description is subscribed to.

For CWW, our requirement is that the output of the if–then CWW engine should
be an FOU that resembles the three kinds of FOUs in a CWW codebook (as ex-
plained in Section 1.8.2). This is so that the decoder can do its job properly (map an
FOU into a word in a codebook), and agrees with the adage, “not only do words
mean different things to different people,” but they must also mean similar things to
different people, or else people would not be able to communicate with each other.
Because none of the widely used fuzzy reasoning models lead to FOUs that resem-
ble the three kinds of FOUs in a CWW codebook, a new fuzzy reasoning model is
proposed, called perceptual reasoning18 (PR) [Mendel and Wu (2008)]. PR not
only fits the concept of rational description, but also leads to FOUs that resemble
the three kinds of FOUs in a CWW codebook.

PR consists of two steps: 

1. A firing quantity is computed for each rule by computing the Jaccard similar-
ity measure between each input word and its corresponding antecedent word,
and, if a rule has p antecedents, then taking the minumum of the p Jaccard
similarity measures.

2. The IT2 FS consequents of the fired rules are combined using a linguistic
weighted average in which the “weights” are the firing quantities and the
“subcriteria” are the IT2 FS consequents.

=1 1:  IF  is  and  and  is , THEN  is      1 ,...,l l l l
p pR x F x F y G l M
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18“Perceptual reasoning” is a term coined in Wu and Mendel (2008) because it is used by the Per-C when
the CWW engine consists of if–then rules.
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The result is an FOU for PR, and, as proved in Chapter 6, this FOU does indeed
resemble the three kinds of FOUs in a CWW codebook.
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CHAPTER 2

Interval Type-2 Fuzzy Sets

2.1 A BRIEF REVIEW OF TYPE-1 FUZZY SETS

It is said that before you can learn to run you must first learn to walk. Although
most readers of this book will already be familiar with type-1 fuzzy sets (T1 FSs),
before discussions are given about interval type-2 fuzzy sets (IT2 FSs)—our analog
of “running”—a short review of T1 FSs is provided—our analog of “walking.” Do-
ing this will also let us establish common notations and definitions for T1 FSs. To
begin, a T1 FS is defined.

Definition 2.1. A fuzzy set (in this book called a type-1 fuzzy set) A is comprised of
a domain DA of the real numbers (also called the universe of discourse of A and fre-
quently denoted X) together with a membership function (MF) �A : DA � [0,1]. For
each x � DA, the value of �A(x) is the degree of membership, or membership grade,
of x in A. If �A(x) = 1 or �A(x) = 0 for �x � DA, then the fuzzy set A is said to be a
crisp set. 

Recall that a crisp set A can be described by listing all of its members, or by
identifying the elements in A by specifying a condition or conditions that the ele-
ments must satisfy, or by using a zero-one MF (also called characteristic function,
discrimination function, or indicator function) for A. On the other hand, a T1 FS can
only be described by its MF; hence, the T1 FS A and its MF �A(x) are synonyms
and are, therefore, used interchangeably, that is, A ⇔ �A(x). Additionally, the terms
degree of membership, membership function (MF), and membership grade are also
used interchangeably.

When DA is continuous (e.g., the real numbers), A is written as 

(2.1)

In this equation, the integral sign does not denote integration; it denotes the collec-
tion of all points x � DA with associated MF �A(x). When DA is discrete (e.g., the
integers), A is written as 

(2.2)μ= ∑ ( ) /
A

AD
A x x

μ= ∫ ( ) /
A

AD
A x x
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In this equation, the summation sign does not denote arithmetic addition; it denotes
the collection of all points x � DA with associated MF �A(x); hence, it denotes the
set theoretic operation of union. The slash in equations (2.1) and (2.2) associates the
elements in DA with their membership grades, where �A(x) > 0.

Sometimes, a T1 FS may depend on more than a single variable, in which case
its MF is multivariate; for example, if the T1 FS B depends on two variables, x1 and
x2, where x1 � DX1

and x2 � DX2
, then, in general, its MF is �B(x1, x2) for �(x1, x2)

� DX1
× DX2

. This MF is three-dimensional and can be quite complicated to estab-
lish. For more than two variables, it may be quite hopeless to establish a multivari-
ate MF. 

In this book all multivariate MFs are assumed to be separable, that is, �B(x1, x2)
is expressed directly in terms of the univariate MFs �B(x1) and �B(x2) as 

(2.3) 

For CWW this is a very plausible assumption because, as explained in Chapter 3,
only univariate word MFs are established from data.

Definition 2.2. The support of a T1 FS A is the crisp set of all points x � DA such
that �A(x) > 0. A T1 FS whose support is a single point in DA with �A(x) = 1 is
called a (type-1) fuzzy singleton.

Definition 2.3. A normal T1 FS is one for which supx�DA�A(x) = 1. 

Definition 2.4. A T1 FS A is convex if and only if  �A(�x1 + (1 – �)x2) �
min[�A(x1), �A(x2)], where x1, x2 � DA and � � [0, 1] [Klir and Yuan (1995)]. 

This can be interpreted as follows [Lin and Lee (1995)]. Take any two elements
x1 and x2 in FS A; then the membership grade of all points between x1 and x2 must
be greater than or equal to the minimum of �A(x1) and �A(x2). This will always oc-
cur when the MF of A is first monotonically nondecreasing and then monotonically
nonincreasing.

The most commonly used shapes for MFs are triangular, trapezoidal, piecewise
linear, Gaussian, and bell. Examples of triangle and trapezoidal MFs are depicted
in Fig. 2.1. Observe that both of the T1 FSs are normal and convex, the support
of T1 FS A is DA = [1, 11], the support of T1 FS B is DB = [7, 20], and for x �
[7, 11] x resides simultaneously in both A and B but with different grades of mem-
bership.

In general, MFs can either be chosen arbitrarily, based on the experience of an
individual (hence, the MFs for two individuals could be quite different depending
upon their experiences, perspectives, cultures, etc.), or, they can be designed using
optimization procedures [e.g., Horikawa et al. (1992), Jang (1992), Wang and
Mendel (1992a, b)]. Much more will be said about how to choose MFs in Chapter 3.

In this book, great use is made of linguistic variables. Wang (1997) provides the
following informal definition of a linguistic variable.

{ }1 2 1 2( , ) min ( ),  ( )B B Bx x x xμ μ μ=
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Definition 2.5. If a variable can take words in natural languages as its values, it is
called a linguistic variable, where the words are characterized by fuzzy sets defined
in the universe of discourse in which the variable is defined. 

Let v denote the name of a linguistic variable (e.g., eye contact, force, or econo-
my). Numerical (measured) values of a linguistic variable v are denoted x, where x
� Dv. A linguistic variable is usually decomposed into a set of terms, T, which cov-
er its universe of discourse. This decomposition is based on syntactic rules (a gram-
mar) for generating the terms. Examples of terms for eye contact or force are: none
to very little, small amount, some, moderate amount, large amount, and extreme
amount. Examples of terms for economy are: poor, moderate, good, and excellent.
Each of the terms is treated as a FS and is modeled by a MF.

A more formal definition of a linguistic variable, due to Zadeh (1973, 1975), tak-
en from Klir and Yuan (1995), is:

Definition 2.5��. Each linguistic variable is fully characterized by a quintuple (v, T,
X, g, m) in which v is the name of the variable, T is the set of linguistic terms of v
that refer to a base variable whose values range over the universal set X, g is a syn-
tactic rule for generating linguistic terms, and m is a semantic rule that assigns to
each linguistic term t � T its meaning, m(t), which is a fuzzy set1 on X [i.e., m : T �
F(X)]). 

Just as crisp sets can be combined using the union and intersection operations, so
can FSs; and, just as a crisp set can be complemented, so can a FS.

Definition 2.6. Let T1 FSs A and B be two subsets of X that are described by their
MFs �A(x) and �B(x). The union of A and B is described by the MF �A�B(x), where

2.1 A BRIEF REVIEW OF TYPE-1 FUZZY SETS 37
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x

µS (x )

S = A S = B

Figure 2.1. Examples of two T1 FSs, A and B.

1F(X) denotes the set of all ordinary (i.e., type-1) fuzzy sets of X.
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(2.4)

The intersection of A and B is described by the MF �A�B(x), where

(2.5)

The complement of A is described by the MF �Ac(x), where

(2.6)

Although �A�B(x) and �A�B(x) can be described using t-conorms and t-norms
[e.g., Klir and Yuan (1995)], in this book only the maximum t-conorm and the min-
imum t-norm are used in equations (2.4) and (2.5), respectively, because our focus
is on CWW. 

Example 2.1. The union and intersection of the two TI FSs A and B that are depict-
ed in Fig. 2.1, are shown in Figs. 2.2a and b, respectively. 

Some other aspects of T1 FSs are reviewed in later chapters of this book, as they
are needed.

2.2 INTRODUCTION TO INTERVAL TYPE-2 FUZZY SETS

A T1 FS2 has grades of membership that are crisp, whereas a type-2 fuzzy set (T2
FS) has grades of membership that are fuzzy, so it could be called a “fuzzy fuzzy-
set.” Such a set is useful in circumstances where it is difficult to determine the exact
MF for an FS, as in modeling a word by an FS. As an example [Mendel (2003)],
suppose the variable of interest is eye contact, denoted x, where x � [0, 10] and this
is an intensity range in which 0 denotes no eye contact and 10 denotes maximum
amount of eye contact. One of the words (terms) that might characterize the amount
of perceived eye contact (e.g., during an airport security check or during flirtation)
is “some eye contact.” 

Suppose that 50 men and women are surveyed, and are asked to locate the ends
of an interval for some eye contact on the scale 0–10. Surely, the same results will
not be obtained from all of them because words mean different things to different
people. One approach for using the 50 sets of two end points is to average the end
point data and to then use the average values to construct an interval associated with
some eye contact (SEC). A triangular (other shapes could be used) MF, �SEC(x),
could then be constructed, one whose base end points (on the x-axis) are at the two
end-point average values and whose apex is midway between the two end points.
This T1 triangular MF can be displayed in two dimensions; see the dashed MF in

μ μ= − ∀ ∈( ) 1 ( )   c AA
x x x X

μ μ μ∩ = ∀ ∈( ) min[ ( ), ( )]   A B A Bx x x x X

μ μ μ∪ = ∀ ∈( ) max[ ( ), ( )]   A B A Bx x x x X
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2The material in this section is taken from Mendel (2007a).
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Fig. 2.3. Unfortunately, it has completely ignored the uncertainties associated with
the two end points.

A second approach is to make use of the average end-point values and the stan-
dard deviation of each end point to establish an uncertainty interval about each av-
erage end-point value. By doing this, one can think of the locations of the two end
points along the x-axis as blurred. Triangles can then be located so that their base

2.2 INTRODUCTION TO INTERVAL TYPE-2 FUZZY SETS 39

(a)

(b)

0 1 7 11 20

1

x

µS (x)

S = A S = B

µA B(x)

0 1 7 11 20

1

x

µS (x)

S = A S = B

µA B(x)

Figure 2.2. (a) Union and (b) intersection of the two T1 FSs A and B, that are depicted in
Fig. 2.1.

�A�B(x)

�A�B(x)
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end points can be anywhere in the intervals along the x-axis associated with the
blurred average end points. Doing this leads to a continuum of triangular MFs sit-
ting on the x-axis, as in Fig. 2.3. For purposes of this discussion, suppose there are
exactly N such triangles. Then at each value of x = x� there can be up to N MF val-
ues �1

SEC(x�), �2
SEC(x�), . . . , �N

SEC(x�). Each of the possible membership values has
a weight assigned to it, say W1(x�), W2(x�), . . . , WN(x�) (see the top insert in Fig.
2.3). These weights can be thought of as the possibilities associated with each trian-
gle’s grade at this value of x. Consequently, at each x� the collection of grades is a
function {(�i

SEC(x�), Wi(x�)), i = 1, . . . , N} called the secondary MF. The resulting
T2 MF is three-dimensional. 

If all uncertainty disappears, then a T2 FS reduces to a T1 FS, as can be seen in
Fig. 2.3; for example, if the uncertainties about the left and right end points disap-
pear, then only the dashed triangle survives. This is similar to what happens in
probability, when randomness degenerates to determinism, in which case the proba-
bility density function collapses to a single point. In brief, a T1 FS is embedded in a
T2 FS, just as determinism is embedded in randomness.

It is not as easy to sketch three-dimensional figures of a T2 MF as it is to
sketch two-dimensional figures of a T1 MF. Another way to visualize a T2 FS is
to sketch its footprint of uncertainty (FOU) on the two-dimensional domain of the
T2 FS, and this is easy to do. The heights of a T2 MF (its secondary grades)
sit atop its FOU. In Fig. 2.3, if the continuum of triangular MFs is filled in (as
implied by the shading), then the FOU is obtained. Other examples of an FOU
are shown in Fig. 2.4. They include left- and right-shoulder FOUs and interior
FOUs. The uniform shading over the entire FOU means that uniform weighting
(possibilities) is assumed. Because of the uniform weighting, this T2 FS is called
an interval type-2 FS (IT2 FS). IT2 FSs are the only T2 FSs that are used in this
book. 

With this as a somewhat qualitative introduction to IT2 FSs, more formal defini-
tions are provided next.

2.2 INTRODUCTION TO INTERVAL TYPE-2 FUZZY SETS 41

N
x

1

Left shoulder
FOU

Interior FOUs
Right shoulder

FOU

Figure 2.4. Left-shoulder, right-shoulder, and interior FOUs, all of whose LMFs and UMFs
are piecewise linear (Liu and Mendel, 2008b; © 2008, IEEE).
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2.3 DEFINITIONS

In this section3 mathematically well-defined terms are provided that let us commu-
nicate effectively about IT2 FSs because these terms are used extensively in the rest
of the book. 

Definition 2.7. An IT2 FS ~A is characterized by the MF �~A(x, u), where x � X and u
� Jx � [0, 1], that is,

(2.7)

This can also be expressed as [Mendel (2001), Mendel and John (2002)]

(2.8)

where x, called the primary variable, has domain X; u �[0, 1], called the secondary
variable, has domain Jx � U = [0, 1] at each x � X; Jx, is called the primary mem-
bership (or the codomain) of x, and is defined below in equation (2.14); and, the
amplitude of �~A(x, u), called a secondary grade of ~A, equals 1 for �x � X and �u �
Jx � [0, 1]. The bracketed term in equation (2.8) is called the secondary MF, or ver-
tical slice, of ~A, and is denoted4 �~A(x), that is,

(2.9)

so that ~A can also be expressed in terms of its vertical slices as

(2.10)

For continuous X and U, equation (2.8) means ~A : X � {[a, b]: 0 � a � b � 1}.
Observe that each �~A(x) is a T1 FS.

Equation (2.10) is called a vertical-slice representation (decomposition) of an
IT2 FS.

Definition 2.8. Uncertainty about ~A is conveyed by the union of all its primary
memberships, which is called the footprint of uncertainty (FOU) of ~A (see Fig. 2.5),
that is,

μ
∈

= ∫ 
 ( ) /

A
x X

A x x

μ
∈ ⊆

= ∫
[0,1]

( ) 1
x

A
u J

x u

∈ ∈ ⊆ ∈ ∈ ⊆

⎡ ⎤
= = ⎢ ⎥

⎢ ⎥⎣ ⎦
∫ ∫ ∫ ∫

[0,1] [0,1]

1 ( , ) 1
x xx X u J x X u J

A x u u x

{ }μ= = ∀ ∈ ∀ ∈ ⊆
 (( , ), ( , ) 1) | , [0,1]xA
A x u x u x X u J
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3Some of the material in this section is taken from Mendel, Hagras, and John (2006).
4�~A(x) is actually a function of secondary variable u; hence, a better notation for it is �~A(u|x). Because the
notation �~A(x) is already widely used by the T2 FS community, it is not changed here.
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(2.11)

The size of an FOU is directly related to the uncertainty that is conveyed by an
IT2 FS. So, an FOU with more area is more uncertain than one with less area. How
to quantify the uncertainty about an FOU is discussed in Section 2.6.

According to Zadeh (2008), a “granule [is] a clump of attribute values drawn to-
gether by indistinguishability, equivalence, proximity, or functionality.” According
to Bargiela and Pedrycz (2008), “Information granulation is a grouping of elements
based on their indistinguishability, similarity, proximity or functionality.” An IT2
FS can be interpreted as a granule, and when words are modeled by IT2 FSs (as is
done in Chapter 3), those models are granular models.

Definition 2.9. The upper membership function (UMF) and lower membership
function (LMF) of ~A are two type-1 MFs that bound the FOU (Fig. 2.5). UMF( ~A) is
associated with the upper bound of FOU( ~A) and is denoted ���~A(x), �x � X, and
LMF( ~A) is associated with the lower bound of FOU( ~A) and is denoted �~A(x), �x �
X, that is,

(2.12)

(2.13)

Comment: For notational simplicity, in some later chapters we sometimes use A� (A)
to denote the UMF( ~A) [LMF( ~A)], and consequently �A�(x) [�A(x)] for the member-
ship grade on A� (A).

Definition 2.10. The support of LMF( ~A) [UMF( ~A)] is the crisp set of all points x �
X such that LMF( ~A) > 0 [UMF( ~A) > 0]. The support of ~A is the same as the support
of UMF( ~A). 

μ≡ = ∀ ∈
 ( ) ( ) ( )    

A
LMF A x FOU A x X

μ≡ = ∀ ∈
 ( ) ( ) ( )     

A
UMF A x FOU A x X

{ }
∀ ∈

= = ∈ ⊆ ( ) ( , ) : [0,1]x x
x X

FOU A J x u u J
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LMF(A)˜
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˜

'

Figure 2.5. Interval T2 FSs and associated quantities (Mendel, 2007a, © 2007, IEEE).
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Definition 2.11. IT2 FS ~A is convex if both LMF( ~A) and UMF( ~A), which are T1
FSs, are convex over their respective supports (see Definition 2.4). 

In general, the supports of LMF( ~A) and UMF( ~A) are different, and the support of
LMF( ~A) is contained within the support of the UMF( ~A). All of our word FOUs
(Chapter 3) satisfy this definition of convexity.

Note that the primary membership Jx is5 an interval set, that is, 

(2.14)

This set is continuous when U is continuous and is discrete when U is discrete, in
which case it is denoted Jx{� ~A(x), . . . , ��~A(x)}. Using equation (2.14), the FOU( ~A)
in equation (2.11) can also be expressed as

(2.15)

A very compact way to describe an IT2 FS is

(2.16)

where this notation means that the secondary grade equals 1 for all elements of
FOU( ~A). Because all of the secondary grades of an IT2 FS equal 1, these secondary
grades convey no useful information; hence, an IT2 FS is completely described by
its FOU.

Definition 2.12. For continuous universes of discourse X and U, an embedded T1
FS Ae is

(2.17)

The set Ae is embedded in FOU( ~A). An example of Ae is given in Fig. 2.5. Other
examples are ��~A(x) and � ~A(x) (�x � X). 

When the universes of discourse X and U are continuous then there are an un-
countable number of embedded T1 FSs in ~A. Because such sets are only used for
theoretical purposes and are not used for computational purposes, this poses no
problem.

For discrete universes of discourse X and U, an embedded T1 FS Ae has N ele-
ments, one each from Jx1

, Jx2
, . . . , JxN

, namely u1, u2, . . . , uN, that is, 

∈
= ∈∫      e xx X

A u x u J

= 1 / ( )A FOU A

μ μ
∀ ∈

⎡ ⎤= ⎣ ⎦
 ( ) ( ), ( )

AA
x X

FOU A x x

μ μ⎡ ⎤= ⎣ ⎦ ( ), ( )x AA
J x x

44 INTERVAL TYPE-2 FUZZY SETS

5The notation Jx is entrenched in the T2 FS literature; however, it fails to designate for which IT2 FS it is
applicable, so, a better notation might be J~

A(x) or J
~
A
x . The ambiguous notation Jx is retained in this book

so that the reader will be able to easily connect with the T2 FS literature.
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(2.18)

There are a total of �N
i=1Mi embedded T1 FSs.

2.4 WAVY-SLICE REPRESENTATION THEOREM

So far, the vertical-slice representation of an IT2 FS, given in equation (2.10), has
been emphasized. In this section a different representation is provided for such a
fuzzy set, one that is in terms of so-called wavy slices. This representation, which
makes very heavy use of embedded T1 FSs, was first presented in Mendel and John
(2002) for an arbitrary T2 FS, and is the bedrock for the rest of this book.6 It is stat-
ed here for a discrete IT2 FS.

Theorem 2.1 (Wavy-Slice Representation Theorem). Assume that the primary
variable x of an IT2 FS is sampled at N values, x1, . . . , xN, and at each of these val-
ues its primary memberships ui are sampled at Mi values, ui1, . . . , uiMi

. Then ~A is
represented by equation (2.16) in which 

(2.19)

This theorem expresses FOU( ~A) as a union of simple T1 FSs. Equation (2.19) is
called a wavy-slice representation of ~A.                                                                   

Proof: The results in Equation (2.19) are obvious using the following simple geo-
metric argument. Create all of the possible embedded T1 FSs in FOU( ~A) and take
their union to reconstruct FOU( ~A). Same points, which occur in different embedded
T1 FSs, only appear once in the set-theoretic union. 

Note that both the union of the vertical slices and the union of embedded T1 FSs can
be interpreted as covering representations, because they both cover the entire FOU.

In the sequel it will be seen that one does not need to know the explicit natures of
any of the wavy slices in FOU( ~A) other than � ~A(x) and ��~A(x). In fact, for an IT2
FS, everything can be determined just by knowing its lower and upper MFs.

2.5 SET-THEORETIC OPERATIONS

The goal of this section7 is to obtain formulas for the union and intersection of two
IT2 FSs and also the formula for the complement of an IT2 FS, because these oper-
ations are frequently used in a CWW engine that is based on if–then rules (Chapter
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6Although this representation theorem is usually referred to as the Representation Theorem, we now pre-
fer to call it the Wavy-Slice Representation Theorem (RT, for short), in order to distinguish it from the
vertical slice representation.
7The material in this section follows Mendel, John, and Liu (2006).
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6). There are different approaches to deriving such formulas [e.g., extension princi-
ple (Zadeh, 1975) and interval arithmetic (Klir and Yuan, 1995)]. The approach that
is taken here is based entirely on the Wavy-Slice Representation Theorem 2.1 and
the formulas for the union and intersection of two T1 FSs, and the complement of a
T1 FS that are given in equations (2.4)–(2.6).

Theorem 2.2. For continuous universes of discourse, (a) The union of two IT2 FSs,
~A and ~B, ~A � ~B, is another IT2 FS, with FOU( ~A � ~B), that is,

(2.20)

where � denotes the disjunction operator (e.g., maximum); (b) the intersection of
two IT2 FSs, ~A and ~B, ~A � ~B, is also another IT2 FS, with FOU( ~A � ~B), that is, 

(2.21)

where � denotes the conjunction operator (e.g., minimum); and, (c) the comple-
ment of IT2 FS ~A, ~Ac, is an IT2 FS, with FOU( ~Ac), that is,

(2.22)

For discrete universes of discourse, replace the interval sets [�, �] by the sets {�, . . . , �}. 

The proof of part (a) is given in Appendix A. The proofs of parts (b) and (c) are
left to the reader.

It is very important to observe, from equations (2.20)–(2.22) that all of their cal-
culations only involve calculations between T1 FSs.

Example 2.2. Two IT2 FSs, ~A and ~B, are depicted in Fig. 2.6a. Their union and in-
tersection are depicted in Figs. 2.6b and 2.6c, respectively. 

The generalizations of parts (a) and (b) of Theorem 2.2 to more than two IT2 FSs
follows directly from equations (2.20) and (2.21) and the associative property of T2
FSs, for example:

(2.23)

(2.24)

2.6 CENTROID OF AN IT2 FS

2.6.1 General Results

The centroid of an IT2 FS, which is the most important computation in this book,
provides8 a measure of the uncertainty of such a FS. This is explained more careful-
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8Most of the material in this section is taken from Mendel and Wu (2007a).
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ly at the end of this subsection. Using equation (2.19), the centroid of IT2 FS ~A,
C~A(x), is defined as follows.

Definition 2.13. The centroid C~A(x) of an IT2 FS ~A is the union of the centroids of
all its embedded T1 FSs , c(Ae), that is, 

(2.25)

where 

(2.26)

(2.27)
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Figure 2.6. (a) Two IT2 FSs, ~A and ~B; (b) FOU( ~A � ~B); and (c) FOU( ~A � ~B).
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C~A(x) is shown as an explicit function of x because the centroid of each embed-
ded T1 FS falls on the x-axis. Recall that there are nA embedded T1 FSs that are
contained within FOU( ~A); hence, computing their centroids leads to a collection of
nA numbers, 	N

i=1xi
i/	N
i=1
i, that have both a smallest and largest element, cl(

~A) � cl

and cr(
~A) � cr, respectively.9 That such numbers exist is because 	N

i=1xi
i/	N
i=1
i is a

bounded number. When discretizations of the primary variable and primary mem-
bership approach zero, {cl(

~A), . . . , cr(
~A)} � [cl(

~A), . . . , cr(
~A)], an interval set. In

the literature about the centroid, it is customary write C~A as [cl(
~A), cr(

~A)], something
that we also do.

Because xi are sampled values of the primary variable, it is true that in equations
(2.26) and (2.27),

(2.28)

in which x1 denotes the smallest sampled value of x and xN denotes the largest sam-
pled value10 of x. 

Examining equations (2.26) and (2.27) it seems that cl and cr could be computed
by adding and then dividing interval sets. Klir and Yuan (1995) provide the follow-
ing closed-form formula for the division of two interval sets:

[a,b]/[d,e] = [a,b] × [1/e, 1/d] (2.29)
= [min(a/d, a/e, b/d, b/e), max(a/d, a/e, b/d, b/e)]

It would seem that this result could be applied to determine closed-form formulas
for cl and cr. Unfortunately, this cannot be done because the derivation of this result
assumes that a, b, d, and e are independent. Due to the appearance of 
i in both the
numerator and denominator of equations (2.26) and (2.27), the required indepen-
dence is not present; hence, this interesting closed-form result cannot be used to
compute cl and cr.

Karnik and Mendel (2001) have developed iterative algorithms—now known
as KM Algorithms—for computing cl and cr. These algorithms, which are very
heavily used in many later chapters of this book, are derived and discussed in
Section 2.7. In that section, it is shown that cl and cr each has the following struc-
ture:

(2.30)
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9When there is no ambiguity about the IT2 FS whose centroid is being computed, it is common to short-
en cl(

~A) and cr(
~A) to cl and cr, respectively, something that is done in this book.

10If Gaussian MFs are used, then in theory x1 � –� and xN � �; but, in practice, when truncations are
used x1 and xN are again finite numbers.
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(2.31)

In these equations, L and R are called switch points, and it is these switch points
that are determined by the KM algorithms. Observe that in equation (2.30) when i =
L + 1, 
i in equation (2.26) switches from values on the UMF, ��~A(xi), to values on
the LMF, � ~A(xi); and, in equation (2.31) when i = R + 1, 
i in equation
(2.27) switches from values on the LMF, � ~A(xi), to values on the UMF, ��~A(xi). An
example that illustrates the two switch points is given in Fig. 2.7. 

It is well known from information theory that entropy provides a measure of the
uncertainty of a random variable [Cover and Thomas (1991)]. Recall that a one-
dimensional random variable that is uniformly distributed over a region has entropy

μ μ

μ μ

= = +

= = +

+
=

+

∑ ∑

∑ ∑





1 1

1 1

( ) ( )

( ) ( )

R N

i i i iAA
i i R

r R N

i iAA
i i R

x x x x
c

x x

2.6 CENTROID OF AN IT2 FS 49

(a)

(b)

1

x
xL

xR

1

x

 

 

FOU(A)
~

FOU(A)
~

Figure 2.7. The embedded T1 FSs that are used to compute switch points L and R are shown
by the heavy lines in (a) and (b), respectively (Mendel, 2007a; © 2007, IEEE).
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equal to the logarithm of the length of that region. Comparing the MF �C~A (x) of the
interval fuzzy set C~A(x), where �C~A (x) = 1 when x � [cl, cr] and �C~A (x) = 0 when x
� [cl, cr], with the probability density function pX(x) that is uniformly distributed
over [cl, cr], where pX(x) = 1/(cr – cl) when x � [cl, cr] and pX(x) = 0 when x � [cl,
cr], it is clear that they are almost the same except for their amplitudes. Therefore, it
is reasonable to consider the extent of the uncertainty of the fuzzy set C~A(x) to be
the same as (or proportional to) that of the random variable X. The length of C~A(x),
cr – cl, can therefore be used to measure the extent of the uncertainty of an IT2 FS
[Wu and Mendel (2002)].

2.6.2 Properties of the Centroid

Since the introduction of the centroid, its properties have been studied by Mendel
and Wu (2007a), Liu and Mendel (2008), and Mendel (2005). Here, some of those
properties are stated without proof, because they provide insights about the centroid
and can also greatly simplify its computation.11

Property 1 [Mendel and Wu (2007a)]: Let ~A be an IT2 FS defined on X, and ~A� be ~A
shifted by12 �m along X, that is, � ~A�(x)  = � ~A(x – �m) and ��~A�(x)  = ��~A�(x – �m). Then
the centroid of ~A�, C~A�(x)= [cl(

~A�), cr(
~A�)], is the same as the centroid of ~A, C~A(x)=

[cl(
~A), cr(

~A)], shifted by �m, that is, cl(
~A�) = cl(

~A) + �m and cr(
~A�) = cr(

~A) + �m. 

This property lets FOU( ~A) be relocated to a more convenient place for the actual
computations of cl and cr, and demonstrates that it is only the shape of FOU( ~A) that
affects cr – cl and not where that shape resides on the axis of the primary variable.

Property 2 [Mendel and Wu (2007a)]: If the primary variable x is bounded, that is,
x � [x1, xN], then cl(

~A) � x1 and cr(
~A) � xN. 

Although the centroid cannot be computed in closed form, this property provides
bounds for the centroid that are available from knowledge of the domain of the pri-
mary variable.

Property 3 [Mendel and Wu (2007a)]: If LMF( ~A) is entirely on the primary-variable
(x) axis, and x � [x1, xN], then the centroid does not depend upon the shape of FOU( ~A)
and, as long as x1 and xN are included in the sampling points, it equals [x1, xN]. 

An example of a FOU for which LMF( ~A) is entirely on the primary-variable (x)
axis, and x � [x1, xN], is depicted in Fig. 2.8. It is called a completely filled-in FOU.
Although the results of this property may seem strange, remember that each of the
centroids in equation (2.25) that make up the centroid of ~A provides a center of
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11The statements of the properties and their accompanying discussions have been taken from Mendel
(2007b).
12�m can be positive or negative.
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gravity about the vertical (primary membership) axis and, according to Property 2,
each of these centroids must be contained within [x1, xN]. For a completely filled-in
FOU, the centroid actually equals [x1, xN]. This property also demonstrates that for
such a FOU its UMF plays no role in determining the centroid. In this book, this is
considered to be an undesirable property for a FOU because such a FOU is one of
maximum area (for a fixed UMF) and, therefore maximum uncertainty.

Symmetrical FOUs can occur, for example, create an FOU by starting with a
Gaussian primary MF and allowing its mean, standard deviation or both to vary
over intervals; then the resulting FOU will be symmetrical (Fig. 2.9). For such an
FOU, the following properties hold.
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x
xNx1

FOU(A)
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~
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~

Figure 2.8. Completely filled-in FOU (Mendel and Wu, 2007a; © 2007, Elsevier).

u

x

m1 m2

Figure 2.9. FOU that is symmetrical about m = (m1 +  m2)/2, (Wu and Mendel, 2007; ©
2007, IEEE).
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Property 4 [Mendel (2005)]: If ~A is symmetrical about primary variable x at x = m,
then the centroid of such an IT2 FS is symmetrical about x = m, and the center of
the centroid (i.e., the defuzzified value) equals m. 

Note that by using Property 4, one only has to compute cl(
~A), because [cl(

~A) +
cr(

~A)]/2 = m, so that cr(
~A) = 2m – cl(

~A). This represents a 50% savings in computa-
tion. 

Property 5 [Mendel and Wu (2007a)]: If  ~A is symmetrical about m � X, then cl(
~A)

� m and cr(
~A) � m. 

This property can be combined with Property 2 to provide lower and upper
bounds for cl(

~A) and cr(
~A). Other bounds for cl(

~A) and cr(
~A), that are explicit func-

tions of the geometry of FOU( ~A), are given in Mendel and Wu (2006, 2007b); but
because they are not used in this book they are not presented here.

Next, we turn to the KM algorithms because they are needed to implement many
of the results that are described in later chapters.

2.7 KM ALGORITHMS

2.7.1 Derivation of KM Algorithms 

Let13

(2.32)

If the usual calculus approach to optimizing y(
1, . . . , 
N) is taken and it is differen-
tiated with respect to any one of the N 
i, say 
k, it follows that

(2.33)

Because 	N
i=1 
i > 0, it is easy to see from equation (2.33) that
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13Our presentation follows that of Mendel and Wu (2007a).
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Unfortunately, equating y/
k to zero does not give us any information about the
value of 
k that optimizes y(
1, . . . , 
N), that is,

(2.35)

Observe that 
k no longer appears in the final expression in equation (2.35), so that
the direct calculus approach does not work. 

Equation (2.34) does give the direction in which 
k should be changed in order to
increase or decrease y(
1, . . . , 
N):

(2.36)

Recall [see equations (2.26) and (2.27)] that the maximum value that 
k can attain is
��~A(xk) and the minimum value that it can attain is �~A(x). Equation (2.36) therefore
implies that y(
1, . . . , 
N) attains its maximum value, cr, if

(2.37)

Similarly, it can be deduced from equation (2.36) that y(
1, . . . , 
N) attains its min-
imum value, cl, if

(2.38)

Because there are only two possible choices for 
k that are stated above, to compute
cr (cl) 
k switches only one time between ��~A(xk) and � ~A(xk). A KM algorithm lo-
cates the switch point, and, in general, the switch point for cr, R, is different from
the switch point for cl, L; hence, there are two KM algorithms, one for L and one for
R. The final expression for cl and cr is equations (2.30) and (2.31), respectively.

2.7.2 Statements of KM Algorithms

Each of the KM algorithms has five steps.14 Both algorithms are stated in Table 2.1.
Observe that the first two steps of each KM algorithm are identical. 
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14This procedure is a special case of computing a fractionally linear function [Kreinovich et al. (1998)];
however, it was developed independently of their work and at about the same time.
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Example 2.3 [Mendel (2001, p. 264)]. Figure 2.10 depicts an FOU for an IT2 FS,
and four of its embedded T1 FSs. The center of gravity for each of these embedded
T1 FSs is c(a) = 4.5603, c(b) = 4.5961, c(c) = 3.9432, and c(d) = 5.2333. By using the
KM algorithms, it is established that cl = c(c) and cr = c(d); hence, this example
should dispel any mistaken belief that the end points of the centroid of an IT2 FS
are associated with the centroids of its lower- and upper-membership functions, c(a)

and c(b). They are associated with embedded T1 FSs that involve segments from
both the lower- and upper-membership functions. 

2.7.3 Properties of KM Algorithms

The two most important properties about the KM algorithms are that [Mendel and
Liu (2007)] (1) they are monotonically convergent, and, (2) within a quadratic do-
main of convergence, they are superexponentially convergent, which explains why
they converge in so few iterations. Simulations in Mendel and Liu (2007) have re-
vealed that, for two significant figures of accuracy, the convergence of the KM al-
gorithms occurs in two to six iterations regardless of n.

Additional properties about the KM algorithms can be found in Liu and Mendel
(2008a), and Mendel and Wu (2007a).
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Table 2.1. KM algorithms for computing the centroid end points of an IT2 FS,  
~
A

KM Algorithm for cl KM Algorithm for cr

Stepa

1 Initialize 
i by setting 
i = [� ~A(xi) + ��~A(xi)]/2, i = 1, . . . , N, and 
then compute

2 Find k (1 � k � N – 1) such that xk � c� � xk+1

3 Set 
i = ��~A(xi) when i � k, and Set 
i = � ~A(xi) when i � k, and 

i = � ~A(xi) when i � k + 1, and then 
i = ��~A(xi) when i � k + 1, and then 
compute compute

4 Check if cl(k) = c�. If yes, stop and set Check if cr(k) = c�. If yes, stop and set  
cl(k) = cl and call k L. If no, go to Step 5. cr(k) = cr and call k R. If no, go to Step 5.

5 Set c� = cl(k) and go to Step 2. Set c� = cr(k) and go to Step 2.

aNote that x1 � x2 � . . . � xN .
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Example 2.4. Figure 2.11 provides a graphical interpretation of the KM algorithm
that computes L and cl. For justifications of both the shape and location of cl(k) (in
relation to the line y = xk) see Liu and Mendel (2008a). The large dots are values of
cl(k) that were obtained by evaluating cl(k) given in Table 2.1 for k = 1, . . . , 9, and
are connected by dotted lines for artistic purposes, that is, no values exist between
the dots on those lines. Note that k is associated with the subscript of xk. The 45°
line y = xk is shown because of the computations in Step 2 of the KM algorithm. 

c� is chosen using the equation that is given in Table 2.1, Step 1, and is shown on
the vertical axis located between x7 and x8. After c� is computed, a horizontal line is
drawn until it intersects y = xk, and the intersection point slides down the 45° line
until x7 is reached,15 at which point cl(7) is computed. This is the downward-direct-
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Figure 2.10. FOU and four embedded T1 FSs. (a) and (b) correspond to the lower and upper
MFs, respectively; (c) and (d) (which are a result of using the KM algorithms) are associated
with cl and cr, respectively.  

15The sliding down is due to the discrete nature of xi and is in conformance with using ��~A(xi) for i � k as
required by Step 3 in Table 2.1.
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ed vertical line at x7 that intersects a large dot. Because cl(4) � c�, the algorithm
then goes through three additional iterations before it stops, at which time cl(4) has
been determined to be cl. For this example, the KM algorithm converges in four it-
erations. In the fourth iteration the test cl(4) = c� is passed, and the algorithm stops.

This diagram and its accompanying discussion reveals that the KM algorithm is
an alternating projection algorithm, and that it seems to converge very fast. Figure
2.11 shows cl(4) = cl for convenience purposes. Convergence of cl(k) to the true val-
ue of cl only occurs for very small sampling intervals. For larger values of the sam-
pling interval, convergence still occurs but not to the true value of cl. Instead, con-
vergence occurs according to Step 2 in Table 2.1, as xL � cl(L) < xL+1. 

Enhanced KM (EKM) algorithms [Wu and Mendel (2007a, 2008)] that reduce
the computational cost of the original ones are described in Appendix B. 

2.8 CARDINALITY AND AVERAGE CARDINALITY OF AN IT2 FS

Cardinality16 of a crisp set is a count of the number of elements in that set.
Cardinality of a T1 FS is more complicated because the elements of the FS are not
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Figure 2.11. Graphical interpretation of the KM algorithm for computing L and cl. The
dashed 45° line y = xk only has values at x1, x2, . . . , x9. The large dots are cl(k), k = 1, . . . , 9.

16The material in this section is taken from Wu and Mendel (2007b).
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equally weighted as they are in a crisp set. Definitions of the cardinality of a T1
FS have been proposed by several authors, including De Luca and Termini
(1972), Kaufmann (1977), Gottwald (1980), Zadeh (1981), Blanchard (1982),
Klement (1982), Wygralak (1983), and so on. Basically, there have been two
kinds of proposals [Dubois and Prade (1985)]: (1) those that assume that the car-
dinality of a T1 FS can be a crisp number, and (2) those that claim that it should
be a fuzzy number. 

De Luca and Termini’s (1972) definition of the cardinality of a T1 FS is

(2.39)

It is the one that is adopted in this book.
The cardinality of an IT2 FS ~A [Wu and Mendel (2007b)] is obtained by using

the wavy-slice representation Theorem 2.1 as the union of the cardinalities of its
embedded T1 FSs, Ae, that is,

(2.40)

Theorem 2.3 [Wu and Mendel (2007b)]. card( ~A) in equation (2.40) can be reex-
pressed as

(2.41)

Proof: It follows from equation (2.40), that

(2.42)

and

(2.43)

Equation (2.41) is obtained by substituting equations (2.42) and (2.43) into equation
(2.40). 

Definition 2.14. The average cardinality of ~A [Wu and Mendel (2007b)] is the av-
erage of its minimum and maximum cardinalities, that is,

(2.44)

AC( ~A) is used in Chapter 4 to compute the similarity of two IT2 FSs.
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2.9 FINAL REMARK

This completes our coverage of IT2 FSs. Only those aspects of such FSs have been
covered that are needed in this book. Readers who are interested to learn more
about other aspects of IT2 FSs should see Mendel (2001, 2007a), Mendel et al.
(2006), Bustince (2000), and Wu and Mendel (2007b).

APPENDIX 2A. DERIVATION THE UNION OF TWO IT2 FSs

Our derivation of equation (2.20) is for discrete universes of discourse. Consider
two IT2 FSs ~A and ~B. From equation (2.19), it follows that

(2A.1)

where nA and nB denote the number of embedded IT2 FSs that are associated with
~A and ~B, respectively; hence, 

(2A.2)

This equation can be expressed as:

(2A.3)

where the formula for the MF of the union17 of two T1 FSs that is given in
equation (2.4) has been used. Observe that at each value of x,
�

nA
j=1�

nB
i=1max{�Ae

j(x),�Be
i(x)} is a collection of nA × nB numbers that contains a

lower-bounding number [found by computing the minimum over all i and j of
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i(x)}] and an upper-bounding number [found by computing the

maximum over all i and j of max{�Ae
j(x),�Be

i(x)}], since both �Ae
j(x) and �Be

i(x) are
bounded for all values of x. Formulas are now obtained for these bounding
numbers.

Recall that the upper and lower MFs for an IT2 FS are also embedded T1 FSs.
For ~A, ��~A(x) and � ~A(x) denote its upper MF and lower MF, whereas for ~B, ��~B(x)
and � ~B(x) denote its comparable quantities. It must therefore be true that
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17Although our derivation is presented for the maximum, it is also applicable for a general t-conorm.
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(2A.4)

(2A.5)

From equations (2A.4) and (2A.5), it follows that 

(2A.6)

so that �~A�
~B(x, u) in equation (2A.3) can be expressed as

(2A.7)

This can also be expressed in terms of secondary MFs, �~A�
~B(x), as

(2A.8)

(2A.9)

Equation (2.20) is an equivalent way of expressing equations (2A.8) and (2A.9).
Of course, for a continuous universe of discourse, the sequence of numbers
{� ~A(x) � � ~B(x), . . . , ��~A(x) � ��~B(x)} becomes the interval [� ~A(x) � �~B(x),
��~A(x) � ��~B(x)].

APPENDIX 2B. ENHANCED KM (EKM) ALGORITHMS

The EKM algorithms [Wu and Mendel (2007b, 2008)] start with the KM algorithms
and modify them in three ways: (1) a better initialization is used to reduce the num-
ber of iterations; (2) the termination condition of the iterations is changed to remove
an unnecessary iteration; and (3) a subtle computing technique is used to reduce the
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computational cost of each of the algorithm’s iterations. The EKM algorithms are
summarized in Table 2.2. 

The better initializations are shown in Step 1 of Table 2.2, and both were ob-
tained from extensive simulations. A close examination of Steps 2–5 in Table 2.1
reveals that the termination conditions can be moved one step earlier, something
that is done in Table 2.2. The “subtle computing technique” uses the fact that very
little changes from one iteration to the next, so instead of recomputing everything
on the right-hand sides of cl(k) and cr(k), as is done in Table 2.1, only the portions
of those right-hand sides that do change are recomputed, as is done in Table 2.2. For
detailed explanations of how each of the three modifications are implemented, see
Wu and Mendel (2009). 

Extensive simulations have shown that on average the EKM algorithms can save
about two iterations, which corresponds to a more than 39% reduction in computa-
tion time.

60 INTERVAL TYPE-2 FUZZY SETS

Table 2.2. EKM algorithms for computing the centroid end-points of an IT2 FS,  
~
A

EKM Algorithm for cl EKM Algorithm for cr

Stepa

1 Set k = [N/2.4] (the nearest integer Set k = [N/1.7] (the nearest integer to 
to N/2.4) and compute: N/1.7) and compute

Compute c� = a/b

2 Find k� � [1, N – 1] such that xk� � c� � xk�+1

3 Check if k� = k. If yes, stop and set Check if k� = k. If yes, stop and set 
c� = cl, and k = L. If no, go to Step 4. c� = cr, and k = R. If no, go to Step 4.

4 Compute s = sign(k� – k) and: Compute s = sign(k� – k) and:

Compute c�(k�) = a�/b�

5 Set c� = c�(k�), a = a�, b = b� and k� = k and go to Step 2.

aNote that x1 � x2 � . . . � xN .
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CHAPTER 3

Encoding: From a Word to a Model—
The Codebook

3.1 INTRODUCTION

We believe that fuzzy set models for words must be derived from data that are col-
lected from a group of subjects. This is in agreement with Pedrycz (2001), who
states:

It is . . . highly justifiable to expect that all information granules used in system devel-
opment need to be fully legitimized in terms of experimental (numerical) data. This . . .
means that information granules used throughout the process should be both semanti-
cally meaningful and experimentally meaningful. . . . Our conjecture is that the linguis-
tic terms emerge only if there is experimental evidence behind them . . . if there are no
pertinent experimental data, there is no point in constructing a linguistic label; its exis-
tence cannot be justified in terms of numeric data.

In Chapter 1, it was explained that because words mean different things to differ-
ent people, and so are uncertain, a fuzzy set model is needed for a word that has the
potential to capture its uncertainties, and that an IT2 FS should be used as a FS
model of a word, because it is characterized by its FOU and, therefore, has the po-
tential to capture word uncertainties. This chapter explains two methods for obtain-
ing IT2 FS models for words: the first for fuzzy experts (i.e., for people who are
knowledgeable about a FS), and the second for anyone. 

How to collect data from a group of subjects and how to then map that data
into the parameters of a T1 MF has been reported on by a number of authors [e.g.,
Klir and Yuan (1995)]. Names for the different T1 methods include polling, direct
rating, reverse rating, interval estimation, and transition interval estimation.
Unfortunately, none of these methods transfers the uncertainties about collecting
word data from a group of subjects into the MF of a T1 FS, because a T1 FS does
not have enough degrees of freedom to do this; hence, they are not elaborated
upon in the main body of this chapter; however, they are summarized in Appendix
3A, because it is important to learn from the past about how to elicit MF infor-
mation from a group of subjects so that one may choose the most appropriate
method(s) for doing this. 
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In this chapter, all methods require that:

1. A continuous scale is established for each variable of interest (sometimes a
natural scale exists,1 e.g. as in pressure, temperature, volume, etc.; otherwise,
a natural scale does not exist, e.g. as in touching, eye contact, beautiful, etc.).

2. A vocabulary of words is created that covers the entire scale.

Our methods are described for the continuous scale numbered 0–10. Of course,
other scales could be used. 

An interesting issue is whether or not data collected on a scale for one specific
application can be rescaled on the same or a different scale for (i.e., transferred to)
another application. The probability elicitation literature2 [e.g., O’Hagan et al.
(2006)] indicates that data collection is sensitive to scale and is application (con-
text) dependent. We subscribe to both conclusions and, therefore, caution the reader
that, although we advocate their using this chapter’s methodologies, we do not ad-
vocate their using this chapter’s example word FOUs for their applications. These
examples are meant only to illustrate the methodologies.

For perceptual computing, one begins by establishing a vocabulary of applica-
tion dependent words, one that is large enough so that a person will feel linguisti-
cally comfortable interacting with the perceptual computer. This vocabulary must
include subsets of words that feel, to each subject, like they will collectively cover
the scale 0–10. Redundant words and their coverage are not issues in this chapter,
although they are important issues when designing a CWW engine [e.g., if–then
rules are often only created for the smallest (or a small) subset of words that cover
the entire scale—a subvocabulary—thereby keeping the number of rules as small as
possible (Chapter 6)]. 

The collection of words, Wi, in the vocabulary and their IT2 FS models,
FOU(Wi), constitutes a Codebook for an application (A), that is, Codebook = {(Wi,
FOU(Wi)), i = 1, . . . , NA}.

The term fuzzistics, which is a merging of the words fuzzy and statistics, was
coined by Mendel (2003) to summarize the problem of going from word data col-
lected from a group of subjects, with their inherent random uncertainties that are
quantified using statistics, to a word fuzzy set model that captures measures of the
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1Wallsten and Budescu (1995), focus on a variable called qualitative probability expression (whose
terms are: almost certain, probable, likely, good chance, possible, tossup, unlikely, improbable, doubtful,
and almost impossible) for which a natural scale is [0, 1]. Lichtenstein and Newman (1967) collected
range data for 41 verbal phrases that are associated with numerical probabilities (e.g., highly probable,
rather likely, barely possible, rare, etc.) for which a natural scale is also [0, 1].
2The book by O’Hagan et al. (2006) “. . . concerns the elicitation of expert’s knowledge about one or
more uncertain quantities in probabilistic form, . . . a (joint) probability distribution for the random
variable(s) in question.” There are many important lessons for workers in the fuzzy set community to
be learned from the long history of such probability elicitations, including: (1) although people like to
communicate using words, they also want to receive data; (2) aggregation reduces the effects of un-
certainty; (3) imprecision cannot be completely removed from elicitation; and, (4) it is impractical to
quantify an expert’s opinion as a (probability) distribution without imposing some structure on the dis-
tribution.
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word data uncertainties. When the FS model is an IT2 FS, this is called type-2
fuzzistics. The rest of this chapter describes some approaches to type-2 fuzzistics.

3.2 PERSON FOU APPROACH FOR A GROUP OF SUBJECTS

In the person FOU approach for a group of subjects3 [Mendel (2007)]: (1) FOU
data that reflect both the intra- and interlevels of uncertainties about a word are col-
lected from a group of people (subjects), and each FOU is called a person FOU; (2)
an IT2 FS model for a word is defined as a specific aggregation of all person FOUs;
and, (3) the aggregated FOU is mathematically modeled and approximated. This
approach is based on six premises.4

Premise 1. Uncertainty about a word is of two kinds: (1) intrauncertainty, which is
the uncertainty a person has about the word; and (2) interuncertainty, which is the
uncertainty that a group of people have about the word. 

Focusing first on the intrauncertainty leads us to Premise 2.

Premise 2. Intrauncertainty about a word, W, can be modeled using an interval
type-2 person FS, ~W(pj), where j = 1, . . . , nW. Such an IT2 FS is completely de-
scribed by its person FOU and so the terms IT2 person FS and person FOU are used
interchangeably. An IT2 FS characterizes a first-order kind of uncertainty about a
word within each subject, and is chosen because higher-order kinds of uncertainty
(explained below) are themselves subject to additional uncertainties, and are, there-
fore, excluded from this book. 

An example of a person FOU is depicted in Fig. 3.1. We believe that a person will
only be able to provide a “broad-brush” FOU for a word, where the width of the FOU
is associated with how much uncertainty the person has for a specific word. A thin
(thick) FOU, or segment thereof, would conceptually be associated with a word for
which a person has a small (large) amount of uncertainty. The amount of uncertainty
a person has can vary as a function of the primary variable. In the person FOU shown
in Fig. 3.1, there is a small range of values for which the person has no uncertainty
about the word. Not all persons need to have such an interval.

In principal, a person FOU could be collected from a group of subjects. In prac-
tice, this may be very difficult to do because such a subject must understand the
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3The material in this section is taken from Mendel (2007), where this method is called the “person MF
approach.” Because our emphasis is entirely on IT2 FS models for words, we now prefer to call this
method a “person FOU approach.”
4Wallsten and Budescu’s works, which are very relevant to CWW, seem to have been overlooked by the
nonpsychological CWW community; for example, their 1995 paper “reviews the relevant literature to
develop a theory of how humans process linguistic information about imprecise continuous quantities in
the service of decision making, judgment and communication.” They summarize their findings as a col-
lection of two background assumptions and six principles. Some of the latter are similar to some of our
premises, although they have been formulated for qualitative probability expressions (footnote 1),
whereas our premises are more broadly applicable.
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concepts of an FS, MF, and an FOU, that is, the subject must be an FS expert. Most
subjects (excluding, of course, the readers of this book) have no idea what an FS,
MF, or an FOU are. Additionally, no elicitation methodology presently exists to ob-
tain a person FOU from a subject. This is a research opportunity in the new field of
type-2 fuzzistics. For the rest of this section, it is assumed [in the spirit of Karl Pop-
per (see Section 1.5)] that, in principal, it is possible to obtain a person FOU. 

An IT2 FS captures “first-order uncertainties,” whereas a more general T2 FS
that has nonuniform secondary grades captures first-and second-order uncertain-
ties. It is the opinion of the authors that to ask subjects to assign anything other
than a uniform weighting to their entire FOU is too difficult. It is the senior au-
thor’s experience from collecting survey information from subjects that they do
not like to answer a lot of questions, and they like the questions to be simple.
Asking subjects to assign a weighting function to their arbitrarily drawn FOU is
much too difficult, even for those of us who are already very familiar with what
an FOU is. Asking a subject to provide even a crisp weight (i.e., a number) for a
word, about which it has already been argued there is much uncertainty, is con-
tradictory, for how can a subject be absolutely sure about that number? Instead,
perhaps a subject might be able to assign linguistic terms (e.g., pretty sure, very
sure, etc.) to different regions of their person FOU, indicating their confidence
about the FOU in different regions, but such terms are words about which there
will be additional uncertainties. 

The uncertainty that exists about the person FOU is, therefore, categorized as
[Mendel and John (2002)] a first-order kind of uncertainty, and the uncertainty that
exists about the weight that might be assigned to each element of the person FOU is
categorized as a second-order kind of uncertainty. When a subject provides their
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x
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FOU of
Person 1
for the
word
some

x1 x2

u

Figure 3.1. FOU of person 1 for the word some. The uniform shading indicates that all of
the secondary grades equal 1. The flat spot x � [x1, x2] is an interval where Person 1 is ab-
solutely certain about their FOU location. It is not required that there be such a flat spot
(Mendel, 2007; © 2007, Elsevier).
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FOU for a word, the first-order uncertainty is across their entire FOU. Clearly,
weight information is itself uncertain, leading to even higher-order (and never-end-
ing) kinds of uncertainty. Although second-order uncertainty may be interesting
from a theoretical point of view, in that it lets one use the complete three-dimen-
sional machinery of a T2 FS, it is presently not known how to test the validity of
second-order uncertainty by collecting data; hence, in this book, the focus is exclu-
sively on the first-order uncertainty of a person FOU.

A person (pj) IT2 FS is denoted ~W(pj), where symbol W denotes a generic word
(term):

(3.1)

In equation (3.1), there are nW subjects, and 

(3.2)

In equation (3.2), a ~
W(x|pj) and b ~

W(x|pj) are the lower and upper bounds, respectively,
of the IT2 person FOU. The conditioning notation lets us easily add (or remove)
person FOUs to (or from) a database of person FOUs. 

Person FOUs are collected from a group of subjects. It is important to collect
such FOUs from a representative group; for example, a specific application may
only involve teenage girls, beer-drinking men, naturalists, bikers, associate editors,
contract managers, airport security personnel, and so on. An example of three per-
son FOUs is depicted in Fig. 3.2 for the word some. The FOUs do not have to be
smooth, and their upper and lower bounds do not even have to be continuous. The
constraints that each person must adhere to when sketching their FOU are that the

μ ⎡ ⎤= ⊆ ∀ ∈⎣ ⎦  ( | ) ( | ), ( | ) [0,1]     j j jW W W
x p a x p b x p x X

μ
∈

= =∫ 
 ( ) ( | )      1,2,...,j j WWx X
W p x p x j n
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Person 1 Person 2

Person 3

u

Figure 3.2. FOUs from three people for the word some. Again, the uniform shading indi-
cates that all of the secondary grades equal 1 (Mendel, 2007; © 2007, Elsevier).
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upper bound cannot exceed 1, the lower bound must not be less than 0, the lower
and upper bounds cannot change direction more than one time, and the FOU cannot
extend outside of the [0, 10] (or some other established) domain for the primary
variable. Each person FOU lets us model the intrauncertainty about a word. The
collection of person FOUs lets us model the interuncertainties about a word.

Premise 3: Interuncertainty about a word can be modeled by means of an equally
weighted aggregation of each person’s word FS, ~W(pj) (j = 1, 2, . . . , nW). This
weight can be normalized out of the aggregation, so it can just as well be set equal
to 1. Equal weighting also characterizes a first-order kind of uncertainty, but this
time across a group of subjects, and is chosen because higher-order kinds of uncer-
tainty (explained below) are themselves subject to additional uncertainties, and are
therefore excluded from this book. 

Suppose one begins by assuming that interuncertainty about a word can be mod-
eled by means of a weighted aggregation of each person’s word FOU, where the
weight represents a degree of belief associated with each person. This suggests that
a degree of belief is known or can be provided for each person, which may or may
not be reasonable. Consider the following three possibilities:

1. All subjects are treated the same, in which case the same weight can be as-
signed to each person FOU. Although any weight wW in the range [0, 1] can
be assigned to each person (and to all terms), that common weight can always
be normalized out of the final description of the fuzzy set; hence, in this case,
a unity weight is assigned to each person FOU.

2. Subjects are treated differently, since some subjects may be more knowledge-
able about the meaning of a word than others, especially when that word is
used in a specific context. In this case, a different weight is assigned to each
person, namely wW(pj), where that weight is assigned to each person over the
entire domain of the word, i.e., over all x � X. The implicit assumptions here
are: 

a. Weights wW(pj), j = 1, . . . , nW, can be specified as crisp numbers, which is
controversial, that is, it is more likely that they can only be assigned lin-
guistically, for example, high confidence or low confidence. 

b. A weight can indeed be assigned to each subject, but who does this—the
subject or others?

3. The same as Case 2, except now it is conceivable that a subject’s credibility
depends on the value of primary variable x, that is, some subjects may be
more knowledgeable about a word for certain regions of the variable x than
other subjects. Although this may sound far-fetched, this possibility should
not be initially excluded when developing a new model. In this case, each
weight not only depends upon the specific subject, but also depends upon x,
and is, therefore, represented as wW(x|pj). The implicit assumptions here are: 

a. Weights wW(x|pj), j = 1, . . . , nW, can be specified as crisp functions, which
again is controversial; that is, it is more likely that they can only be as-
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signed linguistically but now over different regions of primary variable x,
for example, high confidence for small values of x, or low confidence for
large values of x.

b. A weight function can indeed be assigned to each subject but, again, who
does this—the subject or others—and what shape function will be used?

Assuming that each subject can provide their FOU for a word, first-order uncer-
tainty will exist across the entire collection of person MFs, as in Fig. 3.2. Case 1 re-
quires no additional information, whereas Cases 2 and 3 do, and that additional in-
formation will itself be uncertain, leading to even higher (and never-ending) kinds
of uncertainty; hence, in this book Case 1 is preferred to Cases 2 and 3, and, there-
fore, it is focused on exclusively.

Premise 4: A natural way to aggregate a group of subject’s equally weighted word
FOUs is by the mathematical operation of the union. 

Two other ways to aggregate are the intersection and addition. The union pre-
serves the commonalities as well as the differences across person FOUs, whereas
the intersection preserves only the commonalities5 across person FOUs. From an
information perspective, the intersection discards a lot of information, whereas the
union does not. Combining using intersection leads to an FOU that only reveals
total agreement across all persons. If a new person came along and their person
FOU did not intersect the existing word FOU, then the resulting new word FOU
would be vacuous. The union does not have this undesirable property; hence, ag-
gregation of the person FOUs by the union versus the intersection is preferred in
this book.

Addition of equally weighted fuzzy sets destroys the underlying requirement that
the FOU of the resulting FS must be contained in [0, 1][0, 1]. Of course, an average
of the fuzzy sets will preserve this requirement. Because information is lost in aver-
aging, aggregation of the person fuzzy sets by the union is preferred to aggregation
by addition.

Finally, the union aggregation preserves the upper and lower bounds that are as-
sociated with the set of person FOUs, which to us seems like a desirable property of
an aggregator. 

Of course, just as data outliers are established and eliminated using statistics,
similar things are needed for “outlier person FOUs” (or parts thereof). This can be
done on a point-by-point basis (across all nW person FOUs) for a sampled primary
variable. In the rest of this section it is assumed that all outliers have been elim-
inated.
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5Suppose there are two subsets A and B from the universe of discourse X, where A = {a, b, c, d, e, f} and
B = {a, c, e, f, g, h}. Then, the differences (not meant as arithmetic differences) between A and B are the
elements g and h in B and the elements b and d in A; hence, A � B = {a, b, c, d, e, f, g, h} is inclusive in
that it does not discard anything. The intersection is exclusive in that it discards g, h, b, and d, that is, A
� B = {a, c, e, f}.
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From Premise 4, equations (3.1) and (3.2), the following representation for an
IT2 FS of a word is obtained:

(3.3)

which can also be expressed in terms of vertical slices, as

(3.4)

so that the secondary MFs of  ~W can be expressed as:

(3.5)

In equations (3.3) and (3.4), � indicates the union within members of a person
fuzzy set, whereas the union sign represents the union across person fuzzy sets;
hence, by using both union and � signs, one is able to distinguish the union of sets
versus the union of members within the individual sets. In this representation, du-
plicate points are not combined, so that the complete identities of the person FOUs
are preserved. 

This description of a fuzzy set for a word permits us to include both the intra-
and interuncertainties that subjects have about the word. It also lets us easily add or
remove person fuzzy sets, as desired.

Examining the three person FOUs in Fig. 3.2, it is clear that they are all upper-
bounded and lower-bounded. These bounds will be needed shortly, so mathematical
equations are developed for them next. Let 

(3.6)

(3.7)

� ~
W(x) and �� ~

W(x) are the lower (bound) and upper (bound) MF values of  ~W at any x
� X, respectively, and

(3.8)

(3.9)

Note that these lower and upper MFs are T1 (bounding) FSs.
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Beginning with the three person FOUs for the word some that are depicted in Fig.
3.2, the lower and upper MFs are easily established. They are depicted in Fig. 3.3.

The model in equation (3.4) contains all of the information in the constituent
person FOUs. No information has been lost in this model. Although it is possible to
develop formulas for performing set-theoretic operations for fuzzy sets modeled by
equation (3.4) (which are needed in order to implement a CWW engine), this is not
done here, because equation (3.4) is not a parsimonious model. It can result in huge
numbers of computations and enormous memory requirements. Instead, parametric
models are developed for word fuzzy sets.

In the theory of modeling, for example, system identification [e.g., Ljung (1987)
and Soderstrom and Stoica (1989)] a trade-off is always made between preserving
all of the data (information) and achieving a useful and parsimonious model. That
same fork in the road has now been reached for the fuzzy set of a word, so we shall
follow the widely used approach taken in modeling theory, of approximating the
data by means of parametric models. Recall, for example, that a time series can be
approximated using moving average, autoregressive, or autoregressive-moving av-
erage models, and many other kinds of time-series models. The point of this exam-
ple is to illustrate that more than one parametric model is always available. The user
(designer) must always make a choice of the model and then fit that model to the
data. Parsimony is achieved by choosing a model with the smallest number of para-
meters that best approximates the data (in some sense). Next, how to obtain a parsi-
monious model for  ~W is explained.

Figure 3.2 suggests that by including more and more person FOUs, a region will
become filled in within which all person FOUs may lay. 

Premise 5: When a person FOU has been collected from a sufficient number of
subjects, their union will be a filled-in fuzzy set (i.e., an FOU). Let  ~WFI denote the
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u = µsome(x|p j)

UMF(some)

LMF(some)

Figure 3.3. Lower and upper MFs for the three person FOUs depicted in Fig. 3.2 (Mendel,
2007; © 2007, Elsevier).
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filled-in word fuzzy set. Its associated FOU—the filled-in FOU—is denoted
FOU( ~WFI). It is assumed that filling has occurred, or is created, so that the union of
person FOUs is itself an IT2 FS (i.e., in order to be a legitimate FOU of an IT2 FS,
the FOU of the union of person FOUs must not have gaps).

A filled-in FOU for the example in Fig. 3.2—FOU(someFI)—is depicted in Fig.
3.4. Observe that the filled-in FOU is bounded from above by UMF(some) and
from below by LMF(some), as in Fig. 3.3. Regardless of how many subjects are sur-
veyed, the union of their person FOUs will have lower and upper bounds, so it is
not necessary to quantify the phrase “sufficient number of subjects” in order to ob-
tain, or create, a filled-in fuzzy set. Of course, as more subjects are added to the
pool, the shapes of these bounds may change.

Let Jx(
~WFI) denote the primary membership of x for filled-in word fuzzy set  ~WFI.

Because of fill-in, Jx(
~WFI) is now a continuous interval, that is, 

(3.10)

Using equation (3.10), the following representation for the FOU of a filled-in word
fuzzy set is postulated:

(3.11)

It is important to understand that the upper and lower MF values used in equation
(3.11) are obtained directly from the person FOUs through a bounding procedure,
which occurs automatically though the union aggregation. As explained earlier, of-
ten the notations FOU( ~WFI) and  ~WFI are used interchangeably. 
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Figure 3.4. Filled-in FOU for some based on the three-person upper and lower MFs depict-
ed in Fig. 3.2. Note that s stands for some (Mendel, 2007; © 2007, Elsevier).
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It should be clear by comparing equation (3.11) with equations (3.8) and (3.9),
that

(3.12)

(3.13)

To partially summarize, what has been done so far is to go from  ~W, the union of
person FOUs, to  ~WFI, the filled-in word fuzzy set, whose FOU is the fill-in of all
points between the lower and upper MFs of the FOU of  ~W. No parametric approxi-
mation has occurred yet.

Premise 6: A filled-in parametric model, ~̂W (Ŵ for short), for  ~WFI in equation (3.11)
is one that is described by two functions, �Ŵ(x) and �� Ŵ(x). These functions have
shapes that are chosen ahead of time (e.g., triangular, piecewise-linear, or trape-
zoidal) and each shape is characterized by a small number of parameters that are
fixed during some sort of design procedure. 

� Ŵ(x) is an approximation to LMF( ~WFI), and �� Ŵ(x) is an approximation to
UMF(~WFI). If no parameters are shared by �Ŵ(x) and �� Ŵ(x), then, for example, two
independent least-squares approximation problems can easily be established for de-
termining the parameters of �Ŵ(x) and �� Ŵ(x). The approximation problem for �Ŵ(x)
only uses the data in LMF( ~WFI) and is unconstrained, whereas the approximation
problem for �� Ŵ(x) only uses the data in UMF(~WFI) but is constrained so that at least
at one value of x �� Ŵ(x) = 1. In this way, the resulting T1 upper-bound FS will be a
normal FS. Note that the constraint on �� ̂W(x) can automatically be satisfied by an ap-
propriate choice for the shape of �� Ŵ(x) and so one does not have to solve a con-
strained optimization problem. 

Figure 3.5 depicts a trapezoidal function approximation to the UMF of the Fig.
3.4 FOU(someFI), and a triangular function approximation to the LMF of the Fig.
3.4 FOU(someFI). The trapezoidal function, which is not necessarily symmetrical,
is characterized by the four parameters, a, b, c, and d. Because of its built-in flat top
between b and c, �� Ŵ(x) is a normal FS, and the parameters of this UMF approxima-
tion can be obtained by solving an unconstrained optimization problem. The trian-
gular function, which is also not necessarily symmetrical, is characterized by the
three parameters, e, f, and g, and they can also be obtained by solving an uncon-
strained optimization problem. Even though it may look like f = (b + c)/2, it would
be unwise to impose this constraint ahead of time. Instead, the data should establish
the seven parameters.

A simpler approach to least-squares approximation is to use a trapezoid to bound
the UMF and a triangle to bound the LMF. This approach is consistent with the re-
sults that are described in Section 3.5.2.

Just as the filled-in word fuzzy set ~WFI has an FOU associated with it, namely
FOU( ~WFI) [see equation (3.11)], Ŵ also has a FOU associated with it, namely
FOU(Ŵ):

= ( ) ( )FIUMF W UMF W

= ( ) ( )FILMF W LMF W
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(3.14)

The closer that �Ŵ(x) and  �� Ŵ(x) respectively approximate � ~W(x) and  �� ~W(x) over
�x � X, the closer FOU(Ŵ) approximates FOU( ~WFI). 

Adding or removing person FOUs (i.e., increasing or decreasing nW) will very
likely cause �Ŵ(x) and  �� Ŵ(x) to change, so if this is done FOU( ~W) would have to
be recomputed. This is easy to do.

In summary, what has been done in this section is to go from ~W, the union of per-
son FOUs, to  ~WFI, the filled-in word fuzzy set, whose FOU is the fill-in of all points
between the lower and upper bounds of the FOU of  ~W, and finally to  Ŵ, a parsimo-
nious approximation to the word fuzzy set. This approximation uses data that are ob-
tained from subjects. This modeling process is encapsulated symbolically as:

(3.15)

Strong points of this approach are: 

1. The union of the person FOUs (the data) establishes the shape of the FOU di-
rectly.

2. No statistics about the data are used, that is, all of the data (the person FOUs)
are used so that no information is lost. 

3. If all uncertainty disappears [i.e., all subjects provide the same person MF
(not an FOU, but a T1 FS)], then the IT2 FS word model reduces to a T1 FS
word model. 

→ →  ˆ
FIW W W

FOU(Ŵ ) = μ
Ŵ

(x),μ
Ŵ

(x)⎡⎣ ⎤⎦ xx∈X∫
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Figure 3.5. Trapezoidal approximation to the filled-in data upper MF, and triangular ap-
proximation to the filled-in data lower MF for some. Note that W = some (Mendel, 2007; ©
2007, Elsevier).
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The weak point of this approach is it requires subjects to be knowledgeable about
fuzzy sets. Unfortunately, this weakness may be so large that (in the opinion of the
authors) that it may obliterate the advantages of the approach; hence, to date the
person FOU approach is very limited in applicability.

We close this section by reminding the readers that person FOUs can only be
collected from FS experts and, therefore, other techniques must be established for
collecting word data from the vast majority of subjects. Note that6 if the method
that is used to collect word data from a group of subjects introduces uncertainties
because the subjects do not understand something about the method (e.g., they do
not understand what an FOU is), then the method’s uncertainties become comingled
with the subject’s uncertainties about the word, and this is not good. 

3.3 COLLECTING INTERVAL END-POINT DATA

In the interval end-points approach (described in Section 3.4) and interval ap-
proach (described in Section 3.5) for a group of subjects: (1) interval end-point
data about a word are collected; (2) statistics (mean and standard deviation) are
established for the data, and (3) those statistics are mapped into a prespecified
parametric FS model. These approaches are analogous to statistical modeling in
which one first chooses the underlying probability distribution (i.e., data-generat-
ing model) and then fits the parameters of that model using data and a meaning-
ful design method, for example the method of maximum likelihood. To begin, a
methodology for collecting interval end-point data from a group of subjects is re-
viewed. 

3.3.1 Methodology7

After a scale is established and a vocabulary of words is created that is believed to
cover the entire scale, the methodology for collecting interval end-point data from a
group of subjects consists of two steps: (1) randomize the words, and (2) survey a
group of subjects to provide end-point data for the words on the scale. 

Words need to be randomized so that subjects will not correlate their word-inter-
val end points from one word to the next. The randomized words are used in a sur-
vey, whose wording might be:

Below are a number of labels that describe an interval or a “range” that falls some-
where between 0 and 10. For each label, please tell us where this range would start and
where it would end. (In other words, please tell us how much of the distance from 0 to
10 this range would cover.) For example, the range “quite a bit” might start at 6 and
end at 8. It is important to note that not all ranges are the same, and ranges can over-
lap.
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6See also the discussions in Appendix 3A.
7The material in this subsection is taken from Mendel (2007) and Mendel (2001, Chapter 2).
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Our experiences with carrying out such surveys show that anyone can answer
such questions and people understand what an interval is, and, therefore, this
method does not introduce methodological errors.

Example 3.1 [Mendel (2001, Chapter 2)]. An example of a 16-word vocabulary is:
None, Very Little, A Small Amount, A Little Bit, A Bit, Some, A Moderate Amount, A
Fair Amount, A Good Amount, A Considerable Amount, A Sizeable Amount, A
Large Amount, A Substantial Amount, A Lot, An Extreme Amount, and A Maximum
Amount. End-point datasets were collected from 87 students; 17 datasets had bad
data (e.g., some students filled in 0–10 as the range for of all of the words). Of the
remaining 70 datasets, 40 were from men, 11 from women, and 19 were from stu-
dents who chose not to identify their sex. In the following results, the sex of the re-
spondent is not distinguished, although, clearly, one could do so if it were felt to be
important.8 Survey results are summarized in Table 3.1.

Because a range was requested for each label, and each range is defined by the
two numbers start and end, the survey led to sample statistics for these two num-
bers, namely, their mean and standard deviation. The two end-point standard devia-
tions represent the uncertainties associated with each label. Observe that standard
deviations are not the same for the start and end values for each label.

The Table 3.1 data are also summarized in Fig. 3.6. For each label, there are two
circles with a heavy solid line between them. The circles are located at the mean start
and end points for each label. The dashed lines to the left of the left-hand circles and
to the right of the right-hand circles each terminate in a vertical bar equal to one stan-
dard deviation, listed in Table 3.1 for the mean start and end points, respectively.

Observe, from Fig. 3.6 that:

1. The dashed portions of the intervals for each label represent the label’s un-
certainty. For illustrative purposes only, minus one standard deviation has
been shown for the left end of an interval, whereas plus one standard devia-
tion has been shown for the right end of an interval. Exactly how many stan-
dard deviations should be used is discussed below in Section 3.3.2.

2. Except for a small number of words that appear to have equal uncertainties
for both end points (a moderate amount, a fair amount, a good amount, and
a considerable amount), most words have unequal uncertainties for their
end points, and there always is more uncertainty for the end point that is
closer to the midpoint of the 0–10 scale, that is, toward the number 5.

3. There is a gap between the mean-value right end point of none and left end
point of very little, implying that either another word should be inserted be-
tween them or they should be combined. For illustrative purposes, in our
following discussions, the latter is done and the word is called none to very
little.
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8Perhaps gender differences have to be considered when designing a perceptual computer, for example,
touching usually implies a much higher subjective judgment level of flirtation for a man than it does for
a woman.
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4. People seem to agree that none starts at zero, and there is very little uncer-
tainty about this (see the standard deviation in Table 3.1); that is, to people,
the word none seems to have a very strong connotation with the number
zero.

5. The same cannot be said for the label a maximum amount. The right-hand
mean value for its range is 9.7571 and not 10. One explanation for this is
that people may be adverse to assigning the largest possible number to any
label, because of an expectation that there could be another label that should
have the largest number associated with it.9 Because the labels were ran-
domized, the students may have expected a phrase even stronger than a
maximum amount, and they did not check the complete list of 16 words to
see if such a stronger phrase actually occurred.

6. The 16 words do not quite cover the 0–10 interval, but this only occurs at
the right-most extreme values.

7. There seems to be a linguistic gap between the solid lines for the labels
some and a moderate amount as evidenced by the small degree of overlap
between these lines. Perhaps this gap could be filled in by adding the word
somewhat moderate.

8. In Fig. 3.7, the sets none and very little have been combined and five labels
are shown whose intervals between their mean start and end points cover

3.3 COLLECTING INTERVAL END-POINT DATA 79

Table 3.1. Processed survey results for16 words 

Mean Standard deviation
_____________________ ____________________

No. Range label Start End Start End

1 None 0.0143 0.2286 0.1195 0.9036
2 Very little 0.8714 2.2571 0.9313 1.3693
3 A small amount 1.3000 3.6429 0.8739 1.1800
4 A little bit 1.3143 3.0714 0.8434 1.6180
5 A bit 1.7000 3.7571 1.4876 1.8371
6 Some 1.8286 4.2857 1.2391 1.6694
7 A moderate amount 4.1429 6.1714 1.1457 1.1668
8 A fair amount 4.2571 6.2286 1.2931 1.3424
9 A good amount 4.9429 7.4429 1.4928 1.3688

10 A considerable amount 5.3571 7.9857 1.5700 1.5834
11 A sizeable amount 5.6571 8.2571 1.9700 1.5575
12 A large amount 6.0857 8.9000 1.6572 1.0377
13 A substantial amount 6.2571 8.6429 1.8703 1.2399
14 A lot 6.7429 9.3857 1.9611 0.7669
15 An extreme amount 7.8857 9.6000 2.1027 0.7690
16 A maximum amount 8.8857 9.7571 2.4349 1.1221

Source: Mendel, 2001; © 2001, Prentice-Hall.

9Why, for example, if the top grade on an examination is excellent and the range for excellent is 8–10,
are some people assigned an 8, and probably no one is assigned a 10? Perhaps, it is the expectation that
someone else will do better, or that no one is perfect.
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a moderate amount
o o

o o
a large amount

a maximum amount
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Figure 3.7. Although the five labels cover 0–10, there is not much overlap between some of
them. It is when the standard deviation information is used that sufficient overlap is
achieved, (Mendel, 2001; © 2001, Prentice-Hall).
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Figure 3.6. All 16 labels with their intervals and uncertainties (Mendel, 2001; © 2001, Pren-
tice-Hall).

c03.qxd  3/3/2010  10:15 AM  Page 80

www.it-ebooks.info

http://www.it-ebooks.info/


the 0–10 range (except for the right-end anomaly). These are not the only
five labels that could have been chosen. For example, instead of using a
moderate amount, a fair amount could have been used, or instead of using a
large amount, a substantial amount could have been used. This suggests
that there is a strong linguistic similarity between certain words, something
that is explored in more detail in Chapter 4.

9. The intervals between the mean start and end points in Fig. 3.7 are not of
equal size and there is more (or less) overlap between some than between
others. 

10. It is possible to cover the 0–10 range with five labels, as indicated in Fig.
3.7; however, as just mentioned, there is not much overlap between the sol-
id lines for some of the labels; but, when the standard deviation information
is used, then sufficient overlap is achieved.

11. It is also possible to cover the 0–10 interval with four or three labels (see
Fig. 3.8). The smallest number of labels from the 16 labels used in our sur-
vey that cover the interval is three and this is only possible because of lin-
guistic uncertainties; that is, overlap occurs for the three labels only because
of uncertainty.

Linguistic uncertainty appears to be useful in that it lets the 0–10 range be cov-
ered with a much smaller number of labels than without it. It also seems pretty clear
from the survey results that words do indeed mean different things to different peo-
ple. 

3.3.2 Establishing End-Point Statistics for the Data

The interval end-point data that are collected from a group of subjects are treated as
random. Consequently, for each word interval the following four statistics can be
computed: sample mean and standard deviation of left end point, xl

avg and sl, and
sample mean and standard deviation of right end-point, xr

avg and sr. Examples of
such statistics are depicted in Figs. 3.6–3.8. Note that when end-point data have
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o
none to very little

a moderate amount
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a maximum amount
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Figure 3.8. The smallest number of labels that cover the interval 0–10 is three, and this is
only possible because of uncertainties, (Mendel 2001; © 2001, Prentice-Hall).
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been collected from more than 30 subjects who are chosen independently, then
these statistics will be approximately normal (via the Central Limit Theorem) [Wal-
pole et al. (2007)]. 

While it is easy to use the sample means, it is less clear how to use the sample
standard deviations; that is, what multiple of them should be used? Fortunately, sta-
tistics provides a solution to this difficulty. 

For a normal distribution [Walpole et al. (2007)] of measurements with un-
known mean and standard deviation, tolerance limits are given by xl

avg ± ksl (or
xr

avg ± ksr), where tolerance factor k is determined so that one can assert with
100(1 – �)% confidence that the given limits contain at least the proportion 1 – �
of the measurements. Table 3.2 gives k for eight values of n (the number of sam-
pled subjects), two values of 1 – �, and two values of 1 – �. Knowing n and
choosing values for 1 – � and 1 – �, one can obtain k. For example, when data
have been collected from 30 subjects, using k = 2.549 means one can be 95%
confident that 95% of the 30 data fall in the intervals xl

avg ± 2.549sl and xr
avg ±

2.549sr.

3.4 INTERVAL END-POINTS APPROACH

In the interval end-points approach, each subject provides the end points of an inter-
val associated with a word on a prescribed scale, as just described. The mean and
standard deviation are computed for the two end points using the data collected
from all of the subjects.10 These end-point statistics are then mapped into an IT2 FS
model for the word by using end-point bounds of the centroid of a prespecified
FOU [Mendel and Wu (2007a)]. Even though there are no closed-form formulas for
the centroid of an IT2 FS (Chapter 2), Mendel and Wu (2006, 2007b) have been
able to compute closed-form formulas for the lower and upper bounds of the cen-
troid end points for word W, cl(W) and cr(W), namely cl(W), c�l(W), cr(W), and c�r(W).
These bounds are in terms of the geometric properties of FOU( ~W), namely: area un-
der FOU( ~W), area under LMF( ~W), area under UMF( ~W), and centroid of FOU( ~W).
Their papers provide many examples for both symmetric and nonsymmetric interior
and shoulder FOUs, in which the four bounds are expressed as explicit nonlinear
functions of the FOU parameters. 

Mendel and Wu (2007b) establish two design equations that let them map inter-
val end-point data statistics into closed-form formulas for the parameters of a11 two-
parameter symmetrical interior FOU. Although a strong point for their method is
that it is not limited to people who are knowledgeable about fuzzy sets, because
most words do not have symmetrical intervals of uncertainty for both their left and
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10Lichtenstein and Newman (1967) collected range data—interval end points—for 41 verbal phrases that
are associated with numerical probabilities on the scale [0, 1]; however, they only provide the mean (as
well as the range) for 180 intervals collected for each phrase. They do not provide the standard devia-
tions for the two end points of an interval.
11In order to obtain a unique solution for parameters of an FOU, the FOU must be characterized by ex-
actly as many parameters as there are design equations.
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right end points (e.g., see Figs. 3.5–3.7), their results are very limited, and compara-
ble results have yet to be obtained for nonsymmetrical interior FOUs and left- and
right-shoulder FOUs. Additional difficulties with their approach are the shape of
the FOU must be chosen ahead of time, and if all uncertainty disappears (i.e., all
subjects provide the same intervals) then their IT2 FS word model does not reduce
to a T1 FS word model. The latter is a very serious shortcoming of their interval
end-points approach, because adherence to the Karnik–Mendel design requirement
[Karnik and Mendel (1998), Mendel (2001)], something that we advocate, requires
that, when all sources of uncertainty disappear, a T2 design must reduce to a T1 de-
sign. Consequently, no details for the interval end-point approach are provided in
this book.

3.5 INTERVAL APPROACH

In this section,12 the interval approach (IA) to T2 fuzzistics is presented. The IA
captures the strong points of both the person-MF and interval end points approach-
es, that is, it (1) collects interval end-point data from a group of subjects, (2) does
not require subjects to be knowledgeable about fuzzy sets, (3) has a straightforward
mapping from data to an FOU, (4) does not require an a priori assumption about
whether or not an FOU is symmetric or nonsymmetric, and, (5) leads to an IT2 FS
word model that reduces to a T1 FS word model automatically if all subjects pro-
vide the same intervals.

The basic idea of the IA is to map each subject’s data interval into a prespecified
T1 person MF, and to interpret the latter as an embedded T1 FS of an IT2 FS (this is
motivated by the Wavy Slice Representation Theorem for an IT2 FS that is ex-
plained in Section 2.4). The IA consists of two parts, the data part (Fig. 3.9) and the
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Table 3.2. Tolerance factor k for a number of collected data (n), a proportion
of the data (1 – �), and a confidence level 

1 – � = 0.95 1 – � = 0.99
___________________ ___________________

1 – � 1 – �
n 0.90 0.95 0.90 0.95

10 2.839 3.379 3.582 4.265
15 2.480 2.954 2.945 3.507
20 2.310 2.752 2.659 3.168
30 2.140 2.549 2.358 2.841
50 1.996 2.379 2.162 2.576

100 1.874 2.233 1.977 2.355
1000 1.709 2.036 1.736 2.718

� 1.645 1.960 1.645 1.960

Source: Walpole et al. (2007).

12The material in this section is taken from Liu and Mendel (2008).
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Fuzzy Set (FS) Part (Fig. 3.10). In the data part, data that have been collected from
a group of subjects are preprocessed, after which data statistics are computed for the
surviving intervals. In the FS part, FS uncertainty measures are established for a
prespecified T1 MF [always beginning with the assumption that the FOU is an inte-
rior FOU (see Fig. 2.4), and, if need be, later switching to a shoulder FOU (see Fig.
2.4)]. Then the parameters of the T1 MF are determined using the data statistics,
and the derived T1 MFs are aggregated using union leading to an FOU for a word,
and, finally, to a mathematical model for the FOU.

Sections 3.5.1 and 3.5.2 explain each of the blocks in Figs. 3.9 and 3.10.

3.5.1 Data Part

Once data intervals [a(i), b(i)] have been collected from a group of n subjects (i =
1, . . . , n) for a word, the data part of the IA consists of two major steps: (1) pre-
processing the n data intervals, and (2) computing statistics for the data intervals
that survive the preprocessing step. The details of these steps are described in this
section. They are applied to the data intervals for each codebook word one word
at a time.
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Figure 3.9. Data part of the IA approach. Note that the output statistics S1 . . . , Sm feed into
the fuzzy part of IA in Fig. 3.10 (Liu and Mendel, 2008; © 2008, IEEE).
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3.5.1.1 Data Preprocessing. Preprocessing the n interval end-point data [a(i),
b(i)] (i = 1, . . . , n) consists of four stages: (1) bad data processing, (2) outlier pro-
cessing, (3) tolerance-limit processing, and (4) reasonable-interval processing. As a
result of data preprocessing, some of the n interval data are discarded and the re-
maining m intervals are renumbered, 1, 2, . . . , m. In the rest of this section, details
are provided for each of these four stages.

Stage 1—Bad Data Processing. Such processing removes nonsensical results (some
subjects do not take a survey seriously and so provide useless results). If interval
end points satisfy 

(3.16)

then an interval is accepted; otherwise, it is rejected. These conditions are obvious
and do not need further explanations. After bad data processing, there will be n� �
n remaining data intervals.

( )

( )
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Figure 3.10. FS part of the IA approach (Liu and Mendel, 2008; © 2008, IEEE).
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Stage 2—Outlier Processing. Such processing uses a Box and Whisker test [Wal-
pole, et al. (2007)] to eliminate outliers. Recall that outliers are points that are un-
usually large or small. 

A Box and Whisker test is usually stated in terms of first and third quartiles and
an interquartile range. The first and third quartiles, Q(0.25) and Q(0.75), contain
25% and 75% of the data, respectively. The interquartile range, IQR, is the differ-
ence between the third and first quartiles; hence, IQR contains 50% of the data be-
tween the first and third quartiles. 

Any point that is more than 1.5IQR above the third quartile or more than 1.5IQR
below the first quartile is considered an outlier [Walpole, et al. (2007)]. Conse-
quently, if the subject interval end-points a(i) and b(i), and the interval’s length L(i)

satisfy

(3.17)

a data interval is accepted; otherwise, it is rejected. In these equations, Qa (Qb, QL)
and IQRa (IQRb, IQRL) are the quartile and interquartile ranges for the left (right)
end-point and interval length.

After outlier processing, there will be m� � n� remaining data intervals for which
the following data statistics are then computed: ml, sl (sample mean and standard
deviation of the m� left end-points), mr, sr (sample mean and standard deviation of
the m� right end-points), and mL, sL (sample mean and standard deviation of the
lengths of the m� intervals).

Stage 3—Tolerance Limit Processing. If a data interval [a(i), b(i)] and its length L(i)

satisfy [Walpole, et al. (2007)]

(3.18)

it is accepted, otherwise it is rejected. In equation (3.18), tolerance factor k is deter-
mined as explained in Section 3.3.2: if k = 2.549 then one can assert with 95% con-
fidence that the given limits contain at least 95% of the subject data intervals.

Assumption: Data interval end points are approximately normal, so that the toler-
ance limits that are given in Table 3.2 can be used. 

After tolerance limit processing, there will be m	 � m� remaining data intervals
(1 � m	 � n), and the following data statistics are then recomputed: ml, sl (sample
mean and standard deviation of the m	 left end-points), and mr, sr (sample mean and
standard deviation of the m	 right end-points).

a(i ) ∈[ml − ksl ,ml + ksl ]
b(i ) ∈[mr − ksr ,mr + ksr ]
L(i ) ∈[mL − ksL ,mL + ksL ]
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Stage 4—Reasonable-Interval Processing. In addition to focusing on the maxim,
“words mean different things to different people” (which was our rationale for us-
ing IT2 FS models for words), one also needs to focus on the maxim, “words mean
similar things to different people.” In fact, if there is understanding about a word
across a group of subjects, it is the latter that causes it. This second maxim led us13

to require only overlapping intervals be kept. Such intervals are called reasonable,
as defined below.

Definition 3.1. A data interval is said to be reasonable if it overlaps with another
data interval in the sense of Fig. 3.11. 

In the last step of data preprocessing, only reasonable data intervals are kept. Ap-
pendix 3B provides a derivation of the following.

Reasonable-Interval Test: IF 

(3.19)

where 
* is one of the values

(3.20)

such that 

(3.21)

THEN the data interval is kept; OTHERWISE, it is deleted.

As a result of reasonable-interval processing, some of the m 	 data intervals may
be discarded and there will finally be m remaining data intervals (1 � m � n) that
are renumbered, 1, 2, . . . , m. 

In summary, data preprocessing starts with all n data intervals and ends with m
data intervals:

3.5.1.2 Compute Data Statistics for Each Interval. A probability distrib-
ution is assigned to each of the m surviving data intervals after which statistics are

n →
Bad  Data

′n →
Outliers

′m →
Tolerance  Limits

′′m →
Reasonable  Interval

m

ml ≤ ξ* ≤ mr

ξ* =
(mrσ l

2 − mlσ r
2 ) ± σ lσ r (ml − mr )

2 + 2(σ l
2 − σ r

2 ) ln(σ l / σ r )⎡⎣ ⎤⎦
1/2

σ l
2 − σ r

2

a(i ) < ξ *

b(i ) > ξ *

⎫
⎬
⎭

 ∀i = 1,..., ′′m
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13In a first attempt at the IA [Liu and Mendel (2007)], only the first three stages of data preprocessing
were used. FOUs were obtained that did not look so good and many were filled in or almost filled in, that
is, LMF( ~W) � 0. Because the centroid of a filled-in FOU is completely independent of UMF( ~W), such a
FOU is not considered to be a good one [Mendel and Wu (2007c); see, also, Property 3 in Section 2.6.2].
As a result, something else had to be done.
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computed for each interval using the assumed probability model and the interval
end-points. These statistics are used as described in Section 3.5.2.4.

Although many choices are possible for an assumed probability distribution for
a subject’s data interval, unless a subject provides more information about that in-
terval (e.g., a greater belief in the center of the interval) then a uniform distribu-
tion is most sensible, and is the one chosen herein.14 According to Dubois et al.
(2004), “. . . a uniform probability distribution on a bounded interval . . . is the
most natural probabilistic representation of incomplete knowledge when only the
support is known. It is non-committal in the sense of maximal entropy . . . and it
applies Laplace’s indifference principle stating that what is equipossible is
equiprobable.” 

In order to keep things as simple as possible, only two statistics are used for a
uniform distribution: its mean and standard deviation. Recall that if a random vari-
able Y is uniformly distributed in [a, b] [Walpole, et al. (2007)] then 

(3.22)

(3.23)

In the second stage of the data part, data statistics S1, . . . , Sm are computed for
each interval, [a(i), b(i)], where 

(3.24)Si = (mY
(i ),σY

(i ) )  i = 1,...,m

σY =
b − a

12

mY =
a + b

2
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a(1) a(2) b(1) b(2)

Figure 3.11. An example of two overlapping intervals for the same word. The intervals are
raised off of the horizontal axis just for the purpose of clarity (Liu and Mendel, 2008; ©
2008, IEEE).

14Dubois et al. (2004) explain how to map a collection of confidence intervals into a symmetrical-trian-
gle T1 MF in which the confidence intervals are associated with data that are collected from a group of
subjects about a single point. More specifically, in their problem n measurements, y1, y2, . . . , yn, are col-
lected, after which the sample mean, m�y, is computed, as m�y = �n

i=1yi/n. The � confidence intervals of m�y,
denoted [CI(�), C�I�(�)], are then computed for a fixed value of �. When each confidence interval is as-
sumed to be uniformly distributed, their method maps the confidence intervals into a symmetric triangu-
lar fuzzy number. 

Note, however, their problem is different from ours, because in our problem the starting point is a col-
lection of n intervals rather than a collection of n numbers, so their results have not been used by us.
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and these data statistics are then used in the FS part of the IA, where they are
mapped into the parameters of a T1 MF, as explained in Section 3.5.2.4.

This completes the data part of the IA.

3.5.2 Fuzzy Set Part 

The FS Part of the IA (Fig. 3.10) consists of nine steps, each of which is described
in this section.

3.5.2.1 Choose a T1 FS Model. In the present IA, because the mapping from
an interval of data to a T1 MF only uses the mean and variance of the (just) as-
sumed uniform probability distribution, only T1 MFs with two degrees of freedom
can be used. In this chapter, only a symmetrical triangle interior T1 MF, or a left-
shoulder T1 MF, or a right-shoulder T1 MF are used. 

3.5.2.2 Establish FS Uncertainty Measures. Although many choices are
possible for uncertainty measures of a T1 FS (Klir , 2006) our approach is to focus
on simplicity; therefore, we use the mean and standard deviation of a T1 FS.

Definition 3.2. The mean and standard deviation of a T1 FS A are:

(3.25)

(3.26)

where aMF and bMF are the parameters of the MFs that are depicted in the figures of
Table 3.3.

Obviously, if �A(x)/�aMF
bMF�A(x)dx is the probability distribution of x, where x �

[aMF, bMF], then equations (3.25) and (3.26) are the same as the mean and standard
deviation used in probability. 

Usually, aMF and bMF denote the left end and right end of the support of a T1
MF; however, shoulder T1 MFs pose a problem because for a left-shoulder T1 MF
there is no uncertainty for x � [0, aMF], whereas for a right-shoulder T1 MF there is
no uncertainty for x � [bMF, M]; hence, for shoulder MFs aMF and bMF do not cover
the entire span of the MF, and are as shown in the second and third row figures of
Table 3.3.

3.5.2.3 Compute Uncertainty Measures for T1 FS Models. The mean and
standard deviations for symmetric triangle (interior), left-shoulder and right-shoul-
der T1 MFs are easy to compute, and they are also summarized in Table 3.3. Observe

σ A =
(x − mA )2 μA (x)dx

aMF

bMF

∫
μA (x)dx

aMF

bMF∫

⎡

⎣

⎢
⎢
⎢

⎤

⎦

⎥
⎥
⎥

1/2

mA =
xμA (x)dx

aMF

bMF

∫
μA (x)dx

aMF

bMF

∫
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that by using the primed parameters for the right-shoulder T1 MF, the equation for its
�MF looks just like the comparable formula for the left-shoulder T1 MF.

3.5.2.4 Compute General Formulas for Parameters of T1 FS Models.
The parameters of a T1 FS (triangle, left- or right-shoulder) are computed by equat-
ing the mean and standard deviation of a T1 FS to the mean and standard deviation,
respectively, of a data interval, that is, m(i)

MF = m(i)
Y and �(i)

MF = �(i)
Y , where m(i)

MF and
�(i)

MF are in Table 3.3, and m(i)
Y and �(i)

Y are computed using equations (3.22) and
(3.23). This is done for each of the m remaining data intervals. The resulting T1 MF
parameters, a(i)

MF and b(i)
MF, are summarized in Table 3.4. Although these parameters

could have been expressed in terms of m(i)
Y and �(i)

Y , our choice has been to express
them directly in terms of a(i) and b(i) by using equations (3.22) and (3.23).15

3.5.2.5 Establish Nature of the FOU. Given a set of m data intervals, they
must be mapped into an interior FOU, left-shoulder FOU, or a right-shoulder FOU.
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Table 3.3. Mean and standard deviation for interior and shoulder T1 MFs 

Mean (mMF) and
Name MF standard deviation (�MF)

Symmetric  
triangle
(interior MF)

Left-shoulder

Right-shoulder

Source: Liu and Mendel, 2008; © 2008, IEEE.

′ = −MF MFm M m

′bMF = M − aMF

′aMF = M − bMF

σMF = 1
6 ( ′aMF + ′bMF )2 + 2 ′aMF

2⎡⎣ ⎤⎦ − ′mMF
2⎡⎣ ⎤⎦

1/2

mMF = (2aMF + bMF ) / 3

σMF = 1
6 (aMF + bMF )2 + 2aMF

2⎡⎣ ⎤⎦ − mMF
2⎡⎣ ⎤⎦

1/2

mMF = (2aMF + bMF ) / 3

σMF = (bMF − aMF ) / 2 6

mMF = (aMF + bMF ) / 2
 

aMF bMF

x

1

µ(x)�

�

 

aMF bMF

x

1

µ(x)�

�

 

aMF bMF

x

1

µ(x)

M

�

�

15For example, for an interior MF, a(i)
MF = m(i)

Y – �6��(i)
Y and b(i)

MF = m(i)
Y + �6��(i)

Y .
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This is a classification problem. In this subsection, a rationale for deciding which of
these FOUs is chosen, and an FOU classification procedure are explained.

3.5.2.5.1 FOU Rationale. To begin, it is always assumed that the m data inter-
vals can be mapped into an interior FOU, and if this cannot be done that the data
can be mapped into a left-shoulder FOU, and if this cannot be done that the data can
be mapped into a right-shoulder FOU. This rationale is the basis for the classifica-
tion procedure that is given next.

3.5.2.5.2 FOU Classification Procedure. To begin, the following admissibili-
ty requirement for an interior FOU is defined.

Definition 3.3. For the scale [0, 10], an interior FOU is said to be admissible if and
only if

(3.27)

By using the formulas for a(i)
MF and b(i)

MF that are given in the first row of Table
3.4, it is straightforward to show that equation (3.27) is equivalent to

, (3.28)
1.207a(i ) − 0.207b(i ) ≥ 0

1.207b(i ) − 0.207a(i ) ≤ 10

⎫
⎬
⎭

 ∀i = 1,...,m

aMF
(i ) ≥ 0

bMF
(i ) ≤ 10

⎫
⎬
⎭

 ∀i = 1,...,m
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Table 3.4. Transformations of the uniformly distributed data interval [a(i), b(i)] into the
parameters a(i)

MF and b(i)
MF of a T1 FS 

MF Transformations

Symmetric triangle (interior MF)

Left-shoulder

Right-shoulder

Source: Liu and Mendel, 2008; © 2008, IEEE.

′b (i ) = M − a(i)

′a (i) = M − b(i)

bMF
(i ) = M − ( ′a (i ) + ′b (i ) )

2
+ ( ′b (i ) − ′a (i ) )

6

aMF
(i ) = M − ( ′a (i ) + ′b (i ) )

2
− 6( ′b (i ) − ′a (i ) )

3

bMF
(i ) = (a(i) + b(i ) )

2
+ 6(b(i) − a(i ) )

3

aMF
(i ) = (a(i) + b(i) )

2
− (b(i ) − a(i ) )

6

bMF
(i ) = 1

2 [(a(i) + b(i ) ) + 2(b(i ) − a(i ) )]

aMF
(i ) = 1

2 [(a(i ) + b(i ) ) − 2(b(i ) − a(i) )]
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or, equivalently,

(3.29)

Additionally, there is the obvious constraint that

(3.30)

Figure 3.12 depicts the three inequalities in equations (3.29) and (3.30) and
shows the admissible region for an interior FOU. Unfortunately, requiring equa-
tions (3.29) and (3.30) to be satisfied for all m data intervals is too stringent. For ex-
ample, consider two situations: in the first situation only one of the m data pairs
(barely) falls outside of the admissible region and in the second situation more than
half of the data pairs fall outside of that region. Using equations (3.29) and (3.30),
an interior FOU would be rejected for both situations, which does not seem so rea-
sonable; hence, requiring all {a(i), b(i)}m

i=1 to fall in the admissible region seems too
stringent. 

b(i ) ≥ a(i )  ∀i = 1,...,m

b(i ) ≤ 5.831a(i )

b(i ) ≤ 0.171a(i ) + 8.29

⎫
⎬
⎭

 ∀i = 1,...,m
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0 1 2 3 4 5 6 7 8 9 10

8

7

6

5

4

3

2

1

0

Admissible Region for
An Interior FOU

9

10

a(i)

b(i) ≤ 5.831a(i)

b(i)

b(i) ≥ a(i)

b(i) ≤ 0.171a(i) + 8.29

Figure 3.12. Admissible region for an interior FOU that is based on equations (3.29) and
(3.30) (Liu and Mendel, 2008; © 2008, IEEE).
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To that end, instead of using equations (3.29) and (3.30), their expected values
are used:

(3.31)

(3.32)

A figure that is analogous to Fig. 3.12 could be drawn. It would look just like the
one in Fig. 3.12, except that the lines would be for equations (3.31) and (3.32) in-
stead of for equations (3.29) and (3.30). Note that even though equation (3.30) has
been re-expressed in equation (3.32) in terms of expected values, it will always be
satisfied by all m intervals by virtue of the third line of equation (3.16). Our atten-
tion is, therefore, directed at the two inequalities in equation (3.31).

In practice, the population means, ma and mb, are not available, so equation
(3.31) cannot be used as is. As explained next, our approach to implementing equa-
tion (3.31) is to develop two hypothesis tests.

Let 

(3.33)

(3.34)

From equations (3.31), (3.33), and (3.34), it follows that to determine if equation
(3.31) is satisfied is equivalent to determining if the following are satisfied:

(3.35)

According to statistics [Walpole, et al. (2007), Chapter 10], to verify equation
(3.35) one needs to test the population means mc and md using the following one-
tailed tests (H0 denotes the null hypothesis and H1 denotes the alternative hypothe-
sis):

(3.36)

(3.37)

It is well known that, for the one-sided hypotheses in equations (3.36) and
(3.37), for which the population variances are unknown but sample variances are
available, rejection of H0 occurs when a computed t-statistic is smaller than –t�,m–1,

For md :

            H 0 :md = 0

            H1 :md < 0

For mc :

            H 0 :mc = 0

            H1 :mc < 0

mc ≤ 0

md ≤ 0
⎫
⎬
⎭

d ≡ b − 0.17a − 8.29

c ≡ b − 5.831a

mb ≥ ma  

mb ≤ 5.831ma
mb ≤ 0.171ma + 8.29

⎫
⎬
⎭
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where m – 1 is the degrees of freedom for the t-distribution, and m is the number of
intervals that have survived the preprocessing stages. 

For mc, t � Tc, and [Walpole, et al. (2007), Section 10.7]

(3.38)

in which c� is the sample mean of c and sc is the sample standard deviation of c.
From equation (3.33) c� can be expressed as 

(3.39) 

where ml and mr are the sample means of the surviving m intervals which are avail-
able from the data part of the IA. Substituting equation (3.39) into equation (3.38),
it is straightforward to obtain the following decision inequality for mc:

(3.40)

For md, t � Td, and 

(3.41)

in which d� is the sample mean of d and sd is the sample standard deviation of d. Pro-
ceeding as was done for Tc, but beginning with equation (3.34), it is straightforward
to obtain the following decision inequality for md:

(3.42)

By these analyses, equation (3.31) is replaced by equations (3.40) and (3.42),
and, in addition equation (3.32) is replaced by

(3.43)

Equations (3.40), (3.42), and (3.43) are plotted in the classification diagram
depicted in Fig. 3.13, in which the decision regions for interior, left-shoulder, and
right-shoulder FOUs are shown shaded. Observe that there is a small region for
which no FOU is assigned. It is called the unreasonable region because to assign
a shoulder FOU for values in it leads to FOUs that extend unreasonably far to the
left (for a right-shoulder FOU) or right (for a left-shoulder FOU). No interval data
that has been collected to date have led to (ml, mr) that fall in the unreasonable re-
gion.

Based on these discussions, our FOU Classification Procedure is: compute ml

and mr, and: 

mr ≥ ml

mr < 0.171ml + 8.29 − tα ,m−1

sd
m

Td =
d − 0

sd / m
< −tα ,m−1

mr < 5.831ml − tα ,m−1

sc
m

c = b − 5.831a = mr − 5.831ml

Tc =
c − 0

sc / m
< −tα ,m−1
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Comments:

1. In order to classify a word’s surviving m data intervals, first ml, mr, sc, and sd

must be computed. ml and mr are the sample averages of {a(i)}m
i=1 and {b(i)}m

i=1,
respectively, and sc and sd are the sample standard deviations of {b(i) –
5.83a(i)}m

i=1 and {b(i) – 0.171a(i) – 8.29}m
i=1, respectively. Although these calcula-

α α

α α

− −

− −

≤ ≤ + − ≥

> < + −

, 1 , 1

, 1 , 1

IF 5.831 - ,  0.171 8.29 ,  and ,          

THEN FOU is an INTERIOR FOU

OTHERWISE, IF 5.831 - ,  and 0.171 8.29 ,

THEN FOU is a LEFT-SHOULDER FOU

OTHE

c d
r l m r l m r l

c d
r l m r l m

s s
m m t m m t m m

m m

s s
m m t m m t

m m

α α

α α

− −

− −

⎫
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬
⎪< > + − ⎪
⎪
⎪
⎪
⎪> > + −
⎪
⎪⎭

, 1 , 1

, 1 , 1

RWISE, IF 5.831 - , and 0.171 8.29 , 

THEN FOU is a RIGHT-SHOULDER FOU 

OTHERWISE, IF 5.831 -  and 0.171 8.29 ,

THEN NO FOU 

c d
r l m r l m

c d
r l m r l m

s s
m m t m m t

m m

s s
m m t m m t

m m
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mr = 0.171ml + 8.29 − tα ,m−1sd /   m

mr = 5.831ml − tα ,m−1sc /   m

8

7

6

5

4

3

2

1

0

Interior FOU

9

10

mr

ml

mr = ml

Left-Shoulder
FOU

Unreasonable
Region

0 1 2 3 4 5 6 7 8 9 10

Right-Shoulder
FOU

Figure 3.13. Classification diagram with FOU decision regions (Liu and Mendel, 2008; ©
2008, IEEE).

(3.44)
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tions could have been put into the data part of the IA, we have chosen to put them
into the fuzzy set part because sc and sd first appear in the fuzzy set part of the IA.

2. Observe from equation (3.44) [or (3.40) and (3.42)] that the nondiagonal de-
cision boundaries depend upon m in two ways: (1) t�,m–1 depends upon m (as
well as �), and (2) 1/�m�. This means that when m is different for different
words (as frequently occurs) the decision diagrams for different words will
be different. It also means that when m is large, so that t�,m–1sc/�m� � 0 and
t�,m–1sd/�m� � 0, then Fig. 3.13 reduces to the asymptotic classification dia-
gram that is depicted in Fig. 3.14. 

3. The decision boundaries depend on �. For example, when m = 20 and � =
0.10, then [Walpole, et al. (2007), Table A.4] t0.10,19 = 1.328, whereas if � =
0.05, then t0.05,19 = 1.729. From equation (3.40) and these two (representa-
tive) examples, observe that as � decreases, the left-shoulder decision line
moves to the right; and, from equation (3.42) and these two (representative)
examples, observe that as � decreases, the right-shoulder decision line moves
downward. Hence, smaller values of � lead to larger left- and right- shoulder
decision regions. As in any decision making situation, the specific choice of
� is left to the user, although � = 0.05 is a very popular choice, since it also
corresponds to a 95% confidence interval.
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mr = 0.171ml + 8.29

mr = 5.831ml
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Figure 3.14. Asymptotic classification diagram with FOU decision regions (Liu and
Mendel, 2008; © 2008, IEEE).
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3.5.2.6 Compute Embedded T1 FSs. Once a decision has been made as to
the kind of FOU for a specific word, each of the word’s remaining m data intervals
are mapped into their respective T1 FSs using the equations that are given in Table
3.4:

(3.45)

These T1 FSs, denoted W(i), are called embedded T1 FSs, because they are used to
obtain the FOU of the word, as described below in Section 3.5.2.8.

3.5.2.7 Delete Inadmissible T1 FSs. It is possible that some of the m embed-
ded T1 FSs are inadmissible, that is, they violate equation (3.27), because our FOU
classification procedure has been based on statistics and not on each realization.
Those T1 FSs are deleted, so that there will be m* remaining embedded T1 FSs,
where m* � m. 

3.5.2.8 Compute an IT2 FS Using the Union. Using the Wavy Slice Repre-
sentation Theorem for an IT2 FS (Section 2.4) a word’s IT2 FS  ~W is computed as

(3.46)

where W(i) is the just-computed ith embedded T1 FS. 

3.5.2.9 Compute the Mathematical Model for FOU(
~
W). In order to com-

pute a mathematical model for FOU( ~W), both UMF( ~W) and LMF( ~W) must be ap-
proximated. There are many ways in which this can be done. Our approach is very
simple and guarantees that all m* embedded T1 FSs are contained within FOU( ~W).
Regardless of the type of FOU, the following four numbers must first be computed:

(3.47)

(3.48)

3.5.2.9.1 Mathematical Model for an Interior FOU. Fig. 3.15 depicts this sit-
uation. The steps to approximate UMF( ~W) are:

a. Compute 

(3.49)CMF
(i ) =

aMF
(i ) + bMF

(i )

2

bMF ≡ min
i=1,...,m*

{bMF
(i ) }

bMF ≡ max
i=1,...,m*

{bMF
(i ) }

⎫
⎬
⎪

⎭⎪

aMF ≡ min
i=1,...,m*

{aMF
(i ) }

aMF ≡ max
i=1,...,m*

{aMF
(i ) }

⎫
⎬
⎪

⎭⎪

=

= 
*

( )

1

m
i

i

W W

(a(i ) ,b(i ) ) → (aMF
(i ) ,bMF

(i ) ),  i = 1,...,m
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b. Compute

(3.50)

(3.51)

c. Connect the following points with straight lines: (aMF, 0), (CMF, 1), (C�MF, 1),
and (b�MF, 0).

The result is a trapezoidal UMF. 
The steps to approximate LMF( ~W) are:

a. Compute the intersection point (p, �p) of the right leg and the left leg of the
left- and right-most extreme triangles (see Fig. 3.15) using:

(3.52)

(3.53)

b. Connect the following points with straight lines: (aMF, 0), (a�MF, 0), (p, �p),
(bMF, 0), and (b�MF, 0).

The result is a triangle LMF.

3.5.2.9.2 Mathematical Model for a Left-Shoulder FOU. Fig. 3.16 depicts
this situation. To approximate UMF( ~W), connect the following points with straight
lines: (0, 1), (a�MF, 1), and (b�MF, 0). The result is a left-shoulder UMF. To approxi-
mate LMF( ~W), connect the following points with straight lines: (0, 1), (aMF, 1),
(bMF, 0), and (b�MF, 0). The result is a left-shoulder LMF.

μ p =
bMF − p
bMF − CMF

p =
bMF (CMF − aMF ) + aMF (bMF − CMF )

(CMF − aMF ) + (bMF − CMF )

CMF = max{CMF
(i ) }

CMF = min{CMF
(i ) }
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Figure 3.15. An example of the union of T1 triangle MFs. The heavy lines are the lower and
upper MFs (Liu and Mendel, 2008; © 2008, IEEE).
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3.5.2.9.3 Mathematical Model for a Right-Shoulder FOU. Figure 3.17 de-
picts this situation. To approximate UMF( ~W), connect the following points with
straight lines: (aMF, 0), (bMF, 1), and (M, 1). The result is a right-shoulder UMF. To
approximate LMF( ~W), connect the following points with straight lines: (aMF, 0),
(a�MF, 0), (b�MF, 1), and (M, 1). The result is a right-shoulder LMF.

3.5.3 Observations

3.5.3.1 Canonical FOUs for Words. Figures 3.15–3.17 illustrate the only
FOUs that can be obtained for a word using the IA, and so these FOUs are referred
to herein as canonical FOUs for a word. 

A word that is modeled by an interior FOU has an UMF that is a trapezoid and a
LMF that is a triangle, but, in general, neither the trapezoid nor the triangle are sym-
metrical. A word that is modeled as a left- or right-shoulder FOU has trapezoidal
upper and lower MFs; however, the legs of the respective two trapezoids are not
necessarily parallel. 

That there are only three canonical FOUs for a word is very different than in
function approximation applications of IT2 FSs (e.g., as in fuzzy logic control, or
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Figure 3.16. An example of the union of T1 left-shoulder MFs. The heavy lines are the low-
er and upper MFs (Liu and Mendel, 2008; © 2008, IEEE).
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Figure 3.17. An example of the union of T1 right-shoulder MFs. The heavy lines are the
lower and upper MFs (Liu and Mendel, 2008; © 2008, IEEE).
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forecasting of time series), where one is free to choose the shapes of the FOUs
ahead of time, and many different choices are possible. The full implications of
knowing the general shapes of the three canonical word FOUs ahead of time will
become much clearer in Chapters 5 and 6.

3.5.3.2 No completely Filled-in FOUs. In Mendel and Wu (2007c) (see, also
Property 3 in Section 2.6.2), it is explained that when LMF( ~W) = 0, then FOU( ~W) is
completely filled in. This is not considered to be a good FOU, because the centroid
of such an FOU equals the span16 of LMF( ~W) and is, therefore, completely indepen-
dent of UMF(~W). The following property shows that the IA does not lead to com-
pletely filled-in FOUs.

Property of IA: Using the IA, none of the obtained FOUs will be completely filled
in, that is, (a) for an interior FOU, bMF > a�MF (see Fig. 3.15); (b) for a left-shoulder
FOU, bMF > aMF > 0 (see Fig. 3.16); and, (c) for a right-shoulder FOU, a�MF < b�MF <
M (see Fig. 3.17).

A proof of this theorem is given in Liu and Mendel (2007b).

3.5.3.3 Whose FOU? In the field of probability elicitation, O’Hagan and Oak-
ley (2004) question how various individual expert probability distributions should
be combined into a single distribution, and, regardless of the method used for com-
bining, whose distribution does this represent? The latter question reflects the fact
that regardless of how the distributions are combined, the final distribution has lost
the uncertainties of the individual subjects, and, in fact, it may correspond to none
of the subjects. 

One can raise a similar question for the FOU of a word that is obtained from the
IA, that is, whose FOU does it represent? Unlike the probability elicitation field,
where each expert is assumed to have a probability distribution, no assumption is
ever made in our work that a subject has a personal FOU for a word. An FOU is a
mathematical model that captures the uncertainties about a word, and is only used
in later processing or analyses. 

Note, however, that the union method for combining each subject’s T1 FS pre-
serves all of their uncertainties because each of their T1 FSs is contained within the
FOU. 

One can even provide a Bayesian-like interpretation to the construction of a
FOU. Allow the analyst to be one of the subjects, so that her T1 FS is the first T1 FS
of the remaining m* T1 FSs. Then the resulting FOU not only uses her a priori
FOU, which is a T1 FS, but modifies it by folding in the T1 FSs of the remaining
m* – 1 data intervals. 

3.5.3.4 Additional Data. If at a later time more subject data become available,
then one must repeat the entire IA procedure because such data can affect the data
and interval statistics in the data part of the IA, and those statistics are used in the
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16See Definition 2.9.
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FS part of the IA. So, it is very important not to discard the subject data intervals.
How (or if it is possible) to turn the IA into a data-adaptive procedure remains to be
explored.

3.5.4 Codebook Example

A dataset was collected from 28 subjects at the Jet Propulsion Laboratory (JPL)17

for a vocabulary of 32 words. These words were randomized and for all words each
subject was asked the question, “On a scale of 0 to 10, what are the end points of an
interval that you associate with the word W?” All of the data were processed as de-
scribed in Sections 3.5.1 and 3.5.2. 

Table 3.5 (in which the 32 words have been ordered using a ranking method that
is explained later in this section) summarizes how many data intervals survived
each of the four preprocessing stages, and how many intervals, m*, survived the
deletion of inadmissible T1 FSs step in the FS part of the IA. Observe that m* is
quite variable. Table 3.5 also gives the final left and right end-point statistics that
were used to establish the nature of each word’s FOU. These statistics are based on
the m remaining data intervals after stage 4 of preprocessing.18

Table 3.6 is the codebook for the 32 words. It provides the coordinates (code) for
the LMF and UMF of each FOU.19

Figure 3.18 depicts the FOUs for all 32 words. Observe that the words have been
ordered so that there seems to be a very natural flow from left-shoulder FOUs to in-
terior FOUs to right-shoulder FOUs. This flow was achieved by first computing the
centroid of each FOU (Chapter 2) and then the mean of each centroid. The results of
these computations are given in the last two columns of Table 3.6. The words were
then rank-ordered using the mean of the centroid. Ranking the words by this
method seems to give visually acceptable results (see also Section 4.3)

Observe from Fig. 3.18 and Table 3.6, that some words (e.g., a smidgen and tiny;
some and some to moderate; very sizeable, substantial amount and a lot, and very
high amount and extreme amount) have almost identical FOUs. Similarity of all of
the words to one another is examined in great detail in Chapter 4.

One may feel that the words very small and very little should have been modeled
as left-shoulder FOUs, and the words very large and very sizeable should have been
modeled as right-shoulder FOUs. That they were not may be due to the relatively
small number of data intervals that were collected from subjects.

Note that the ordering of the words in Fig. 3.18 is due to our ad hoc method for
ranking the FOUs. If the reader does not like the positions of the FOUs, he/she can
change them without affecting the codebook.
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17This was done in 2002 when J. M. Mendel gave an in-house short course on fuzzy sets and systems at
JPL.
18The results in Table 3.5 are somewhat different from those given in Table IV of Liu and Mendel
(2008). In that article, the term � l

2 – � r
2, in the numerator of equation (3.20), was coded incorrectly as � r

2

– � l
2. This was brought to the attention of the authors by Mr. Hussam Hamrawi and Dr. Simon Coupland.

19The results in Table 3.6 are somewhat different from those given in Table V of Liu and Mendel (2008).
See footnote 18.
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Herrera, Herrera-Viedma, and Martinez (2000) discuss multigranular linguistic
term sets and how in “. . . decision making problems with multiple sources of infor-
mation, linguistic performance values that are given to the different sources can be
represented as linguistic term sets with different granularity and/or semantics.” Our
interpretation of “linguistic term sets with different granularity” is as a subvocabu-
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Table 3.5. Remaining data intervals and their end-point statistics for m data intervals 

Preprocessing FS Left-end Right-end____________________________
part statistic statistic

Stage 1 Stage 2 Stage 3 Stage 4 _____ ___________ __________
Word n� m� m	 m m* ml sl mr sr

None to very little 28 21 20 20 20 0 0 1.09 0.25
Teeny-weeny 28 24 23 8 8 0.09 0.17 1.04 0.20
A smidgen 26 22 20 9 9 0.28 0.26 1.44 0.39
Tiny 28 24 24 9 9 0.22 0.23 1.34 0.47
Very small 28 21 21 16 15 0.79 0.28 1.83 0.28
Very little 28 23 21 10 9 0.67 0.33 2.15 0.53
A bit 28 25 23 12 12 1.00 0 2.63 0.48
Low amount 28 26 24 18 15 0.86 0.50 2.64 0.64
Small 28 26 25 22 20 1.25 0.55 3.23 0.48
Somewhat small 28 27 25 15 15 1.84 0.56 3.45 0.46
Little 28 27 26 19 18 1.33 0.50 3.30 0.63
Some 28 25 24 17 17 3.24 0.59 5.68 0.83
Some to moderate 28 23 23 23 23 3.18 0.67 6.09 0.58
Moderate amount 28 23 20 20 20 3.92 0.29 5.97 0.55
Fair amount 28 24 21 21 21 4.07 0.62 6.24 0.44
Medium 28 24 23 20 20 4.35 0.40 5.84 0.32
Modest amount 28 21 20 19 19 4.32 0.45 6.03 0.31
Good amount 28 25 23 15 15 5.53 0.74 7.57 0.62
Quite a bit 28 23 23 12 12 6.06 0.54 8.13 0.31
Sizeable 28 22 21 18 14 6.62 0.67 8.75 0.80
Considerable 28 24 24 16 14 6.59 0.69 8.53 0.72

amount
Very sizeable 28 26 24 13 10 7.42 0.64 9.23 0.48
Substantial 28 25 24 17 12 7.50 0.66 9.29 0.53

amount
A lot 28 26 26 16 12 7.26 0.55 9.27 0.49
High amount 28 26 24 20 13 7.53 0.72 9.40 0.48
Large 28 26 26 23 16 7.44 0.54 9.28 0.45
Very large 27 26 25 15 11 7.97 0.58 9.37 0.43
Humongous  28 25 23 22 22 9.00 0.58 10.00 0

amount
Huge amount 28 25 21 21 21 8.62 0.45 9.85 0.22
Very high amount 28 27 23 21 21 8.77 0.54 9.97 0.07
Extreme amount 28 28 27 22 22 8.98 0.36 10 0.02
Maximum amount 27 25 23 15 15 9.21 0.27 10 0

Source: Adopted from Liu and Mendel, 2008; © 2008, IEEE.

c03.qxd  3/3/2010  10:16 AM  Page 102

www.it-ebooks.info

http://www.it-ebooks.info/


lary from the codebook. Figure 3.19 depicts three subvocabularies, where the FOUs
in each subvocabulary cover the entire domain [0, 10]. Each subvocabulary was ob-
tained from the results given in Table 3.6 and Fig. 3.18. When a codebook is estab-
lished, it contains within it many subvocabularies. One important use for a subvo-
cabulary is in designing if–then rules as a CWW engine, in which case it is
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Table 3.6. FOU data for all words (based on m* data intervals)—the codebook. Each UMF and
LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter for the LMF is its height 

Center of 
Word UMF LMF Centroid centroid

None to very little [0, 0, 0.14, 1.97] [0, 0, 0.05, 0.66, 1] [0.22,0.73] 0.48
Teeny-weeny [0, 0, 0.55, 1.97] [0, 0, 0.09, 1.02, 1] [0.34,0.74] 0.54
A smidgen [0, 0, 0.59, 2.63] [0, 0, 0.09, 1.16, 1] [0.39,0.99] 0.69
Tiny [0, 0, 0.63, 2.63] [0, 0, 0.09, 1.16, 1] [0.39,0.99] 0.69
Very small [0.19, 1, 1.50, 2.31] [0.79, 1.25, 1.25, 1.71, 0.65] [0.95,1.55] 1.25
Very little [0.19, 1, 2.00, 3.41] [0.79, 1.37, 1.37, 1.71, 0.48] [0.92,2.21] 1.57
A bit [0.59, 1.50, 2.00, 3.41] [0.79, 1.68, 1.68, 2.21, 0.74] [1.42,2.08] 1.75
Low amount [0.09, 1.25, 2.50, 4.62] [1.67, 1.92, 1.92, 2.21, 0.30] [0.92,3.46] 2.19
Small [0.09, 1.50, 3.00, 4.62] [1.79, 2.28, 2.28, 2.81, 0.40] [1.29,3.34] 2.32
Somewhat  small [0.59, 2.00, 3.25, 4.41] [2.29, 2.70, 2.70, 3.21, 0.42] [1.76,3.43] 2.59
Little [0.38, 1.58, 3.50, 5.62] [1.79, 2.20, 2.20, 2.40, 0.24] [1.18,4.35] 2.76
Some [1.28, 3.50, 5.50, 7.83] [3.79, 4.41, 4.41, 4.91, 0.36] [2.87,6.13] 4.50
Some to moderate [1.17, 3.50, 5.50, 7.83] [4.09, 4.65, 4.65, 5.41, 0.40] [3.01,6.11] 4.56
Moderate amount [2.59, 4.00, 5.50, 7.62] [4.29, 4.75, 4.75, 5.21, 0.38] [3.74,6.16] 4.95
Fair amount [2.17, 4.25, 6.00, 7.83] [4.79, 5.29, 5.29, 6.02, 0.41] [3.85,6.41] 5.13
Medium [3.59, 4.75, 5.50, 6.91] [4.86, 5.03, 5.03, 5.14, 0.27] [4.19,6.19] 5.19
Modest amount [3.59, 4.75, 6.00, 7.41] [4.79, 5.30, 5.30, 5.71, 0.42] [4.57,6.24] 5.41
Good amount [3.38, 5.50, 7.50, 9.62] [5.79, 6.50, 6.50, 7.21, 0.41] [5.11,7.89] 6.50
Quite a bit [4.38, 6.50, 8.00, 9.41] [6.79, 7.38, 7.38, 8.21, 0.49] [6.17,8.15] 7.16
Sizeable [4.38, 6.50, 8.00, 9.41] [7.29, 7.56, 7.56, 8.21, 0.38] [5.95,8.39] 7.17
Considerable [4.38, 6.50, 8.25, 9.62] [7.19, 7.58, 7.58, 8.21, 0.37] [5.97,8.52] 7.25

amount
Very sizeable [5.38, 7.50, 8.75, 9.81] [7.79, 8.20, 8.20, 8.71, 0.42] [6.88,8.88] 7.88
Substantial [5.38, 7.50, 8.75, 9.81] [7.79, 8.22, 8.22, 8.81, 0.45] [6.95,8.86] 7.90

amount
A lot [5.38, 7.50, 8.75, 9.83] [7.69, 8.19, 8.19, 8.81, 0.47] [6.99,8.82] 7.91
High amount [5.38, 7.50, 8.75, 9.81] [7.79, 8.30, 8.30, 9.21, 0.53] [7.19,8.82] 8.01
Large [5.98, 7.75, 8.60, 9.52] [8.03, 8.36, 8.36, 9.17, 0.57] [7.50,8.75] 8.12
Very large [6.59, 8.00, 9.25, 9.89] [8.61, 8.82, 8.82, 9.21, 0.32] [7.60,9.34] 8.47
Humongous  [7.37, 9.82, 10, 10] [9.74, 9.98, 10, 10, 1] [8.68,9.91] 9.30

amount
Huge amount [7.37, 9.36, 10, 10] [8.95, 9.93, 10, 10, 1] [8.99,9.65] 9.32
Very high amount [7.37, 9.73, 10, 10] [9.34, 9.95, 10, 10, 1] [8.95,9.77] 9.36
Extreme amount [7.37, 9.82, 10, 10] [9.37, 9.95, 10, 10, 1] [8.95,9.78] 9.37
Maximum amount [8.68, 9.91, 10, 10] [9.61, 9.97, 10, 10, 1] [9.50,9.87] 9.68

Source: Adopted from Liu and Mendel, 2008; © 2008, IEEE.
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expedient to use a small (the smallest) subvocabulary that covers the entire domain
in order to avoid rule explosion. This is explored in Chapter 6.

Chapter 7 has results from using the IA for three vocabularies that are associated
with the investment judgment advisor.

3.5.5 Software

Software that implements the IA is available at: http://sipi.usc.edu/~mendel/soft-
ware.
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None to very little Teeny-weeny A smidgen Tiny

Very small Very little A bit Low amount

Small Somewhat small Little Some

Some to moderate Moderate amount Fair amount Medium

Modest amount Good amount Quite a bit Sizeable

Considerable amount Very sizeable Substantial amount A lot

High amount Large Very large Humongous amount

Huge amount Very high amount Extreme amount Maximum amount

Figure 3.18. FOUs for all 32 words. Start at the top row and proceed downward, scanning
from left to right (adopted from Liu and Mendel, 2008; © 2008, IEEE).
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3.5.6 Concluding Remarks

In May 2009, during the final stages of the writing of this book, the first author was
doing some joint research at DeMontfort University with Prof. Robert John, Dr. Si-
mon Coupland, and Mr. Hussam Hamrawi, and together they found some improve-
ments to the IA. These improvements have to do with: (1) removing [0, 10] inter-
vals; (2) removing intervals that are very small, including when a(i) = b(i); and (3)
removing intervals that overlap but are too large. Because this work has not yet
been published, its details are not included in this book.

A weak point of the IA is that the interval end-point data have to be collected
from a group of subjects. Sometimes this is not possible, due, for example, to bud-
get limitations, time constraints, or unavailability of a subject pool. Joo and Mendel
(2009) have proposed a method for obtaining an FOU from a single subject by an
IA that is called an individual IA (IIA). It collects interval end-point and uncertain-
ty-band data from a single subject, maps them into an IT2 FS, and makes very
heavy use of the FOU diagram in Fig. 3.14. The IIA is not meant to replace the IA
when a group of subjects is available; it is used only when a group of subjects is not
available.

3.6 HEDGES

A linguistic hedge or modifier, introduced first by Zadeh (1972), is an operation that
modifies the meaning of a term or, more generally, of a fuzzy set. For example, if
weak pressure is a fuzzy set, then very weak pressure, more-or-less weak pressure,
extremely weak pressure, and not-so weak pressure are examples of hedges that are
applied to this fuzzy set. There are a multitude of hedges, many additional examples
of which can be found in references such as Schmucker (1984) and Cox (1994).

3.6 HEDGES 105

None to very little Low amount Moderate amount Substantial amount Huge amount

Tiny Somewhat small Medium Large
Maximum

amount

A smidgen Little Medium A lot
Very high

amount

Figure 3.19. FOUs for three subvocabularies (adopted from Liu and Mendel, 2008; © 2008,
IEEE).
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There are two ways to handle hedges:

1. They can be viewed as operators that act on a fuzzy set’s membership func-
tion to modify it.

2. They can be treated as a new word in the codebook.

Our viewpoint is that every word that is used by a perceptual computer must be in
the codebook; hence, the second viewpoint is adopted in this book. 

Comments

1. By the first approach, one establishes a set of primary terms and their MFs.
The hedge operators then operate on some20 or all of the primary terms, lead-
ing to a larger set of terms and their MFs. This can be interpreted as starting
with a codebook of primary words and then obtaining an expanded codebook
comprised of primary and hedged words.

2. Two hedge operators introduced by Zadeh (1972) are the concentration oper-
ator, �con(F)(x), where

(3.54)

and the dilation operator, �dil(F)(x), where 

(3.55)

Note that �con(F)(x) leads to a MF that lies within the MF of the original T1
FS [e.g., weak pressure has MF �WP(F)(p), so that very weak pressure is a FS
with MF [�WP(p)]2], whereas �dil(F)(x) leads to a MF that lies outside of the
MF of the original T1 FS [e.g., more or less weak pressure is a FS with MF
[�WP(p)]1/2]. To the best of our knowledge, hedge operators for IT2 FSs do
not yet exist.

3. Using the squaring operator for concentration and the square root operator for
dilation are quite arbitrary, as already noticed by Zadeh (1972), who stated:

It should be emphasized, however, that these representations are intended mainly
to illustrate the approach rather than to provide accurate definitions of the hedges
in question. Furthermore it must be understood that our analysis and its conclu-
sions are tentative in nature and may require modification in later work.

Because of the uncertainty about the numerical values of the exponents,
hedges (even for a T1 FS) might be more appropriately modeled within the
framework of T2 FSs.

[ ]μ μ≡ 1/2

( ) ( ) ( )dil F Fx x

[ ]μ μ≡ 2

( ) ( ) ( )con F Fx x
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20Hedges should only operate on primary terms for which the hedged term makes linguistic sense. For
example, the hedge much makes no linguistic sense when it is applied to the primary term low pressure.

c03.qxd  3/3/2010  10:16 AM  Page 106

www.it-ebooks.info

http://www.it-ebooks.info/


4. Schmucker (1984) states:

Representing hedges as operators acting upon the representation of the primary
terms has both positive and negative implications. On the positive side, it seems
very natural and also allows for an easy implementation of the connection of sev-
eral hedges. . . . The negative side of representing hedges as operators is that some
hedges don’t seem to be easily modeled by such an approach. By this we mean that
the way people normally use these hedges entails an implementation considerably
different and more complex than that of an operator that acts uniformly upon the
fuzzy restrictions that represent the various primary terms.

5. Macvicar-Whelen (1978) provide experimental results that indicate the hedge
very causes a shift in the MF rather than a steepening of the MF as is obtained
by the concentration operator; hence, their paper calls into question the use of
operators to model hedges.

6. Finally, an IT2 FS model for a word, as obtained in this chapter, includes the
uncertainty about that word, through data intervals that are collected from a
group of subjects. There is no evidence (yet) to support the transformation of
primary word uncertainties by using hedge operators. (In probability theory,
if a random variable is squared, then its probability distribution is not the
square of the original distribution; probability theory leads to a much more
complicated transformation.) Using the IA, the shape of the FOU may change
from an interior FOU to a shoulder FOU when the adjective very appears be-
fore the word. For example, see Fig. 3.18 and the words high amount and
very high amount.

APPENDIX 3A. METHODS FOR ELICITING T1 MF INFORMATION
FROM SUBJECTS

3A.1 Introduction

A large literature exists on how to elicit T1 MF information from either a single
subject or a group of subjects. The most popular methods are called21 polling, direct
rating, reverse rating, and interval estimation (of which there are two kinds, so they
will be called interval estimation-1 and interval estimation-2).

3A.2 Description of the Methods

In polling [Cornelissen (2003), Hersch and Caramazza (1976), Lawry (2001), Türk-
sen (1991)] for each xi � X, a subject sj (j = 1, . . . , n) indicates whether xi does (xi =

APPENDIX 3A. METHODS FOR ELICITING T1 MF INFORMATION FROM SUBJECTS 107

21Pedrycz (2001) also formulates a procedure for going from data to T1 MFs. His data are not about
words; they are application-related data, e.g. histograms of real-estate prices. This data leads to a data
probability distribution function, which is then used to map into a constrained set of MFs. The MF
shapes are fixed (triangles), they must form a fuzzy partition, and an equalization condition must be sat-
isfied. The equalization condition leads to an integral equation that is used to design the MF parameters.
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1 � yes) or does not (xi = 0 � no) have a property (is or is not in the FS A), that is,
�A(xi|sj) = 1 or 0. The MF is then constructed as the following average:

(3A.1)

Example 3A.1. In polling, subjects are asked questions like: (1) Do you agree that x
= xi is A? (2) Does xi belong to A? (3) Do you agree that 40 kgs (xi) is a thin woman
(A)? (4) This specific value of pressure (xi) is or is not high pressure (A)? 

The group-voting method [Lawry (2001)] is another kind of polling method in
which the (hypothetical) question would be “Do you agree that x is A1 or A2 or . . .
or An?” or “Does x belong to A1 or A2 or . . . or An?” In this method, x can be simul-
taneously put into more than one fuzzy set. This is different from the polling
method in which x can only be put into, or not put into, one set at a time. Of course,
if the polling method used a series of questions such as (1) “Does x belong to A1?”
(2) “Does x belong to A2?” . . . (n) “Does x belong to An?” then such a polling
method would be equivalent to the group-voting method.

In direct rating [Budescu et al. (2003), Chameau and Santamarina (1987),
Civanlar and Trussel (1986), Norwich and Türksen (1982a,b,c; 1984), Türksen
(1991)], for each xi � X, a subject sj directly provides a numerical value for the MF,
�A(xi|sj), where that value can be between 0 and 1. Data are collected either M times
from a single subject, in which case the MF is then constructed as the following av-
erage:

(3A.2)

or once from multiple subjects (j = 1, . . . , n), in which case, �A(xi) is given by
equation (3A.1).

Example 3A.2. In direct rating, subjects are asked questions like: (1) How A is xi?
(2) 40 kgs (xi) corresponds to what degree of thinness of a woman (A)? (3) 200 psi
(xi) corresponds to what degree of high pressure (A)? 

In reverse rating [Norwich and Türksen (1982a,b,c; 1984), Türksen (1986,
1988, 1991), Türksen and Wilson (1994)], for each MF value, y, a subject provides
a numerical value for the primary variable, xi, where xi � X. For a single subject,
the same question for the same MF is repeated over a period of time, or it can be
used for a group of subjects. This method seems to be limited to monotonically in-
creasing (decreasing) MFs, because it is only for such MFs that there will be a sin-
gle numerical value of xi for each y. 

Example 3A.3. In reverse rating, subjects are asked questions like: (1) identify xi

that possesses the yth grade of membership in the FS A, (2) identify xi that is A to
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the degree �A(xi), (3) identify a woman’s weight (xi) that is thin (A) to the degree 0.7
(y), and (4) identify the pressure (xi) that is high (A) to the degree 0.6 (y). 

Reverse rating can be performed in different ways. In one approach [Norwich
and Türksen (1984)], a collection of female figures (dolls) was built of different
heights. The subject had access to all of the figures and was given, for example, the
MF value y for tall female. The subject then had to choose one of the figures that
most represented y for tall female. In another approach [Türksen and Wilson
(1994)], a small number (e.g., 13) of questions was asked about seven fuzzy sets la-
beled very poor, poor, somewhat poor, neutral, somewhat good, good, and very
good. One such question was “Where (on a scale of 0–100) does good become very
good?

In interval estimation-1 [Civanlar and Trussel (1986), Dubois and Prade (1989),
Zwick (1987)], for each MF value (level), y, the subject provides a crisp interval
[xL(sj), xR(sj)] for which a base variable x is, or is not, in the FS A at that level. This
is done repeatedly for different values of the MF level, and is an �-cut method.22

The MF is reconstructed using an �-cut decomposition theorem. 
Note that for reverse rating, a single value for the domain variable is requested,

whereas for this version of interval estimation an interval is requested for the do-
main variable. Note also that interval estimation-1 is also known as set-valued sta-
tistics [Dubois and Prade (1989)].

Example 3A.4. In interval estimation-1, subjects are asked questions like: (1) give
an interval that describes the A-ness of x, (2) identify a range of women’s weights
([xL(sj), xR(sj)]) that are thin (A) to the degree 0.7, and (3) identify a range of pres-
sures ([xL(sj), xR(sj)]) that are high (A) to degree 0.6. 

In interval estimation-2 [Cornelissen (2003), Mendel (1999, 2001)], the subject
provides a crisp interval [xL(sj), xR(sj)] that is associated with an entire term A. In
[Cornelissen (2003)], the MF associated with subject sj for A is assigned the value 1
for all x � [xL(sj), xR(sj)] and the value 0 for all x � [xL(sj), xR(sj)]. Equation (3A.1)
is again used to establish the overall MF for A across a group of n subjects. In [Liu
and Mendel (2007a,b)], statistics about the crisp intervals are used to compute pre-
scribed T1 FSs.23

Example 3A.5. In interval estimation-2, subjects are asked questions like: (1)
identify a range of weights ([xL(sj), xR(sj)]) that characterize thin women (A), (2)
identify a range of pressures ([xL(sj), xR(sj)]) that are high (A), and (3) On a scale of
0–10, where would you locate the end points of an interval that are associated with
high pressure (A)? 

APPENDIX 3A. METHODS FOR ELICITING T1 MF INFORMATION FROM SUBJECTS 109

22�-cuts and an �-cut Decomposition Theorem for T1 FSs are discussed in Chapter 5.
23Cornelissen (2003) also introduces the transition interval estimation method, in which different nonze-
ro MF assignments are made for all x � [xL(sj), xR(sj)]  and for all x � [xL(sj), xR(sj)].
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3A.3 Discussion

In this section, the five elicitation methods are critiqued based on three criteria:

1. MF knowledge. Requiring a subject to understand the concept of a MF lim-
its the elicitation method to subjects who either are already knowledgeable
about fuzzy sets or are instructed about a MF just prior to the elicitation.
Lack of knowledge about the concept of a MF can introduce methodologi-
cal (elicitation) uncertainties into the elicitation method, in which case ob-
served word uncertainties are a mixture of methodological uncertainties and
actual word uncertainties. The latter cannot be unscrambled from the former
because no measure of the methodological uncertainties is available.
Consequently, if an elicitation method does not (does) require that a subject
know anything about the concept of a MF, this is considered a plus (minus)
for that method.

2. Number of questions. Our experience from eliciting MF information from
groups of subjects [Mendel (1999, 2001)] is that they do not like to answer a
lot of questions.24 Consequently, if an elicitation method does not (does) re-
quire that a subject answer many questions, this is considered a plus (minus)
for that method. The most favorable situation occurs when a subject only has
to answer one question per word.

3. Difficulty in answering each elicitation method’s question. Although this cri-
terion is more subjective than the other two criteria, difficulty in answering a
question may also affect the accuracy of the resulting MFs, since it can intro-
duce yet another methodological uncertainty into the elicitation process.

Everyone will not agree with these three criteria, but when one is faced with five
competing elicitation methodologies, a decision about which one(s) to choose has
to be based on some rationale. These criteria seem quite reasonable and practical.

Note that there can be different components to elicitation uncertainty. Two com-
mon components are (the already mentioned) MF knowledge and scale. Anytime
subjects are asked to provide values or intervals on a given scale, then if they are
asked to provide it on a different scale, the answers for the two scales will not be
perfectly correlated. All five methods are subject to scale uncertainties, however
polling and interval estimation-2 are subject only to scale uncertainty, whereas the
other three methods are subject to both MF knowledge and scale uncertainty.

A comparison of the five elicitation methods is summarized in Table 3.7. There
is only one method that does not require MF knowledge and uses only one question
per word, Interval Estimation-2. It is this method that we therefore prefer to use

110 ENCODING: FROM A WORD TO A MODEL—THE CODEBOOK

24Türksen and Wilson (1994) also state that people are not willing to spend a lot of time answering sur-
vey questions. Note that “a lot of questions” and “many questions” are open to the queries, “How many
questions constitute a lot of questions or many questions”? These are very subjective and their answers
are something we avoid, because our method of choice for a group of subjects only requires one question
per word—the smallest possible number of questions—whereas all other methods require more than one
question per word.
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when data are elicited from a group of subjects about words, and it is the method
used in this book.

APPENDIX 3B. DERIVATION OF REASONABLE INTERVAL TEST

In this appendix, derivations of equations (3.19)–(3.21) are obtained. They are tak-
en from Liu and Mendel (2008, Appendix A). Examining Fig. 3.11, and using the
requirement that reasonable data intervals must overlap, it must be true that

(3B.1)

A simple way to satisfy equation (3B.1) is to require that

(3B.2)

where threshold 
 has to be chosen, and there can be different ways to do this. In the
IA, an optimal value of 
, 
*, is chosen so that 

(3B.3)

By choosing 
* in this way, data intervals that do not satisfy equation (3B.2) will
occur with the smallest probability.

In order to compute 
*, it is assumed that each a(i) (i = 1, . . . , m	) is Gaussian
with mean ma and standard deviation �a, and each b(i) (i = 1, . . . , m	) is also Gauss-
ian, but with mean mb and standard deviation �b. It follows that

ξ* = arg min[
ξ
P(a(i ) > ξ) + P(b(i ) < ξ)]

a(i ) < ξ
b(i ) > ξ

⎫
⎬
⎭

,  ∀i = 1,..., ′′m

min
∀i=1,..., ′′m

b(i ) > max
∀i=1,..., ′′m

a(i )

APPENDIX 3B. DERIVATION OF REASONABLE INTERVAL TEST 111

Table 3.7. Comparisons of five T1 elicitation methods

Number of Question-difficulty 
Name of method MF knowledge questions rankinga

Polling Not required Large 1
Direct Rating Required Large 3
Reverse Rating Required Large 4
Interval Estimation-1 Required Large 5
Interval Estimation-2 Not required One per word 2

aLeast-difficult is ranked 1 and most difficult is ranked 5. This ranking is ours and is subjective, that is, if
a subject is asked a question using polling or interval estimation-2, our feeling is that it can be answered
in a very short time and the subject will be quite sure about their answer. On the other hand, if a subject
is asked a question using direct rating, reverse rating, or interval estimation-1, our feeling is that it will
take a longer time and the subject will not be so sure about their answer; for example, the phrases “to the
degree 0.7” or “degree of” sound quite uncertain.
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(3B.4)

Setting the derivative of this function with respect to 
 equal to zero, 
* is found to
be the solution of

(3B.5)

Observe that 
* occurs at the intersection of the two Gaussian distributions p(a(i))
and p(b(i)). Taking the natural logarithm of both sides of equation (3B.5), one is led
to the following quadratic equation:

(3B.6)

The two solutions of this equation are

(3B.7)

The final solution is chosen as the one for which

(3B.8)

That this solution minimizes P(a(i) > 
) + P(b(i) < 
), rather than maximizes it fol-
lows from showing that the derivative of equation (3B.5) with respect to 
, after
which 
 is set equal to 
*, is positive. Because this is a very tedious calculation, an
alternative is presented next.

Fact: P(a(i) > 
) + P(b(i) < 
) is a concave function and its minimum value, 
*, oc-
curs in the interval [ma, mb]. 

A proof of this fact follows from (a) and (b) of Fig. 3.20. From Fig. 3.20 (a), ob-
serve that at 
 = 
*,

(3B.9) 

and at 
 = 
� (
� < 
*),

(3B.10) P(a(i ) > ′ξ ) + P(b(i ) < ′ξ ) = (A1 + A2 + A4 ) + A3

P(a(i ) > ξ*) + P(b(i ) < ξ*) = A1 + (A2 + A3 )

ξ* ∈[ma ,mb ]

ξ* =
(mbσ a

2 − maσ b
2 ) ± σ aσ b (ma − mb )

2 + 2(σ a
2 − σ b

2 ) ln(σ a / σ b )⎡⎣ ⎤⎦
1/2

(σ a
2 − σ b

2 )

2 2 2 2 2 2 2 2 2 2 2( ) * 2( ) * [ 2 ln( / )] 0a b a b b a b a a b a b a bm m m mσ σ ξ σ σ ξ σ σ σ σ σ σ− + − + − − =

1

2πσ a

e
−

1
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σ a

⎡
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⎢

⎤

⎦
⎥

2

=
1

2πσ b

e
−

1

2
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σb

⎡

⎣
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Comparing equations (3B.10) and (3B.9), it follows that

(3B.11)

Proceeding in a similar manner for Fig. 3.20 (b), it follows that (
	 > 
*)

(3B.12)

Equations (3B.11) and (3B.12) together prove that P(a(i) > 
) + P(b(i) < 
) is a con-
cave function about 
 = 
*. The concave shape of P(a(i) > 
) + P(b(i) < 
) is depicted
in Fig. 3.20 (c).

Above, it has been proven that 
* occurs at the intersection of p(a(i)) and p(b(i));
but, it is clear from Fig. 3.20 (a) or (b) that 
* � [ma, mb]. Q. E. D.

P(a(i ) > ′′ξ ) + P(b(i ) < ′′ξ ) > P(a(i ) > ξ*) + P(b(i ) < ξ*)

P(a(i ) > ′ξ ) + P(b(i ) < ′ξ ) > P(a(i ) > ξ*) + P(b(i ) < ξ*)
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p (  )

p (a(i))
p (b(i))

(a)
a(i) or b(i)

A4 A2

A1
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ma ξ′ ξ mb

p (a(i))
p (b(i))

a(i) or b(i)

A2
A4
A3

A1

ma ξ ξ′′ mb

p (  )

P(a(i) > ξ ) + P(b(i) < ξ )

(b)

1

(c)

ma ξ′
ξ

ξ mbξ′′

*

*

*

Figure 3.20. p(a(i)), p(b(i)), and the four areas Ai = (i = 1, . . . , 4) that can be used to compute
P(a(i) > 
*) + P(b(i) < 
*), and (a) P(a(i) > 
�) + P(b(i) < 
�), 
� < 
*; or (b) P(a(i) > 
	) + P(b(i)

< 
	), 
	 > 
*; and, (c) the concave shape of P(a(i) > 
) + P(b(i) < 
) (Liu and Mendel, 2008; ©
2008, IEEE).
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Because access to the population means and standard deviations is unavailable,
they must be estimated in order to compute 
* and to perform the test in equation
(3B.8). Our approach is to estimate those quantities as

(3B.13)

Doing this, one obtains equations (3.19)–(3.21). Note that numerical values for ml,
mr, �l, and �r are available at the end of tolerance limit processing, so that 
* can
indeed be computed.
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CHAPTER 4

Decoding: From FOUs to 
A Recommendation

4.1 INTRODUCTION

Recall that a Per-C (Fig. 1.7) consists of three components: an encoder, which maps
words into IT2 FS models; a CWW engine, which operates on the input words and
whose outputs are FOU(s); and a decoder, which maps these FOU(s) into a recom-
mendation. The decoder is discussed in this chapter.

The recommendation from the decoder can have several different forms:

1. Word: This is the most typical case. For example, for the social judgment ad-
visor (SJA) developed in Chapter 8, perceptual reasoning (Chapter 6) is used
to compute an output FOU from a set of rules that are activated by words.
This FOU is then mapped into a codebook word so that it can be understood.
The mapping that does this imposes two requirements, one each on the CWW
engine and the decoder.

First, the output of the CWW Engine must resemble the word FOU in the
codebook. Recall that in Chapter 3 it was shown that there are only three
kinds of FOUs in the codebook—left-shoulder, right-shoulder, and interior
FOUs—all of which are normal. Consequently, the output of the CWW en-
gine must also be a normal IT2 FS having one of these three shapes. Percep-
tual reasoning lets us satisfy this requirement.

Second, the Decoder must compare the similarity between two IT2 FSs so
that the output of the CWW engine can be mapped into its most similar word
in the codebook. Several similarity measures [Bustine (2000), Gorzalczany
(1987), Mitchell (2005), Wu and Mendel (2008, 2009), Zeng and Li (2006b)]
for IT2 FSs are discussed in Section 4.2.

2. Rank: In some decision-making situations, several alternatives are compared
so that the best one(s) can be chosen. In the investment judgment advisor
(IJA) developed in Chapter 7, several investment alternatives are compared
to find the ones with the best overall matches to an investor. In the procure-
ment judgment advisor (PJA) developed in Chapter 9, three missile systems
are compared to find the one with the best overall performance. In these ap-
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plications, the outputs of the CWW engines are always IT2 FSs; hence, the
decoder must rank them to find the best alternative(s). Ranking methods
[Mitchell (2006), Wu and Mendel (2009)] for IT2 FSs are discussed in Sec-
tion 4.3.

3. Class: In some decision-making applications, the output of the CWW engine
must be mapped into a class. In the journal publication judgment advisor
(JPJA) developed in Chapter 10, the outputs of the CWW Engine are IT2 FSs
representing the overall quality of a journal article obtained from reviewers.
These IT2 FSs must be mapped into one of three decision classes: accept,
rewrite, or reject. How to do this is discussed in Section 4.4.

It is important to propagate linguistic uncertainties all the way through the Per-
C, from its encoder, through its CWW engine, and also through its decoder; hence,
our guideline for developing decoders is to preserve and propagate the uncertainties
through the decoder as far as possible. More will be said about this later in this
chapter.

4.2 SIMILARITY MEASURE USED AS A DECODER

In this section, six similarity measures for IT2 FSs are briefly introduced and their
performances as decoders are compared. The best of these measures is suggested
for use as a decoder in CWW, and is the one used by us in later chapters. 

4.2.1 Definitions

Similarity, proximity, and compatibility have all been used in the literature to assess
agreement between FSs [Cross and Sudkamp (2002)]. There are many different de-
finitions for the meanings of them [Cross and Sudkamp (2002), Fan and Xie (1999),
Kaufmann (1975), Mencar et al. (2007), Setnes et al. (1998), Yager (2004), Zadeh
(1971)].

According to Yager (2004), a proximity relationship between two T1 FSs A and
B on a domain X is a mapping p: X × X � T (often T is the unit interval) having the
properties

1. Reflexivity: p(A, A) = 1

2. Symmetry: p(A, B) = p(B, A)

According to Zadeh (1971) and Yager (2004), a similarity relationship between
two FSs A and B on a domain X is a mapping sm: X × X � T having the properties

1. Reflexivity: sm(A, A) = 1

2. Symmetry: sm(A, B) = sm(B, A)

3. Transitivity: sm(A, B) � sm(A, C) � sm(C, B), where C is an arbitrary FS on
domain X
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Observe that a similarity relationship adds the additional requirement of transitivity
to proximity, though whether or not the above definition of transitivity is correct is
still under debate [Cock and Kerre (2003), Klawonn (2003)].

There are other definitions of transitivity used in the literature [Bustince (2000),
García-Lapresta and Meneses (2003), Switalski (2003)], for example, the one used
by Bustince (2000) is:

Transitivity�: If A � B � C, that is, �A(x) � �B(x) � �C(x) �x � X (see Fig. 4.1),
then sm(A, B) � sm(A, C).

Bustince’s transitivity is used by us in this book because it seems more reasonable
than the transitivity introduced by Zadeh and Yager.

Compatibility is a broader concept. According to Cross and Sudkamp (2002),
“the term compatibility is used to encompass various types of comparisons fre-
quently made between objects or concepts. These relationships include similarity,
inclusion, proximity, and the degree of matching.”

In summary, similarity is included in proximity, and both similarity and proxim-
ity are included in compatibility. T1 FS compatibility measures are briefly dis-
cussed in Appendix 4A.1. The rest of this section focuses on similarity measures for
IT2 FSs.

4.2.2 Desirable Properties for an IT2 FS Similarity Measure Used as a
Decoder

Let sm(~A, ~B) be the similarity measure between two IT2 FSs ~A and ~B, and c(~A) be the
center of the centroid, or average centroid, of ~A [Section 2.5.A; see also Wu and
Mendel (2007)], that is,

(4.1)

Definition 4.1. ~A and ~B have the same shape if ��~A(x) = ��~B(x + �) and �~A(x) = �~B(x
+ �) for �x � X, where � is a constant. 

Definition 4.2. ~A � ~B if ��~A(x) � ��~B(x) and �~A(x) � �~B(x) for �x � X.

An illustration of ~A � ~B is shown in Fig. 4.2.

c(Ã ) =
cl (Ã ) + cr (Ã )

2
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µ(x)
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x

Figure 4.1. An illustration of A � B � C. 
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Definition 4.3. ~A and ~B overlap, i.e., ~A � ~B � /0, if x such that min(��~A(x), ��~B(x)) >
0. ~A and ~B do not overlap, that is, ~A � ~B = /0, if min(��~A(x), ��~B(x)) = min(�~A(x),
�~B(x)) = 0 for �x.

An illustration of overlapping ~A and ~B is shown in Fig. 4.2. Nonoverlapping ~A
and ~B have no parts of their FOUs that overlap.

The following four properties [Wu and Mendel (2008)] are considered desirable
for an IT2 FS similarity measure: 

1. Reflexivity: sm(~A, ~B) = 1 ⇔ ~A = ~B.

2. Symmetry: sm(~A, ~B) = sm(~B, ~A).

3. Transitivity: If ~C � ~A � ~B, then sm(~C, ~A) � sm(~C, ~B). 

4. Overlapping: If ~A � ~B � /0, then sm(~A, ~B) > 0; otherwise, sm(~A, ~B) = 0.

Observe that the first three properties are the IT2 FS counterparts of those used in
Zadeh and Yager’s definition of T1 FS similarity measures, except that Bustince’s
definition of transitivity is used. The fourth property of overlapping is intuitive and
is used in many T1 FS similarity measures [Cross and Sudkamp (2002)], so, it is in-
cluded here as a desirable property for IT2 FS similarity measures.

4.2.3 Problems with Existing IT2 FS Similarity Measures

Though “there are approximately 50 expressions for determining how similar two
(T1) fuzzy sets are” [Bustince et al. (2007)], to the best knowledge of the authors,
there are only six similarity (compatibility) measures for IT2 FSs [Bustince (2002),
Gorzalczany (1987), Mitchell (2005), Wu and Mendel (2008, 2009a), Zeng and Li
(2006b)]. The drawbacks of five of them are pointed out in this subsection [an ex-
ample that demonstrates each of the drawbacks can be found in Wu and Mendel
(2008)], and the sixth similarity measure (Jaccard similarity measure, [Wu and
Mendel (2009)]) is introduced in the next subsection.

1. Gorzalczany (1987) defined an interval compatibility measure for IT2 FSs;
however, it is not a good similarity measure for our purpose because [Wu and
Mendel (2008)] as long as maxx�X�~A(x) = maxx�X �~B(x) and maxx�X��~A(x) =
maxx�X��~B(x) (both of which can be easily satisfied by ~A and ~B, even when ~A
� ~B), no matter how different the shapes of ~A and ~B are, it always gives
smG(~A, ~B) = smG(~B, ~A) = [1, 1], that is, it does not satisfy reflexivity.

2. Bustince (2002) defined an interval similarity measure for IT2 FSs ~A and ~B

120 DECODING: FROM FOUs TO A RECOMMENDATION
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Figure 4.2. An illustration of ~A �
~B (Wu and Mendel, 2009, © 2009, Elsevier).
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based on the inclusion of ~A in ~B . A problem with this approach is that [Wu
and Mendel (2008)] when ~A and ~B are disjoint, no matter how far away they
are from each other, smB(~A, ~B) will always be a nonzero constant, that is, it
does not satisfy overlapping.

3. Mitchell (2005) defined the similarity between two IT2 FSs as the average of
the similarities between their embedded T1 FSs, when the embedded T1 FSs
are generated randomly. Consequently, this similarity measure does not satis-
fy reflexivity, that is, smM(~A, ~B) � 1 when ~A = ~B because the randomly gener-
ated embedded T1 FSs from ~A and ~B vary from experiment to experiment
[Wu and Mendel (2008)]. 

4. Zeng and Li (2006b) defined the similarity between ~A and ~B based on the dif-
ference between them. A problem with this approach is that when ~A and ~B are
disjoint, the similarity is a nonzero constant, or increases as the distance in-
creases, that is, it does not satisfy overlapping.

5. Wu and Mendel (2008) proposed a vector similarity measure, which consid-
ers the similarity between the shape and proximity of two IT2 FSs separately.
It does not satisfy overlapping [Wu and Mendel (2009)].

4.2.4 Jaccard Similarity Measure for IT2 FSs

The Jaccard similarity measure for T1 FSs ([Jaccard (1908)]; see, also, Table 4A.1)
is defined as

(4.2)

where f is a function satisfying f(A � B) = f(A) + f(B) for disjoint A and B. Usually
the function f is chosen as the cardinality [see (2.39)], that is, when � � min and �
� max,

(4.3)

whose discrete version is

(4.4)

where xi (i = 1, . . . , N) are equally spaced in the support of A � B.
A new similarity measure for IT2 FSs, which is an extension of equation (4.3), is

proposed in [Wu and Mendel (2009)]. It uses average cardinality, AC, as defined in
equation (2.44), applied to both ~A � ~B and ~A � ~B, where ~A � ~B and ~A � ~B are com-
puted by equations (2.21) and (2.20), respectively:

(4.5)

smJ (Ã, B̃ ) ≡
AC (Ã ∩ B̃ )

AC (Ã ∪ B̃ )
= X min( µÃ (x ), µ B̃ (x ))dx + X min( µ

Ã
(x ), µ

B̃
(x ))dx

X max( µÃ (x ), µ B̃ (x ))dx + X max( µ
Ã

(x ), µ
B̃

(x ))dx

smJ (A, B ) =
N
i=1 min( µA (x i ), µ B (x i ))
N
i=1 max( µA (x i ), µ B (x i ))

smJ (A, B ) ≡
p(A ∩B )
p(A ∪B )

= X min( µA (x ), µ B (x ))dx

X max( µA (x ), µ B (x ))dx

smJ (A, B ) =
f (A ∩B )
f (A ∪B )
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Note that each integral in equation (4.5) is an area, for example, �X min(��~A(x),
��~B(x))dx is the area under the minimum of ��~A(x) and ��~B(x). Closed-form solutions
cannot always be found for these integrals, so, the following discrete version of
equation (4.5) is used in calculations:

(4.6)

Theorem 4.1. The Jaccard similarity measure, smJ(
~A, ~B), satisfies reflexivity, sym-

metry, transitivity, and overlapping.

The proof is given in Appendix 4B.1. 

4.2.5 Simulation Results

The 32 word FOUs shown in Fig. 3.18 are used in this section, and for the conve-
nience of the readers, they are repeated in Fig. 4.3. The similarities among all 32
words, computed using the Jaccard similarity measure in equation (4.5), are summa-
rized in Table 4.1. The numbers across the top of this table refer to the numbered
words that are in the first column of the table. Observe that the Jaccard similarity
measure gives very reasonable results; generally, the similarity decreases monotoni-
cally as two words get further away from each other.1 The Jaccard similarity measure
was also compared with five other similarity measures in Wu and Mendel (2008),
and the results showed that to date it is the best one to use in CWW, because it is the
only IT2 FS similarity measure that satisfies the four desirable properties of a simi-
larity measure.

Note, also, that once similarities have been computed this never has to be done
again; the results in Table 4.1 can be stored in memory for later use (as in perceptu-
al reasoning; see Chapter 6).

Example 4.1. It is interesting to know which words are similar to a particular word
with similarity values larger than a prespecified threshold. When the Jaccard simi-
larity measure is used, the groups of similar words for different thresholds are
shown in Table 4.2; for example, Row 1 shows that the word teeny-weeny is similar
to the word none to very little to degree � 0.7, and that this word as well as the
words a smidgen and tiny are similar to none to very little to degree � 0.6. Observe
that except for the word maximum amount, every word in the 32-word vocabulary
has at least one word similar to it with similarity larger than or equal to 0.6. Ob-
serve, also, that there are four words [very sizeable (22), substantial amount (23), a
lot (24), and high amount (25)] with the most number (8 in this example) of neigh-
bors with similarity larger than or equal to 0.5, and all of them have interior FOUs
(see Fig. 4.3).

smJ (Ã, B̃ ) =
N
i=1 min( µÃ (x i ), µ B̃ (x i )) + N

i=1 min( µ
Ã

(x i ), µ
B̃

(x i ))
N
i=1 max( µÃ (x i ), µ B̃ (x i )) + N

i=1 max( µ
Ã

(x i ), µ
B̃

(x i ))
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1There are some cases in which the similarity does not decrease monotonically, for example, words 8
and 9 in the first row. This is because the distances among the words are determined by a ranking method
(see Section 4.3) that considers only the centroids but not the shapes of the IT2 FSs. 
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The fact that so many of the 32 words are similar to many other words suggests
that it is possible to create many subvocabularies that cover the interval [0, 10].
Some examples of five word subvocabularies have already been given in Fig.
3.19.

4.3 RANKING METHOD USED AS A DECODER

Though there are more than 35 reported different methods for ranking type-1 fuzzy
numbers ([Wang and Kerre (2001a,b)]; see also Appendix 4A.2), to the best knowl-
edge of the authors, only two methods have been published [Mitchell (2006), Wu
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1. None to very little 2. Teeny-weeny 3. A smidgen 4.  Tiny

5. Very small 6. Very little 7. A bit 8. Low amount

9. Small 10. Somewhat small 11. Little 12. Some

13. Some to moderate 14. Moderate amount 15. Fair amount 16. Medium

17. Modest amount 18. Good amount 19. Quite a bit 20. Sizeable

21. Considerable amount 22. Very sizeable 23. Substantial amount 24. A lot

25. High amount 26. Large 27. Very large 28. Humongous amount

29. Huge amount   30. Very high amount 31. Extreme amount 32. Maximum amount

Figure 4.3. The 32 word FOUs ranked by their centers of centroid. To read this figure, scan
from left to right, starting at the top of the page. The dashed line is at x = 5, which will be
useful in Example 4.2 (adapted from Liu and Mendel, 2008; © 2008, IEEE).
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and Mendel (2009a)] for ranking IT2 FSs, and they are discussed in this section.
Before that, some reasonable ordering properties for IT2 FSs are introduced.

4.3.1 Reasonable Ordering Properties for IT2 FSs

Wang and Kerre (2001a,b) performed a comprehensive study of T1 FSs ranking
methods based on seven reasonable ordering properties for T1 FSs. When extended
to IT2 FSs, these properties are:2

P1. If ~X1 –�
~X2, and ~X2 –�

~X1, then ~X1 ~ ~X2.

P2. If ~X1 –�
~X2, and ~X2 –�

~X3, then ~X1 –�
~X3.

P3. If ~X1 � ~X2 = /0 and c(~X1) > c(~X2), then ~X1 –�
~X2.

P4. The order of ~X1 and ~X2 is not affected by the other IT2 FSs under comparison.

P5. If ~X1 –�
~X2, then3 ~X1 + ~X3 –�

~X2 + ~X3.

P6. If ~X1 –�
~X2, then4 ~X1

~X3 –�
~X2

~X3.

Here, –� means “larger than or equal to in the sense of ranking” and ~ means “the
same rank.”

All six properties are intuitive. P4 may look trivial, but it is worth emphasizing
because some ranking methods [Wang and Kerre (2001a,b)] first set up a reference
set (or sets) and then all FSs are compared with the reference set(s). The reference
set(s) may depend on the FSs under consideration, so it is possible (but not desir-
able) that ~X1 –�

~X2 when {~X1,
~X2,

~X3} are ranked, whereas ~X1 � ~X2 when {~X1,
~X2,

~X4} are ranked. 

4.3.2 Mitchell’s Method for Ranking IT2 FSs

Similar to his IT2 FS similarity measure, Mitchell (2006) computes the ranking of
IT2 FSs from the rankings of their randomly selected embedded T1 FSs. As a re-
sult, the ranking is random and changes from experiment to experiment.

Let N be the number of randomly selected embedded T1 FSs for each IT2 FS and
M be the number of IT2 FSs to be ranked. Then, a total of NM T1 FS rankings must
be evaluated by the Mitchell method before the IT2 FS ranks can be computed. For
example, to rank the 32 IT2 FSs shown in Fig. 4.3, even if N is chosen as a very
small number, say 2, a total of 232 � 4.295 × 109 T1 FS rankings have to be evalu-
ated. Clearly, this is highly impractical. Additionally, because of the random nature
of Mitchell’s ranking method, it only satisfies Property P3 of the six reasonable
properties proposed in Section 4.3.1.

128 DECODING: FROM FOUs TO A RECOMMENDATION

2There is another property saying that “for any IT2 FS ~X1,
~X1 –�

~X1.” However, it is not included here
since it can be viewed as a special case of P2, and the centroid-based ranking method introduced in Sec-
tion 4.3.3 satisfies it.
3 ~X1 + ~X3 is computed using 	-cuts and the extension principle, that is, let ~X1

	, ~X 3
	, and (~X1 + ~X3)	 be 	-

cuts on ~X1,
~X3 and ~X1 + ~X3, respectively; then ( ~X1 + ~X3)	 = ~X1

	 + ~X 3
	 for �	 � [0, 1]. 

4 ~X1
~X3 is computed using a-cuts and the extension principle, that is, let ~X1

	, ~X3
	 and (~X1

~X3)	 be 	-cuts on
~X1,

~X3 and ~X1
~X3, respectively; then (~X1

~X3)	 = ~X1
	 ~X3

	 for �	 � [0, 1]. 
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4.3.3 A New Centroid-Based Ranking Method

A simple ranking method based on the centroids of IT2 FSs is proposed in [Wu and
Mendel (2009)]. 

Centroid-Based Ranking Method. First compute the average centroid for each
IT2 FS using equation (4.1) and then sort c(~Xi) to obtain the rank of ~Xi.

This ranking method can be viewed as a generalization of Yager’s first ranking
method for T1 FSs (see Table 4A.2), which first computes the centroid of T1 FSs Xi

and then ranks them. Since the average centroid is computed from an IT2 FS and
then is used to rank the corresponding IT2 FSs, it can be referred to as an order-
inducing variable, as called by Yager and Filev (1999).

Theorem 4.2 [Wu and Mendel (2009)]. The centroid-based ranking method satis-
fies the first four reasonable ordering properties, P1–P4.

The proof is given in Appendix 4B.2.
The centroid-based ranking method does not always satisfy P5 and P6. Coun-

terexamples are given in Wu and Mendel (2009); however, these counterexamples
happen only when c(~X1) and c(~X2) are very close to each other. For most cases, P5
and P6 are still satisfied. In summary, the centroid-based ranking method satisfies
the reasonable ordering properties P1–P4, whereas Mitchell’s method only satisfies
P3.

Finally, note that the centroid-based ranking method violates the guideline pro-
posed at the end of Section 4.1, that is, it first converts each FOU to a crisp
number and then ranks them. The following concept of ranking band is useful
in incorporating more uncertainties and in evaluating the confidence of the rank-
ing.

Definition 4.4. The ranking band of an IT2 FS is an interval equal to its centroid.

Clearly, if the ranking bands do not overlap (much) then we are more confident
about the rankings than if they overlap a lot.

4.3.4 Simulation Results

The 32 word FOUs shown in Fig. 4.3 have been sorted using the centroid-based
ranking method. Observe that:

1. The four smallest terms are left shoulders, the five largest terms are right
shoulders, and the terms in between have interior FOUs.

2. Visual examination shows that the ranking is reasonable; it also coincides
with the meanings of the words.

In summary, the centroid-based ranking method for IT2 FSs seems to be a good
choice for the CWW decoder; hence, it is used in this book.
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4.4 CLASSIFIER USED AS A DECODER

In this section, five subsethood measures for IT2 FSs are briefly introduced and
their performances as a classifier are compared. The best of these measures is sug-
gested for use as a decoder in CWW, and is the one used by us in later chapters.

4.4.1 Desirable Properties for Subsethood Measure as a Decoder

Subsethood of FSs was first introduced by Zadeh (1965) and then extended by
Kosko (1990), who defined the subsethood of a T1 FS A in another T1 FS B as

(4.7)

whose discrete version is

(4.8)

Subsethood measures for FSs have since then been studied extensively [Cornelis
and Kerre (2004), Dong et al. (2005), Fan et al. (1999), Nguyen and Kreinovich
(2008), Rickard (2009), Sinha and Dougherty (1993), Vlachos and Sergiadis
(2007), Wu and Mendel (2010), Yang and Lin (2009), Young (1996)], and many
different desirable properties or axioms have been proposed for them. In this sec-
tion, we are interested in subsethood measures for IT2 FSs, particularly, their role
as decoders in the Per-C. 

Because the Jaccard similarity measure for T1 FSs [see equation (4.2)] and
Kosko’s subsethood measure for T1 FSs bare a strong resemblance, and the former is
the basis for the Jaccard similarity measure for IT2 FSs and the latter is the basis for
almost all subsethood measures for IT2 FSs [Cornelis and Kerre (2004), Dong et al.
(2005), Nguyen and Kreinovich (2008), Rickard (2009), Vlachos and Sergiadis
(2007), Yang and Lin (2009)], in analogy to the desirable properties for IT2 FS simi-
larity measures proposed in Section 4.2.2, and also considering the properties of FS
subsethood measures proposed in the literature [Cornelis and Kerre (2004), Dong et
al. (2005), Fan et al. (1999), Liu and Xiong (2002), Sinha and Dougherty (1993),
Vlachos and Sergiadis (2007), Young (1996), Zadeh (1965), Zeng and Li (2006a)],
the following three5 properties are considered desirable for an IT2 FS subsethood
measure when it is used as a classifier in the Per-C6 [Wu and Mendel (2010)]:

ssK (A, B ) =
N
i =1 min( µA (x i ), µ B (x i ))

N
i =1 µA (x i )

ssK (A, B ) = X min( µA (x ), µ B (x ))dx

X µA (x )dx
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5For IT2 FS similarity measures, there is another desirable property called symmetry, for example,
smJ(

~A, ~B) = smJ(
~B, ~A). However, IT2 FS subsethood measures are generally asymmetrical, that is, ss(~A, ~B)

� ss(~B, ~A). There are special conditions under which ss(~A, ~B) = ss(~B, ~A); however, usually these conditions
are different for different subsethood measures, and it may be impossible to find an intuitive condition un-
der which ss(~A, ~B) = ss(~B, ~A) should hold. So, symmetry is not considered for IT2 FS subsethood measures. 
6Some authors [Cornelis and Kerre (2004), Nguyen and Kreinovich (2008), Rickard et al. 2008)] define
IT2 FS subsethood measures as intervals. For such cases, reflexivity becomes ss(~A, ~B) = [1, 1] ⇔ ~A � ~B,
and overlapping becomes: If ~A � ~B � /0, then ss(~A, ~B) > [0, 0]; otherwise, ss(~A, ~B) = [0, 0]. 
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1. Reflexivity: ss(~A, ~B) = 1 ⇔ ~A � ~B.

2. Transitivity: If ~C � ~A � ~B, then ss(~A, ~C) � ss(~B, ~C); if ~A � ~B, then ss(~C, ~A) �
ss(~C, ~B) for any ~C.

3. Overlapping: If ~A � ~B � /0, then ss(~A, ~B) > 0; otherwise, ss(~A, ~B) = 0.

4.4.2 Problems with Four Existing IT2 FS Subsethood Measures

To the best knowledge of the authors, five T2 FS subsethood measures have been
proposed in the literature. Four of them are not used in this book because of their
problems pointed out in this subsection. The fifth one, which will be used in this
book, is described in more detail in the next subsection.

1. Liu and Xiong (2002) proposed a subsethood measure for intuitionistic FSs
[Atanassov (1986)], which can also be applied to IT2 FSs; however, it satis-
fies only transitivity, not reflexivity and overlapping [Wu and Mendel
(2010)].

2. Cornelis and Kerre (2004) introduced an interval inclusion (subsethood)
measure for intuitionistic FSs, which can also be used for IT2 FSs; however,
it satisfies reflexivity and transitivity, but not overlapping [Wu and Mendel
(2010)].

3. Rickard et al. (2008, 2009) and Nguyen and Kreinovich (2008) independent-
ly extended Kosko’s subsethood measure to IT2 FSs, and they obtained the
same result. Their IT2 FS subsethood measure satisfies transitivity and over-
lapping but not reflexivity [Wu and Mendel (2010)].

4. Yang and Lin (2009) defined an inclusion (subsethood) measure for general
T2 FSs, which can also be used for IT2 FSs; however, it satisfies neither of
reflexivity, transitivity, nor overlapping [Wu and Mendel (2010)].

4.4.3 Vlachos and Sergiadis’s IT2 FS Subsethood Measure

Vlachos and Sergiadis (2007) proposed a subsethood measure for interval-valued
FSs, which are the same as IT2 FSs. It is

(4.9)

When �~A(xi) � �~B(xi), it follows that

(4.10)

and when �~A(xi) < �~B(xi), it follows that 

µ
Ã

(x i ) − max(0, µ
Ã

(x i ) − µ
B̃

(x i )) = µ
Ã

(x i ) − µ
Ã

(x i ) + µ
B̃

(x i )

= µ
B̃

(x i ) = min( µ
Ã

(x i ), µ
B̃

(x i ))

ssV S (Ã, B̃ ) = 1 −
N
i =1 max( 0, µ

Ã
(x i ) − µ

B̃
(x i )) + N

i =1 max( 0, µ Ã (x i ) − µB̃ (x i ))

µ
Ã

(x i ) + µÃ (x i )
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(4.11)

Hence,

(4.12)

Similarly,

(4.13)

Consequently, equation (4.9) can be rewritten as

(4.14)

Observe the analogy of equation (4.14) to the Jaccard similarity measure in equa-
tion (4.6). Since equation (4.14) is easier to understand and to compute than equa-
tion (4.9), it is used in the rest of this book instead of equation (4.9).

The continuous version of Vlachos and Sergiadis’s IT2 FS subsethood measure
can be expressed as

(4.15)

Theorem 4.3. ssVS(
~A, ~B) satisfies transitivity, reflexivity and overlapping. 

The proof is given in Appendix 4B.3.

4.4.4 Simulation Results

In this subsection, an example is used to illustrate Vlachos and Sergiadis’s IT2 FS
subsethood measure, and to also explain why the Jaccard similarity measure should
not be used as a classifier in decoding.

Example 4.2. This example classifies the 32 word FOUs shown in Fig. 4.3 into two
classes in the [0, 10] interval (see Fig. 4.4):

(4.16)

(4.17)C̃ = Larger than 5

B̃ = Smaller than or equal to 5

ssV S (Ã, B̃ ) = X min( µ
Ã

(x ), µ
B̃

(x ))dx + X min( µÃ (x ), µ B̃ (x ))dx

µ
Ã

(x )dx + µÃ (x )dx

ssV S (Ã, B̃ ) =
N
i =1 [µ

Ã
(x i ) − max( 0, µ

Ã
(x i ) − µ

B̃
(x i ))]

N
i =1 µ

Ã
(x i ) + N

i =1 µÃ (x i )

+
N
i=1 [µÃ (x i ) − max( 0, µ Ã (x i ) − µB̃ (x i ))]

N
i =1 µ

Ã
(x i ) + N

i =1 µÃ (x i )

=
N
i =1 min( µ

Ã
(x i ), µ

B̃
(x i )) + N

i =1 min( µÃ (x i ), µ B̃ (x i ))
N
i =1 µ

Ã
(x i ) + N

i =1 µÃ (x i )

µÃ (x i ) − max(0, µ Ã (x i ) − µB̃ (x i )) = min(µÃ (x i ), µ B̃ (x i ))

µ
Ã

(x i ) − max(0, µ
Ã

(x i ) − µ
B̃

(x i )) = min(µ
Ã

(x i ), µ
B̃

(x i ))

µ
Ã

(x i ) − max(0, µ
Ã

(x i ) − µ
B̃

(x i )) = µ
Ã

(x i ) = min( µ
Ã

(x i ), µ
B̃

(x i ))
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Observe that ~B and ~C are actually crisp sets; however, they can be viewed as special
IT2 FSs; for example, ~B has a normal trapezoidal UMF [0, 0, 5, 5] and a normal
trapezoidal LMF [0, 0, 5, 5]. By viewing the FOUs in Fig. 4.3 in relation to the
dashed line drawn at x = 5, it is clear that words 1–10 are definitely in ~B and words
22–32 are definitely in ~C. The subsethood measures of these 32 words in ~B and ~C,
as well as their Jaccard similarities with ~B and ~C, are summarized in Table 4.3.

Observe from Fig. 4.3 and Table 4.3 that:

1. According to reflexivity, words 1–10 should have ss(~A, ~B) = 1 since each of
them is completely under or on ~B, and words 11–32 should have ss(~A, ~B) < 1
since none of them is completely under or on ~B. ssVS satisfies this require-
ment. Similarly, words 1–21 should have ss(~A, ~C) < 1 and words 22–32
should have ss(~A, ~C) = 1. Again, ssVS satisfies this requirement.

2. According to overlapping, words 1–21 should have ss(~A, ~B) > 0 since they
overlap with ~B, and words 22–32 should have ss(~A, ~B) = 0 as they do not
overlap with ~B. ssVS satisfies this requirement. Similarly, words 1–10 should
have ss(~A, ~C) = 0 and words 11–32 should have ss(~A, ~C) > 0. Again, ssVS sat-
isfies this requirement.

3. As the word ~A gets larger sounding, generally ssVS(
~A, ~B) decreases, whereas

ssVS(
~A, ~C) increases, both of which are reasonable.

4. As shown in Table 4.3, for all words7 ~A, 

(4.18) 

This relationship is always true for complementary crisp sets, for example, ~B
and ~C in Fig. 4.4, because

ssV S (Ã, B̃ ) + ssV S (Ã, C̃ )

= x i ≤ 5 min( µÃ (x i ), µ B̃ (x i )) + x i ≤ 5 min( µ
Ã

(x i ), µ
B̃

(x i ))
N
i=1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

+ x i > 5 min( µÃ (x i ), µ C̃ (x i )) + x i > 5 min( µ
Ã

(x i ), µ
C̃

(x i ))
N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

= x i ≤ 5 min( µÃ (x i ), 1) + x i ≤ 5 min( µ
Ã

(x i ), 1)
N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

ssV S (Ã, B̃ ) + ssV S (Ã, C̃ ) = 1
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0 1 2 3 4 5 6 7 8 9 10
0

1
C̃B̃

Figure 4.4. ~B = smaller than or equal to 5 (solid curve) and ~C = larger than 5 (dashed curve).

7In Table 4.3, sometimes equation (4.18) does not hold exactly because of discretization and roundoff er-
rors. 

c04.qxd  3/3/2010  11:32 AM  Page 133

www.it-ebooks.info

http://www.it-ebooks.info/


= x i ≤ 5 min( µÃ (x i ), 1) + x i ≤ 5 min( µ
Ã

(x i ), 1)
N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

+ x i > 5 min( µÃ (x i ), 1) + x i > 5 min( µ
Ã

(x i ), 1)
N
i=1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

= x i ≤ 5 µÃ (x i ) + x i ≤ 5 µ
Ã

(x i )
N
i=1 µÃ (x i ) + N

i=1 µ
Ã

(x i )
+ x i > 5 µÃ (x i ) + x i > 5 µ

Ã
(x i )

N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

134 DECODING: FROM FOUs TO A RECOMMENDATION

Table 4.3. Comparison of the Vlachos and Sergiadis IT2 FS subsethood measure and the
Jaccard similarity measure for the 32 FOUs in Fig. 4.3

~B = smaller than or equal to 5 ~C = larger than 5
_________________________ _________________

~A ssVS ssJ ssVS ssJ

1. None to very little 1 0.14 0 0
2. Teeny-weeny 1 0.18 0 0
3. A smidgen 1 0.22 0 0
4. Tiny 1 0.22 0 0
5. Very small 1 0.16 0 0
6. Very little 1 0.23 0 0
7. Abit 1 0.22 0 0
8. Low amount 1 0.30 0 0
9. Small 1 0.32 0 0

10. Somewhat small 1 0.27 0 0
11. Little 0.98 0.35 0.03 0.01
12. Some 0.63 0.24 0.38 0.13
13. Some to moderate 0.63 0.25 0.37 0.13
14. Moderate amount 0.54 0.16 0.46 0.13
15. Fair amount 0.46 0.15 0.55 0.18
16. Medium 0.40 0.07 0.60 0.11
17. Modest amount 0.31 0.07 0.69 0.17
18. Good amount 0.14 0.05 0.86 0.36
19. Quite a bit 0.02 0.01 0.98 0.35
20. Sizeable 0.03 0.01 0.97 0.33
21. Considerable amount 0.02 0.01 0.98 0.36
22. Very sizeable 0 0 1 0.30
23. Substantial amount 0 0 1 0.31
24. A lot 0 0 1 0.31
25. High amount 0 0 1 0.32
26. Large 0 0 1 0.25
27. Very large 0 0 1 0.24
28. Humongous amount 0 0 1 0.15
29. Huge amount 0 0 1 0.22
30. Very high amount 0 0 1 0.18
31. Extreme amount 0 0 1 0.17
32. Maximum amount 0 0 1 0.09
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5. The Jaccard similarity measure cannot be used as a classifier because it gives
counterintuitive results; for example, none to very little should belong to the
class smaller than or equal to 5 completely, but its Jaccard similarity is only
0.14. Furthermore, as mentioned in Section 4.1, a classifier is needed when
the output of the CWW engine, ~A, is mapped into a decision category ~B. Sub-
sethood is conceptually more appropriate for a classifier because it defines
the degree to which ~A is contained in ~B. On the other hand, it is not reasonable
to compare the similarity between ~A and ~B because they belong to different
domains (vocabularies); for example, in the JPJA (Chapter 10) ~A represents
the overall quality of a paper, whereas ~B is a publication decision.

In summary, Vlachos and Sergiadis’s IT2 FS subsethood measure satisfies all
three desirable properties and it is preferred over Jaccard’s similarity measure as a
classifier in decoding, so it is used in the rest of the book.

APPENDIX 4A

This appendix briefly introduces some compatibility measures and ranking methods
for T1 FSs.

4A.1 Compatibility Measures For T1 FSs

The literature on compatibility measures for T1 FSs is quite extensive [Bustince et
al. (2007)]. According to Cross and Sudkamp (2002), these measures can be classi-
fied into four classes:

1. Set-theoretic compatibility measures, in which set-theoretic operations are
used to define compatibility measures.

2. Proximity-based compatibility measures, which are [Cross and Sudkamp
(2002)] “generalizations of geometric and interval models of distance.”

3. Logic-based compatibility measures, which are [Cross and Sudkamp (2002)]
“generalizations of fuzzy logic that construct equality indices using fuzzy
logic connectives on fuzzy set membership functions.”

4. Fuzzy-valued compatibility measures, in which the compatibility measures
are themselves FSs.

Some commonly used compatibility measures for T1 FSs are summarized in
Table 4A.1. For more details on T1 compatibility, proximity, and similarity mea-
sures, see Cross and Sudkamp (2002) and its references. 

=
N
i=1 µÃ (x i ) + N

i =1 µ
Ã

(x i )
N
i=1 µÃ (x i ) + N

i =1 µ
Ã

(x i )
= 1 .
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Table 4A.1. Summary of compatibility measures for T1 FSs. Note that those measures
involving 	-cuts require the FSs to be convex 

Compatibility measure Equation

Set-Theoretic

Tversky’s (1977) Method

Jaccard’s (1908) Method

Dubois and Prade’s 
(1982) Method

Proximity-Based

Minkowski’s r-metric- 
Based [Zwick et al. 

(1987)]

Normalization 
Approach [Cross and 

Sudkamp (2002)]

Conversion Function 
Approach [Pal and 

Majumder (1977)]

Angular Coefficient 
Based

Bhattacharya’s (1946)
Distance

Interval-Based

Hausdorff Distance- 
Based [Ralescu (1984), 
Zwick et al. (1987)] 

Dissemblance Index 
Based [Cross and 
Sudkamp (2002)]

Linguistic Approxima-
tion-Based

Bonissone’s (1980)
Method 

Logic-Based

Hirota and Pedrycz’s 
(1989, 1991) Method

smT (A, B ) = f (A ∩ B ) / [ f (A ∩ B ) + af (A − B ) + bf (B − A )] ,

where f satisfies f (A ∪ B ) = f (A ) + f (B ) for disjoint A and B .

sm J (A, B ) = f (A ∩ B ) /f (A ∪ B ) , where f is defined above.

sm D (A, B ) = g (A ∪ B ) ∩ (A ∪ B )

or sm D (A, B ) = g (A ∪ B ) ∩ (A ∪ B ) ,

where g satisfies: (1) g( ) = 0, (2) g(X ) = 1, and

(3) g(A ) ≤ g(B ) if A ⊆ B .

/0

(
(

)
)

dr (A, B ) ≡ ( n
i =1 | µ A (x i ) − µ B (x i ) | r 1 /r, r ≥ 1.

dr (A, B ) is a distance measure.

sm N (A, B ) = 1 − dr (A, B ) /n

sm C (A, B ) = 1 + (dr (A, B ) /s ) t −1 ,

where s and t are positive constants.

sm B (A, B ) =
n
i =1 µ A (x i ) µB (x i )

n
i =1 µ A (x i ) 2 1 / 2 n

i =1 µ B (x i ) 2 1 / 2

A α ≡ [a 1 (α ) , a 2 (α )] and B α ≡ [b1 (α ) , b2 (α )] are α -cuts on A and B

q(A α , B α ) ≡ max ( | a 1 (α ) − b1 (α ) | , | a 2 (α ) − b2 (α ) | ) ,

sm H (A, B ) = 1 + (q∗ (A, B ) /s ) t − 1,

where q∗ (A, B ) can be q(A 1 , B 1 ) , q(A α , B α )dα , or sup
α ≥ 0

q(A α , B α ) .

d(A α , B α ) ≡ [| a 1 (α ) − b1 (α ) | + | a 2 (α ) − b2 (α ) | ]/ (2 | X | ) ,

where | X | is the length of the domain of A ∪ B

sm D (A, B ) = d(A 1 , B 1 ) , or d(A α , B α )dα , or su p
α ≥ 0

d(A α , B α ) .

sm B (A, B ) = 1 −
µ A(x )µ B (x )

card (A ) · card (B )

1 / 2

dx

1 / 2

,

where card (A ) [card (B )] is the cardinality of A (B ).










 )

( )

][

][

) (

[ ]

( )�
X

[µ A(x i ) ⇔ µ B (x i )] ≡ [µ A(x i ) → µ B (x i )] ∧ [µ B (x i ) → µ A(x i )]

[µ A(x i ) = µ B (x i )] ≡ {[µ A(x i ) → µ B (x i )] ∧ [µ B (x i ) → µ A(x i )]

+ [µA (x i ) → µ B (x i )] ∧ [µ B (x i ) → µ A(x i )]} / 2,

sm L1 (A, B ) = n
i =1 [µ A(x i ) = µ B (x i )] /n ,

sm L2 (A, B ) = 
 n
i =1 [µ A(x i ) ⇔ µ B (x i )] /n .



 _ _ _ _

�1

0

�1

0
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4A.2 Ranking Methods for T1 FSs

Wang (1997) and Wang and Kerre (1996, 2001a,b) performed a very comprehen-
sive study on ranking methods for T1 FSs. They partitioned over 35 ranking meth-
ods for T1 FSs into three classes:

1. Class 1. Reference set(s) is (are) set up, and each T1 FS is mapped into a
crisp number based on the reference(s). The T1 FSs are then ranked accord-
ing to the corresponding crisp numbers.

2. Class 2. A function f(Ai) is used to map a T1 FS Ai to a crisp number, which
can then be ranked. No reference set(s) is (are) used in the mapping.

3. Class 3. T1 FSs Ai (i = 1, . . . , M) are ranked through pairwise comparisons.

They then proposed seven reasonable properties that a ranking method should satis-
fy ([Wang and Kerre (2001a)]; see also Section 4.3.1). Some simple ranking meth-
ods, which are also the most reasonable ones according to the seven properties
[Wang and Kerre (2001a,b)], are summarized in Table 4A.2.

APPENDIX 4B

This appendix provides the proofs for Theorems 4.1–4.3.

4B.1 Proof of Theorem 4.1

Our proof of Theorem 4.1 is for the discrete case in equation (4.6). The proof for the
continuous case in equation (4.5) is very similar, and is left to the reader. 

1. Reflexivity. Consider first the necessity, that is, smJ(
~A, ~B) = 1 ⇒ ~A = ~B. When

the areas of the FOUs are not zero, min(�~A(xi), �~B(xi)) < max(��~A(xi), ��~B(xi));
hence, the only way that smJ(

~A, ~B) = 1 [see equation (4.6)] is when min(��~A(xi),
��~B(xi) = max(��~A(xi), ��~B(xi)) and min(�~A(xi), �~B(xi)) = max(�~A(xi), �~B(xi)), in
which case ��~A(xi) = ��~B(xi) and �~A(xi) = �~B(xi), i.e., ~A = ~B. 

Consider next the sufficiency, that is, ~A = ~B ⇒ smJ(
~A, ~B) = 1. When ~A = ~B,

that is, ��~A(xi) = ��~B(xi) and �~A(xi) = �~B(xi), it follows that min(��~A(xi), ��~B(xi))
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Table 4A.1. Continued

Fuzzy-Valued
Dubois and Prade’s 
(1982) Method

Source: Wu and Mendel, 2008; © 2008, Elsevier.

The similarity is a FS, whose α -cuts are

sm α

F
(A, B ) =

card(( A α ∩ B α ) ∩ supp(A ∩ B ))

card(( A α ∪ B α ) ∩ supp(A ∪ B ))

where supp(A ∩ B ) is the support of A ∩ B .
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Table 4A.2. Summary of ranking methods for T1 FSs

Ranking methoda Equation used for ranking

Class 1
Jain’s (1976, 1977) 
Method 

Chen’s (1985) Method 

Kim and Park’s (1995)
Method

Class 2

Adamo’s (1980)
Method

Yager’s (1978) First 
Method 

Yager’s (1980, 1981)
Second Method

Fortemps and 
Rouben’s (1996)
Method

Class 3

Nakamura’s
(1986) Method

Kolodziejczyk’s 
(1986) Method

Saade and 
Schwarzlander’s 
(1992) Method

aNote that for Classes 1 and 2, each T1 FS is first mapped into a crisp number, and then these numbers
are sorted to obtain the ranks of the corresponding T1 FSs. For Class 3, the pairwise ranks are computed
directly.

Let Aiα be an α -cut of a T1 FS Ai .

f A (A i ) = r (A iα ) , where r (A iα ) is the right end of Aiα,

and α can be any user-chosen number in (0 , 1].

f Y (Ai ) =
1
0 xµ Ai (x )dx

1
0 µA i (x )dx

,

where the domain of x is constrained in [0, 1].

f Y (A i ) =
h Ai
0 m (A iα )dα , where hAi is the height of Ai ,

and m (A iα ) is the center of A iα .

f F R (A i ) = 1
hA i

h Ai
0 [r (A iα ) − l(A iα )]dα ,

where l(A iα ) is the left end of Aiα .

fJ (A i ) = sup
x

min( µA max,J (x ) , µ A i (x )) , where µ A max,J (x ) = x
x max

k
,

in which k > 0 and x max is the right end of the x domain.

f C (A i ) = [R (A i ) + 1 − L (A i )] / 2,

where R (A i ) = sup
x

min( µ A max ,C (x ) , µ A i (x )) ,

L (A i ) = sup
x

min( µ A min ,C (x ) , µ A i (x )) ,

µ A max,C (x ) =
x − x min

x max − x min

k
, µ A min ,C (x ) = x ma x − x

x max − x min

k
,

k > 0, and x min is the left end of the x domain.

f KP (A i ) = khAi ∩ Amax ,K P + ( 1 − k )(1 − h Ai ∩ Amin ,KP) ,

where k ∈ [0, 1], h Ai ∩ Amax ,K P is the height of A i ∩ A max,K P,

µA max ,KP (x ) =
x − x min

x max − x min
, and µ Amin,K P (x ) = x ma x − x

x max − x min
.

( ) ( )

( )

dH (A i , A j ) ≡ X [µ Ai (x ) − µAj (x )]dx ,

Al and Au are T1 FSs defined as

µAl (x ) ≡ sup
y ≤ x

µAi (y ), µA u (x ) ≡ sup
y ≥ x

µAi (y )

max(A, B ) and min(A, B ) are T1 FSs defined as

µ max( A, B ) (x ) = sup
x = u ∨ v

[µ A (u ) ∨ µ B (v )]

µ min(A, B) (x ) = sup
x = u ∧ v

[µ A (u ) ∧ µ B (v )]

r (A i , A j ) =
kd H (A l

i , min( A l
i , A l

j )) + ( 1 − k )dH (A u
i , min( A u

i , A u
j ))

kd H (A l
i , A l

j ) + (1 − k )dH (A u
i , A u

j )
.

r (A i , A j ) =
dH (A l

i , min( A l
i , A l

j )) + dH (A u
i , min( A u

i , A u
j )) + dH (A i ∩ A j , )

dH (A l
i , A l

j ) + dH (A u
i , A u

j ) + 2dH (A i ∩ A j , 0/ )

r (A i , A j ) = dH (A l
i , max( A l

i , A l
j )) + dH (A u

i , max( A u
i , A u

j )) .

0/

�
�

�

�

�
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= max(��~A(xi), ��~B(xi)) and min(�~A(xi), �~B(xi)) = max(�~A(xi), �~B(xi)). Conse-
quently, it follows from equation (4.6) that smJ(

~A, ~B) = 1.

2. Symmetry. Observe from equation (4.6) that smJ(
~A, ~B) does not depend on the

order of ~A and ~B; so, smJ(
~A, ~B) = smJ(

~B, ~A).

3. Transitivity. If ~C � ~A � ~B (see Definition 4.2), then

(4B.1)

(4B.2)

Because ~A � ~B, it follows that 
N
i=1��~A(xi) + 
N

i=1�~A(xi) = 
N
i=1��~B(xi) +


N
i=1�~B(xi) and, hence, smJ(

~C, ~A) = smJ(
~C, ~B).

4. Overlapping. If ~A � ~B = /0 (see Definition 4.3), ∃x such that min(��~A(xi),
��~B(xi)) > 0, then, in the numerator of equation (4.6),

(4B.3)

In the denominator of equation (4.6),

(4B.4)

Consequently, smJ(
~A, ~B) > 0. On the other hand, when ~A � ~B = /0, i.e.,

min(��~A(xi) ��~B(xi)) = min(�~A(xi), �~B(xi)) = 0 for �x, then, in the numerator of
equation (4.6),

(4B.5)

Consequently, smJ(
~A, ~B) = 0.

N

i =1

min( µÃ (x i ), µ B̃ (x i )) +
N

i =1

min( µ
Ã

(x i ), µ
B̃

(x i )) = 0

N

i =1

max( µÃ (x i ), µ B̃ (x i )) +
N

i =1

max( µ
Ã

(x i ), µ
B̃

(x i ))

≥
N

i =1

min( µÃ (x i ), µ B̃ (x i )) +
N

i=1

min( µ
Ã

(x i ), µ
B̃

(x i )) > 0

N

i =1

min( µÃ (x i ), µ B̃ (x i )) +
N

i =1

min( µ
Ã

(x i ), µ
B̃

(x i )) > 0

sm J (C̃, B̃ ) =
N
i =1 min( µC̃ (x i ), µ B̃ (x i )) + N

i =1 min( µ
C̃

(x i ), µ
B̃

(x i ))
N
i =1 max( µC̃ (x i ), µ B̃ (x i )) + N

i =1 max( µ
C̃

(x i ), µ
B̃

(x i ))

=
N
i =1 µC̃ (x i ) + N

i =1 µ
C̃

(x i )
N
i =1 µB̃ (x i ) + N

i =1 µ
B̃

(x i )

sm J (C̃, Ã ) =
N
i =1 min( µC̃ (x i ), µ Ã (x i )) + N

i=1 min( µ
C̃

(x i ), µ
Ã

(x i ))
N
i =1 max( µC̃ (x i ), µ Ã (x i )) + N

i=1 max( µ
C̃

(x i ), µ
Ã

(x i ))

=
N
i =1 µC̃ (x i ) + N

i =1 µ
C̃

(x i )
N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )
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4B.2 Proof of Theorem 4.2

P1–P4 in Section 4.3.1 are proved in order. 

P1. ~X1 –�
~X2 means c(~X1) � c(~X2) and ~X2 –�

~X1 means c(~X2) � c(~X1), and, hence,
c(~X1) = c(~X2), that is, ~X1 ~ ~X2.

P2. For the centroid-based ranking method, ~X1 –�
~X2 means c(~X1) � c(~X2) and ~X2

–�
~X3 means c(~X2) � c(~X3), and hence c(~X1) � c(~X3), that is, ~X1 –�

~X3.

P3. ~X1 –�
~X2 is obvious because c(~X1) > c(~X2).

P4. Because the order of ~X1 and ~X2 is completely determined by c(~X1) and c(~X2),
which have nothing to do with the other IT2 FSs under comparison, the order
of ~X1 and ~X2 is not affected by the other IT2 FSs. 

4B.3 Proof of Theorem 4.3

Our proof of Theorem 4.3 is for the discrete case of equation (4.14). The proof for
the continuous case of equation (4.15) is very similar, and is left to the reader.

1. Reflexivity. When ssVS(
~A, ~B) = 1, it follows from (4.14) that

(4B.6)

(4B.7)

that is, ��~B(xi) � ��~A(xi) and � ~B(xi) � � ~A(xi); hence, ~A � ~B according to Defi-
nition 4.2. The sufficiency is hence proved. The necessity can be shown by
reversing the above reasoning, and is left to the reader as an exercise.

2. Transitivity. It follows from equation (4.14) that

(4B.8)

(4B.9) 

When ~C � ~A � ~B, it follows from Definition 4.2 that � ~C (xi) � �~A(xi) �
�~B(xi) and ��~C(xi) � ��~A(xi) � ��~B(xi) for �xi; hence,

(4B.10)

(4B.11)

N

i =1

min( µB̃ (x i ), µ C̃ (x i )) +
N

i =1

min( µ
B̃

(x i ), µ
C̃

(x i )) =
N

i=1

µC̃ (x i ) +
N

i =1

µ
C̃

(x i )

N

i =1

min( µÃ (x i ), µ C̃ (x i )) +
N

i =1

min( µ
Ã

(x i ), µ
C̃

(x i )) =
N

i =1

µC̃ (x i ) +
N

i=1

µ
C̃

(x i )

ss V S (B̃, C̃ ) =
N
i=1 min( µB̃ (x i ), µ C̃ (x i )) + N

i=1 min( µ
B̃

(x i ), µ
C̃

(x i ))
N
i =1 µB̃ (x i ) + N

i=1 µ
B̃

(x i )

ss V S (Ã, C̃ ) =
N
i =1 min( µÃ (x i ), µ C̃ (x i )) + N

i=1 min( µ
Ã

(x i ), µ
C̃

(x i ))
N
i =1 µÃ (x i ) + N

i=1 µ
Ã

(x i )

min( µÃ (x i ), µ B̃ (x i )) = µÃ (x i ), ∀x i

min( µ
Ã

(x i ), µ
B̃

(x i )) = µ
Ã

(x i ), ∀x i
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(4B.12)

Consequently, ssVS(
~A, ~C) � ssVS(

~B, ~C) for any ~C. Similarly, it follows from
(4.14) that

(4B.13)

(4B.14)

When ~A � ~B, it follows from Definition 4.2 that �~A(xi) � �~B(xi) and ��~A(xi) �
��~B(xi) for �xi; hence,

(4B.15)

so that

(4B.16)

Consequently, ssVS(
~C, ~A) � ssVS(

~C, ~B) for any ~C. 

3. Overlapping. According to Definition 4.3, ~A and ~B overlap if min(��~A(xi),
��~B(xi)) > 0 for at least one xi; hence, if ~A � ~B � /0, then

(4B.17)

On the other hand, according to Definition 4.3, when ~A � ~B = /0, 
N
i=1

min(��~A(xi), ��~B(xi)) = 0 and 
N
i=1 min(�~A(xi), �~B(xi)) = 0; consequently, ssVS(

~A,
~B) = 0.

ss V S (Ã, B̃ ) =
N
i =1 min( µÃ (x i ), µ B̃ (x i )) + N

i =1 min( µ
Ã

(x i ), µ
B̃

(x i ))
N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )

≥
N
i=1 min( µÃ (x i ), µ B̃ (x i ))

N
i =1 µÃ (x i ) + N

i =1 µ
Ã

(x i )
≥ 0

N

i =1

min( µC̃ (x i ), µ Ã (x i )) +
N

i =1

min( µ
C̃

(x i ), µ
Ã

(x i ))

≤
N

i =1

min( µC̃ (x i ), µ B̃ (x i )) +
N

i =1

min( µ
C̃

(x i ), µ
B̃

(x i ))

min( µC̃ (x i ), µ Ã (x i )) ≤ min( µC̃ (x i ), µ B̃ (x i ))

min( µ
C̃

(x i ), µ
Ã

(x i )) ≤ min( µ
C̃

(x i ), µ
B̃

(x i ))

ss V S (C̃, B̃ ) =
N
i =1 min( µC̃ (x i ), µ B̃ (x i )) + N

i =1 min( µ
C̃

(x i ), µ
B̃

(x i ))
N
i =1 µC̃ (x i ) + N

i =1 µ
C̃

(x i )

ss V S (C̃, Ã ) =
N
i =1 min( µC̃ (x i ), µ Ã (x i )) + N

i =1 min( µ
C̃

(x i ), µ
Ã

(x i ))
N
i =1 µC̃ (x i ) + N

i =1 µ
C̃

(x i )

N

i =1

µÃ (x i ) +
N

i=1

µ
Ã

(x i ) ≤
N

i =1

µB̃ (x i ) +
N

i =1

µ
B̃

(x i )
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CHAPTER 5

Novel Weighted Averages
as a CWW Engine

5.1 INTRODUCTION

The weighted average (WA) is arguably the earliest and still most widely used form
of aggregation or fusion. We remind the reader of the well-known formula for the
WA, that is,

(5.1)

in which wi are the weights (real numbers) that act upon the subcriteria xi (real num-
bers). In this book, the term subcriteria can mean data, features, decisions, recom-
mendations, judgments, scores, and so on. In equation (5.1), normalization is
achieved by dividing the weighted numerator sum by the sum of all of the weights.
While it is always true that the sum of the normalized weights that act upon each xi

add to one, that is, 

(5.2)

it is not a requirement that the sum of the unnormalized weights must add to one. In
many situations (described below) requiring �n

i=1wi is too restrictive; so, such a re-
quirement is not imposed in this book.

The arithmetic WA (AWA) is the one we are all familiar with and is the one in
which all subcriteria and weights in equation (5.1) are real numbers. In many situa-
tions, however, providing crisp numbers for either the subcriteria or the weights is
problematic (there could be uncertainties about them), and it is more meaningful to
provide intervals, T1 or IT2 FSs (or a mixture of all of these), for the subcriteria and
weights.

Recall the Per-C introduced in Chapter 1, which consists of three components:
encoder, decoder, and CWW engine. The encoder transforms words into IT2 FSs
that activate a CWW engine, as has been discussed in Chapter 3. The decoder maps
the output of the CWW engine into a word and some accompanying data, as has

n

j =1

wj
n
i=1 wi

= 1

y =
n
i =1 x i wi

n
i =1 wi
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been discussed in Chapter 4. The CWW engine maps IT2 FSs into IT2 FSs. There
can be several kinds of CWW engines, for example, novel weighted averages
(NWAs) and if–then rules. The NWAs are the topic of this chapter. Some exten-
sions of the ordered weighted averages are also introduced.

5.2 NOVEL WEIGHTED AVERAGES

Definition 5.1. An NWA is a WA in which at least one subcriterion or weight is not
a single real number but is instead an interval, T1 FS or an IT2 FS, in which case
such subcriteria, weights, and the WA are called novel models.

How to compute equation (5.1) for these novel models is the main subject of this
chapter. What makes the computations challenging is the appearance of novel
weights in both the numerator and denominator of equation (5.1). So, returning to
the issue about normalized versus unnormalized weights, although everyone knows
how to normalize a set of n numerical weights (just divide each weight by the sum
of all of the weights) it is not known how to normalize a set of n novel weights.

Because there can be four possible models for subcriteria or weights, there can
be 16 different WAs, as summarized in Fig. 5.1.

Definition 5.2. When at least one subcriterion or weight is modeled as an interval,
and all other subcriteria or weights are modeled by no more than such a model, the
resulting WA is called an interval WA (IWA).

Definition 5.3. When at least one subcriterion or weight is modeled as a T1 FS, and
all other subcriteria or weights are modeled by no more than such a model, the re-
sulting WA is called a fuzzy WA (FWA).
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Definition 5.4. When at least one subcriterion or weight is modeled as an IT2 FS,
the resulting WA is called a linguistic WA (LWA).

Definition 5.1. (continued). By a NWA is meant an IWA, FWA, or LWA.

From Fig. 5.1 it should be obvious that contained within the LWA are all of the
other NWAs, suggesting that one should focus on the LWA and then view the other
NWAs as special cases of it (a top-down approach). Although this is possible, our ap-
proach will be to study NWAs from the bottom up, that is, from the IWA to the FWA
to the LWA, because (this is proved in Sections 5.4 and 5.5) the computation of a
FWA uses a collection of IWAs, and the computation of a LWA uses two FWAs.

In order to reduce the number of possible derivations from 15 (the AWA is ex-
cluded) to three, it is assumed that for the IWA all subcriteria and weights are mod-
eled as intervals, for the FWA all subcriteria and weights are modeled as T1 FSs,
and for the LWA all subcriteria and weights are modeled as IT2 FSs.

5.3 INTERVAL WEIGHTED AVERAGE

In equation (5.1) let

(5.3)

(5.4)

We associate interval sets Xi and Wi with equations (5.3) and (5.4), respectively,
and refer to them as intervals.

The WA in equation (5.1) is now evaluated over the Cartesian product space:

Regardless of the fact that this requires an uncountable number of evaluations,1 the
resulting IWA, YIWA, will be a closed interval of nonnegative real numbers, and is
completely defined by its two end points, yL and yR:

YIWA = [yL, yR] (5.5)

Because xi (i = 1, . . . , n) appear only in the numerator of equation (5.1), the small-
est (largest) value of each xi is used to find yL (yR):

(5.6)yL = min
∀w i ∈[ci ,d i ]

n
i =1 ai wi

n
i =1 wi

DX 1 × DX 2 × · · · × DX n × DW 1 × DW 2 × · · · × DW n

wi ∈ [ci , di ] i = 1 , ..., n

x i ∈ [ai , bi ] i = 1 , ..., n
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1Unless all of the DXi and DWi are first discretized, in which case there could still be an astronomically
large but countable number of evaluations of equation (5.1), depending upon the number of terms in
equation (5.1) (i.e., n) and the discretization size.
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(5.7)

where the notations under min and max in equations (5.6) and (5.7) mean that i
ranges from 1 to n, and each wi ranges from ci to di.

Comparing equations (5.6) to (2.26), in which xi is replaced by ai, and equations
(5.7) to (2.27), in which xi are replaced by bi, it then follows by using equations
(2.30) and (2.31) that yL and yR can be represented as

(5.8)

(5.9)

in which L* and R* are switch points that are found by using either KM or EKM al-
gorithms (Tables 2.1 and 2.2). In order to use these algorithms, {a1, . . . , an} and
{b1, . . . , bn} must be sorted in increasing order, respectively; hence, in the sequel,
it is always assumed that

(5.10)

(5.11)

Example 5.1. Suppose for n = 5, {xi}|i=1,. . . ,5 = {9, 7, 5, 4, 1} and {wi}|i=1,. . . ,5 = {2,
1, 8, 4, 6}, so that the arithmetic WA yAWA = 4.14. Let � denote any of these crisp
numbers. In this example, for the IWA, � � [� – �, � + �], where � may be differ-
ent for different �:

It follows that YIWA = [2.02, 6.36]. Note that the average of YIWA is 4.19, which is very
close to the value of yAWA. The important difference between yAWA and YIWA is that the
uncertainties about the subcriteria and weights have led to an uncertainty band for the
IWA, and such a band may play a useful role in subsequent decision making.

Finally, the following is a useful expressive way to summarize the IWA:

(5.12)

where Xi and Wi are intervals whose elements are defined in equations (5.3) and
(5.4), respectively, and YIWA is also an interval. Of course, in order to explain the

YIWA ≡
n
i =1 X i W i

n
i =1 W i

{x i }| i=1 ,..., 5 → {[8.2, 9.8], [5.8, 8.2], [2.0, 8.0], [3.0, 5.0], [0.5, 1.5]}

{wi }| i=1 ,..., 5 → {[1.0, 3.0], [0.6, 1.4], [7.1, 8.9], [2.4, 5.6], [5.0, 7.0]}

b1 ≤ b2 ≤ · · · ≤ bn

a1 ≤ a2 ≤ · · · ≤ an

yR =
R ∗

i=1 bi ci + n
i= R ∗ +1 bi di

R ∗

i =1 ci + n
i= R ∗ +1 di

yL =
L∗

i=1 ai di + n
i= L∗ +1 ai ci

L∗

i =1 di + n
i = L∗ +1 ci

yR = max
∀w i ∈[ci ,d i ]

n
i =1 bi wi

n
i =1 wi
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right-hand side of this expressive equation, one needs equations (5.5)–(5.7) and
their accompanying discussions.

5.4 FUZZY WEIGHTED AVERAGE

In the IWA, subcriteria and weights are modeled as intervals. In some situations, it
may be more appropriate to model subcriteria and weights as T1 FSs, for example,
as in the first column of Table 5.1.

As for the IWA, let

(5.13)

(5.14)

but, unlike the IWA, where the membership grade for each xi and wi is 1, now the
membership grade for each xi = x�i and wi = w�i is �Xi(x�i) and �Wi(w�i), respectively.
So, now, T1 FSs Xi and Wi and their MFs �Xi(xi) and �Wi(wi) are associated with
equations (5.13) and (5.14), respectively.

Again, the WA in equation (5.1) is evaluated over the Cartesian product space

making use of �X1(x1), �X2(x2), . . . , �Xn(xn) and �W1(w1), �W2(w2), . . . , �Wn(wn),
the result being a specific numerical value, y, as well as a degree of membership,
�YFWA

(y). How to compute the latter will be explained in Section 5.4.3 below. The
result of each pair of computations is the pair (y, �YFWA(y)):

(5.15)

When this is done for all elements in the Cartesian product space, the FWA, YFWA,
is obtained. By this explanation, observe that YFWA is itself a T1 FS that is charac-
terized by its MF �YFWA(y).

Of course, it is impossible to compute �YFWA(y) for all values of y as just de-
scribed because to do so would require an uncountable number of computations.
So, in the rest of this section, a practical algorithm is provided for computing
�YFWA(y). To begin, a well-known novel decomposition of T1 FSs is introduced,
and then how that decomposition can be used to compute functions of T1 FSs
(which is what the FWA is) is explained.

5.4.1 ��-cuts and a Decomposition Theorem

Definition 5.5 [Klir and Yuan (1995)]. The �-cut of T1 FS X, denoted X(�), is an
interval of real numbers, defined as

{(x 1 , µ X 1
(x 1)) , ..., (x n , µ X n

(x n )) , (w1 , µ W 1
(w1)) , ..., (wn , µ W n

(wn ))}

→ y =
n
i =1 x i wi

n
i =1 wi

, µ Y F WA (y)

DX 1 × DX 2 × · · · × DX n × DW 1 × DW 2 × · · · × DW n

wi ∈ [ci , di ] i = 1 , ..., n

x i ∈ [ai , bi ] i = 1 , ..., n
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(5.16)

where 0 � � � 1.

An example of an �-cut is depicted in Fig. 5.2, and in this example, X(�) = [1.5,
5.5]. Given a specific X, it is easy to obtain formulas for the end points of the �-cut
(see Table 5.1). In order to obtain these formulas, such as the ones for the triangular
distribution, solve the two equations l(x) = � for the left end point and r(x) = � for
the right end point.

One of the major roles of �-cuts is their capability to represent a T1 FS. In order
to do this, first the following indicator function is introduced:

(5.17)

Associated with IX(�)(x) is the following square-well function:

(5.18)

This function, an example of which is depicted in Fig. 5.3, raises the �-cut X(�) off
of the x-axis to height �.

Theorem 5.1 (Decomposition Theorem) [Klir and Yan (1995)]. A T1 FS X can be
represented as

(5.19)µ X (x ) =
α∈[0,1]

µ X (x |α)

µ X (x |α) = αI X (α ) (x )

I X (α ) (x ) =
⎧
⎨
⎩

1, ∀x ∈ X (α)

0, ∀x /∈ X (α)

X (α) = {x |µ X (x ) ≥ α} = [ a(α), b(α)]
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2 3 4 5 6 7 81

1

α

μX (x)
X

X(α)

0
x

Figure 5.2. A trapezoidal T1 FS and an �-cut.

Figure 5.3. Square-well function �X(x|�).

2 3 4 5 6 7 81

1

μX (x | α)

0

α

x
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where �X(x|�) is defined in equation (5.18) and � (which is over all values of �)
denotes the standard union operator, that is, the supremum (often the maximum)
operator.

This theorem is called a “decomposition theorem” because X is decomposed into
a collection of square-well functions that are then aggregated using the union oper-
ation.

An example of equation (5.19) is depicted in Fig. 5.4. When the dark circles at
each �-level (e.g., �3) are connected, �X(x|�) is obtained. Because of the nonin-
creasing or nondecreasing nature of a T1 FS, the union operation picks up just the
end points of the �-cuts, and when these points are connected, in the direction of in-
creasing x, this provides �X(x). Note that greater resolution is obtained by including
more �-cuts, and the calculation of new �-cuts does not affect previously calculated
�-cuts.

5.4.2 Functions of T1 FSs 

As stated above, the FWA is a function of T1 FSs. In order to compute any function
of T1 FSs, some theory for doing this must be provided. This is done in Appendices
5A.1 and 5A.2. Appendix 5A.1 provides the Extension Principle for computing the
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Table 5.1. Examples of T1 FSs and their �-cut formulas

T1 FS �-cut formula

X (α) = [m − a(1 − α), m + b(1 − α)]

X (α) = [m 1 − a(1 − α), m 2 + b(1 − α)

X (α) = [m − a(1 − α), m + b(1 − α)]

X (α) = [m 1 − a(1 − α), m 2 + b(1 − α)]

2 3 4 5 6 7 81
α1 = 0

αn = 1

μX (x)
X

0
x

α2

α3

Figure 5.4. Example to illustrate the decomposition theorem when n �-cuts are used.
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MF for a function of T1 FSs, and Appendix 5A.2 provides a practical way to com-
pute such a MF, that is, a Decomposition Theorem for a function of T1 FSs using �-
cuts (a function decomposition theorem), which is a direct application of Theorem
5.1, but subject to the Extension Principle. In words, the function decomposition
theorem states:

The MF for a function of T1 FSs equals the union (over all values of �) of the
MFs for the same function applied to the �-cuts of the T1 FSs.

The importance of this decomposition is that it reduces all computations to inter-
val computations because all �-cuts are intervals. The FWA is computed using this
function decomposition theorem.

5.4.3 Computing the FWA

Because Appendices 5A.1 and 5A.2 are very technical, how to compute the FWA is
explained here, assuming that the reader has either read those appendices or is will-
ing to accept the truth of the above word statement of the function decomposition
theorem (when it is extended from two variables to 2n variables).

There are three steps to computing the FWA:

1. For each � � [0, 1], the corresponding �-cuts of the T1 FSs, Xi and Wi, must
first be computed, that is, compute

(5.20)

(5.21)

2. For each � � [0, 1], compute the �-cut of the FWA by recognizing that it is
an IWA, that is, YFWA(�) = YIWA(�), where

(5.22)

in which [see equations (5.6) and (5.7)]

(5.23)

(5.24)

where the notations under min and max in equations (5.23) and (5.24) mean i
ranges from 1 to n, and each wi(�) ranges from ci(�) to di(�). From equations
(5.8)–(5.11):

(5.25)yL (α) =
L ∗ (α )
i =1 ai (α)di (α) + n

i = L ∗ (α )+1 ai (α)ci (α)
L ∗ (α )
i=1 di (α) + n

i = L ∗ (α )+1 ci (α)

yR (α) = max
∀w i (α )∈[ci (α ) ,d i (α )]

n
i =1 bi (α)wi (α)

n
i =1 wi (α)

yL (α) = min
∀w i (α )∈[ci (α ) ,d i (α )]

n
i =1 ai (α)wi (α)

n
i =1 wi (α)

YIWA (α) = [yL (α), yR (α)]

W i (α) = [ci (α), di (α)] i = 1 , ..., n

X i (α) = [ai (α), bi (α)] i = 1 , ..., n
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(5.26)

(5.27)

(5.28)

The KM or EKM Algorithms given in Tables 2.1 and 2.2 can be used to com-
pute switch points L*(�) and R*(�). In practice, a finite number of �-cuts are
used, so that � � [0, 1] � {�1, �2, . . . , �m}. If parallel processors are avail-
able, then all computations of this step can be done in parallel using 2m
processors.

3. Connect all left coordinates (yL(�), �) and all right coordinates (yR(�), �) to
form the T1 FS YFWA.

Example 5.2. This is a continuation of Example 5.1 in which each interval is as-
signed a symmetric triangular distribution that is centered at the midpoint (�) of the
interval, has distribution value equal to one at that point, and is zero at the interval
end points (� – � and � + �) (see Fig. 5.5). The FWA is depicted in Fig. 5.6(c). Al-
though YFWA appears to be triangular, its sides are actually slightly curved.

The support of YFWA is [2.02, 6.36], which is the same as YIWA (see Example 5.1).
This will always occur because the support of YFWA is the � = 0 �-cut, and this is
YIWA.

The centers of gravity of YFWA and YIWA are 4.15 and 4.19, respectively, and,
though close, are not the same. The almost triangular distribution for YFWA indicates
that more emphasis should be given to values of variable y that are closer to 4.15,
whereas the uniform distribution for YIWA indicates that equal emphasis should be
given to all values of variable y in its interval. The former reflects the propagation of
the nonuniform uncertainties through the FWA, and can be used in future decisions.

Finally, the following is a very useful expressive way to summarize the FWA:

(5.29)YF WA ≡
n
i =1 X i W i

n
i =1 W i

b1(α) ≤ b2(α) ≤ · · · ≤ bn (α)

a1(α) ≤ a2(α) ≤ · · · ≤ an (α)

yR (α) =

R ∗ (α )
i =1 bi (α)ci (α) + n

i= R ∗ (α )+1 bi (α)di (α)
R ∗ (α )
i =1 ci (α) + n

i= R ∗ (α )+1 di (α)
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δ δ

Figure 5.5. Illustration of a T1 FS used in Example 5.2.
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where Xi and Wi are T1 FSs that are characterized by �Xi(xi) and �Wi(wi), respec-
tively, and YFWA is also a T1 FS. Of course, in order to explain the right-hand side
of this expressive equation, equations (5.15), (5.20)–(5.28), and their accompany-
ing discussions are needed. Although the right-hand side of equations (5.29) and
(5.12) look the same, it is the accompanying models for Xi and Wi that distinguish
one from the other.

5.5 LINGUISTIC WEIGHTED AVERAGE

In the FWA, subcriteria and weights are modeled as T1 FSs. In some situations, it
may be more appropriate to model subcriteria and weights as IT2 FSs. When
equation (5.1) is computed using IT2 FSs for subcriteria and weights, then the re-
sult is the linguistic weighted average (LWA), ~YLWA [Wu and Mendel (2007,
2008)]; see also Definition 5.4).

5.5.1 Introduction

As for the FWA, let

(5.30)

(5.31)

but, unlike the FWA, where the degree of membership for each xi = x�i and wi = w�i
is �Xi(x�i) and �Wi(w�i), now the primary membership for each xi = x�i and wi = w�i is
an interval Jxi� and Jwi�, respectively [see equation (2.14)]. So, now, IT2 FSs ~Xi and
~Wi and their primary memberships Jxi

and Jwi
are associated with equations (5.30)

and (5.31), respectively.

wi ∈ [ci , di ] i = 1 , ..., n

x i ∈ [ai , bi ] i = 1 , ..., n
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Figure 5.6. Example 5.2: (a) subcriteria, (b) weights, and, (c) YFWA.
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Now the WA in equation (5.1) is evaluated, but over the Cartesian product space

making use of Jx1, Jx2, . . . , Jxn and Jw1, Jw2, . . . , Jwn, the result being a specific nu-
merical value, y, as well as the primary membership, Jy. Recall, from equation
(2.14), that Jxi = [� ~Xi(xi), ��~Xi(xi)] and Jwi = [� ~Wi(wi), �� ~Wi(wi)]; consequently, Jy =
[�~

YLWA
(y), ��~YLWA(y)]. How to compute the latter interval of nonnegative real num-

bers will be explained below.2 The result of each pair of computations is the pair
(y, Jy):

(5.32)

When this is done for all elements in the Cartesian product space, ~YLWA is obtained.
By this explanation, observe that ~YLWA is itself an IT2 FS that is characterized by its
primary MF Jy, or equivalently by its FOU, FOU(~YLWA):

(5.33)

where D~YLWA is the domain of the primary variable, and YLWA and Y�LWA are the LMF
and UMF of ~YLWA, respectively.

Similar to equation (5.29), the following is a very useful expressive way to sum-
marize the LWA:

(5.34)

where ~Xi and ~Wi are IT2 FSs that are characterized by their FOUs and ~YLWA is also
an IT2 FS.

Recall from the Wavy Slice Representation Theorem [equations (2.19) and
(2.16)] that

(5.35)

(5.36)

as shown in Figs. 5.7 and 5.8. Because in equation (5.34) ~Xi only appears in the nu-
merator of ~YLWA, it follows that

W̃ i = 1 /FOU (W̃ i ) = 1/ [Wi , W i ]

X̃ i = 1 /FOU (X̃ i ) = 1/ [X i , X i ]

ỸLWA ≡
n
i =1 X̃ i W̃ i

n
i =1 W̃ i

F OU(ỸLWA ) =
∀y ∈D Ỹ LWA

J y = Y LWA , Y LWA

{(x 1 , J x 1 ), ..., (x n , J x n ), (w1 , J w 1 ), ..., (wn , J w n )}

→ y =
n
i=1 x i wi

n
i=1 wi

, J y = [ µ
Ỹ LWA

(y), µ Ỹ LWA
(y)]

DX̃ 1
× DX̃ 2

× · · · × DX̃ n
× DW̃ 1

× DW̃ 2
× · · · × D W̃ n
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2A different derivation, which uses the Wavy Slice Representation Theorem (Section 2.4) for an IT2 FS,
is given in [Wu and Mendel (2007, 2008)]; however, the results are the same as those presented in this
chapter. 
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(5.37)

(5.38)

By this preliminary approach to computing the LWA, it has been shown that it is
only necessary to compute YLWA and Y�LWA, as depicted in Fig. 5.9. One method is to
compute the totality of all FWAs that can be formed from all of the embedded T1
FSs Wi; however, this is impractical because there can be infinite many Wi. In Sec-
tion 5.5.2 an �-cut based approach is proposed; it eliminates the need to enumerate
and evaluate all embedded T1 FSs.

Y LWA = max
∀ W i ∈[W i , W i ]

n
i=1 X i W i

n
i=1 W i

YLWA = min
∀ W i ∈[W i , W i ]

n
i=1 X i W i

n
i =1 W i
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Figure 5.9. ~YLWA and associated quantities. The dashed curve is an embedded T1 FS of
~YLWA.
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Figure 5.7. ~Xi and an �-cut. The dashed curve is an embedded T1 FS of ~Xi.
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Figure 5.8. ~Wi and an �-cut. The dashed curve is an embedded T1 FS of ~Wi.
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Comment: One can (jokingly) think of the LWA as an FWA on steroids, that is,
one can think of Fig. 5.9 as a fat version of Fig. 5.6(c). This actually is a very accu-
rate explanation of the LWA and makes the derivations for YLWA and Y�LWA very easy
to understand.

Detailed derivations of algorithms for computing YLWA and Y�LWA are given next.
Once YLWA and Y�LWA are obtained, ~YLWA is determined, i.e., FOU(~YLWA) is the area
between YLWA and Y�LWA.

5.5.2 Computing the LWA

A typical ~YLWA is depicted in Fig. 5.9, and a typical ~Xi and ~Wi are shown in Figs. 5.7
and 5.8, respectively. YLWA and Y�LWA will be computed by making use of the �-cut
Decomposition Theorem (Theorem 5.3 in Appendix 5A.2); but, before they can be
computed, their heights need to be determined. This is easy to do for Y�LWA because
all UMFs are normal T1 FSs, but is less easy to do for YLWA because all LMFs are
not normal T1 FSs.

Because all UMFs are normal T1 FSs, hY
–
LWA

= 1. Denote the height of Xi as hXi
and the height of Wi as hWi

. Let

(5.39)

where hmin is the smallest height of all FWAs computed from embedded T1 FSs of
~Xi and ~Wi. Because FOU( ~YLWA) is the combination of all such FWAs, and YLWA is the
lower bound of FOU(~YLWA), it must hold that hYLWA

= hmin, as proved in Theorem
5.3. 

Let [ai(�), bi(�)] be an �-cut on an embedded T1 FS of ~Xi, and [ci(�), di(�)] be
an �-cut on an embedded T1 FS of ~Wi. Observe in Fig. 5.7 that if the �-cut on Xi ex-
ists, then the interval [ail(�), bir(�)] is divided into three subintervals: [ail(�),
air(�)], (air(�), bil(�)), and [bil(�), bir(�)]. In this case, ai(�) � [ail(�), air(�)] and
ai(�) cannot assume a value larger than air(�). Similarly, bi(�) � [bil(�), bir(�)] and
bi(�) cannot assume a value smaller than bil(�). However, if the �-cut on Xi does
not exist (e.g., � > hXi

), then both ai(�) and bi(�) can assume values freely in the en-
tire interval [ail(�), bir(�)]:

(5.40)

(5.41)

Similarly, observe from Fig. 5.8 that

(5.42)ci (α) ∈
[cil (α), cir (α)], α ∈ [0, hW i

]

[cil (α), dir (α)], α ∈ (hW i
, 1]

bi (α) ∈
[bil (α), bir (α)], α ∈ [0, hX i

]

[ail (α), bir (α)], α ∈ (hX i
, 1]

ai (α) ∈
[ail (α), air (α)], α ∈ [0, hX i

]

[ail (α), bir (α)], α ∈ (hX i
, 1]

hmin = min{min
∀i

hX i
, min

∀i
hW i

}
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(5.43)

In equations (5.40)–(5.43), subscript i is the subcriterion or weight index, l means
left, and r means right.

Using equations (5.40)–(5.43), let

(5.44)

(5.45)

(5.46)

(5.47)

Then

(5.48)

(5.49)

(5.50)

(5.51)

Note that in equations (5.23) and (5.24) for the FWA, ai(�), bi(�), ci(�), and
di(�) are crisp numbers; consequently, yL(�) and yR(�) computed from them are
also crisp numbers; however, in the LWA, ai(�), bi(�), ci(�), and di(�) can assume
values continuously in their corresponding �-cut intervals. Numerous different
combinations of ai(�), bi(�), ci(�), and di(�) can be formed. yL(�) and yR(�) need to
be computed for all the combinations. By collecting all yL(�) a continuous interval
[yLl(�), yLr(�)] is obtained, and by collecting all yR(�) a continuous interval [yRl(�),
yRr(�)] is also obtained (see Fig. 5.9):

(5.52)

and

(5.53)Y LWA (α) = [yLl (α), yRr (α)], α ∈ [0, 1]

Y LWA (α) = [yLr (α), yRl (α)], α ∈ [0, hmin ]

di (α) ∈ [dil (α), dir (α)], ∀α ∈ [0, 1]

ci (α) ∈ [cil (α), cir (α)], ∀α ∈ [0, 1]

bi (α) ∈ [bil (α), bir (α)], ∀α ∈ [0, 1]

ai (α) ∈ [ail (α), air (α)], ∀α ∈ [0, 1]

dil (α)
dil (α), α ≤ hW i

cil (α), α > h W i

cir (α)
cir (α), α ≤ hW i

dir (α), α > h W i

bil (α)
bil (α), α ≤ hX i

ail (α), α > h X i

air (α)
air (α), α ≤ hX i

bir (α), α > h X i

di (α) ∈
[dil (α), dir (α)], α ∈ [0, hW i

]

[cil (α), dir (α)], α ∈ (hW i
, 1]
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where yLr(�), yRl(�), yLl(�), and yRr(�) are illustrated in Fig. 5.9. Clearly, to find
YLWA(�) and Y�LWA(�), yLl(�), yLr(�), yRl(�), and yRr(�) need to be found.

Consider yLl(�) first. Note that it lies on Y�LWA, and is the minimum of yL(�), but
now ai � [ail, air], ci � [cil, cir], and di � [dil, dir]:

(5.54)

Substituting yL(�) from equation (5.25) into equation (5.54), it follows that

(5.55)

Observe that ai(�) only appears in the numerator of equation (5.55); thus, ail(�)
should be used to calculate yLl(�):

(5.56)

Following a similar line of reasoning, yLr(�), yRl(�), and yRr(�) can also be ex-
pressed as

(5.57)

(5.58)

(5.59)

So far, only ai(�) are fixed for yLl(�) and yLr(�), and bi(�) are fixed for yRl(�)
and yRr(�). As will be shown, it is also possible to fix ci(�) and di(�) for yLl(�),
yLr(�), yRl(�), and yRr(�); thus, there will be no need to enumerate and evaluate all
of ~Wi’s embedded T1 FSs to find YLWA and Y�LWA.

Theorem 5.2 [Wu and Mendel (2007, 2008)]. It is true that:

(a) yLl(�) in equation (5.56) can be specified as

(5.60)yLl (α) =

L∗
l

i =1 ail (α)dir (α) + n
i= L∗

l +1 ail (α)cil (α)
L∗

l
i =1 dir (α) + n

i= L∗
l +1 cil (α)

, α ∈ [0, 1]

yRr (α) = max
∀ci ∈ [cil ,cir]
∀di ∈ [dil ,dir]

R2

i=1 bir (α)ci (α) + n
i = R2 +1 bir (α)di (α)

R2

i =1 ci (α) + n
i = R2 +1 di (α)

yRl (α) = min
∀ci ∈ [cil ,cir]
∀di ∈ [dil ,dir]

R 1

i =1 bil (α)ci (α) + n
i = R 1 +1 bil (α)di (α)

R 1

i =1 ci (α) + n
i = R 1 +1 di (α)

yLr (α) = max
∀ci ∈ [cil ,cir]
∀di ∈ [dil ,dir]

L2

i =1 air (α)di (α) + n
i= L2 +1 air (α)ci (α)

L 2

i=1 di (α) + n
i= L2 +1 ci (α)

yLl (α) = min
∀ci ∈ [cil ,cir]
∀di ∈ [dil ,dir]

L1

i=1 ail (α)di (α) + n
i= L1 +1 ail (α)ci (α)

L1

i=1 di (α) + n
i= L1 +1 ci (α)

yLl (α) ≡ min
∀ai ∈ [ail , air]

∀ci ∈ [cil , cir], ∀di ∈ [dil , dir]

L1

i=1 ai (α)di (α) + n
i = L1 +1 ai (α)ci (α)

L1

i =1 di (α) + n
i = L1 +1 ci (α)

yLl (α) = min
∀ai ∈ [ail , air ]

∀ci ∈ [cil , cir], ∀di ∈ [dil , dir]

yL (α)
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(b) yLr(�) in equation (5.57) can be specified as

(5.61)

(c) yRl(�) in equation (5.58) can be specified as

(5.62)

(d) yRr(�) in equation (5.59) can be specified as

(5.63)

In these equations, Ll*, Lr*, Rl*, and Rr* are switch points that are computed using
KM or EKM algorithms.

The proof is given in Appendix 5A.3.

Observe from equations (5.60) and (5.63) and Figs. 5.7 and 5.8 that yLl(�) and
yRr(�) only depend on the UMFs of ~Xi and ~Wi, that is, they are only computed from
the corresponding �-cuts on the UMFs of ~Xi and ~Wi; so (this is an expressive equa-
tion),

(5.64)

Because all X�i and W�i are normal T1 FSs, according to Theorem 5.3, Y�LWA is also
normal.

Similarly, observe from equations (5.61) and (5.62) and Figs. 5.7 and 5.8 that
yLr(�) and yRl(�) only depend on the LMFs of ~Xi and ~Wi; hence (this is an expres-
sive equation),

(5.65)

Unlike Y�LWA, which is a normal T1 FS, the height of YLWA is hmin, the minimum
height of all Xi and Wi.

5.5.3 Algorithms

It has been shown in the previous subsection that computing ~YLWA is equivalent to
computing two FWAs, Y�LWA and YLWA. To compute Y�LWA:

Y LWA =
n
i =1 X i W i

n
i=1 W i

Y LWA =
n
i =1 X i W i

n
i=1 W i

yRr (α) =

R ∗
r

i =1 bir (α)cil (α) + n
i= R ∗

r +1 bir (α)dir (α)
R ∗

r
i=1 cil (α) + n

i= R ∗
r +1 dir (α)

, α ∈ [0, 1]

yRl (α) =

R ∗
l

i =1 bil (α)cir (α) + n
i= R ∗

l +1 bil (α)dil (α)
R ∗

l
i =1 cir (α) + n

i= R ∗
l +1 dil (α)

, α ∈ [0, hmin ]

yLr (α) =

L∗
r

i =1 air (α)dil (α) + n
i = L∗

r +1 air (α)cir (α)
L∗

r
i =1 dil (α) + n

i = L∗
r +1 cir (α)

, α ∈ [0, hmin ]
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1. Select appropriate m �-cuts for Y�LWA (e.g., divide [0, 1] into m – 1 intervals
and set �j = (j – 1)/(m – 1), j = 1, 2, . . . , m).

2. Find the corresponding �-cuts on X�i and W�i (i = 1, . . . , n) for each �j (Table
5.1); denote the end points of the �-cuts as [ail(�j), bir(�j)] and [cil(�j),
dir(�j)], respectively.

3. Use a KM or EKM algorithm (Tables 2.1 and 2.2) to find yLl(�j) in equation
(5.60) and yRr(�j) in equation (5.63).

4. Repeat Steps (2) and (3) for every �j (j = 1, . . . , m).

5. Connect all left coordinates (yLl(�j), �j) and all right coordinates (yRr(�j), �j)
to form the UMF Y�LWA.

To compute YLWA:

1. Determine hXi
and hWi

, i = 1, . . . , n, and hmin in equation (5.39).

2. Select appropriate p �-cuts for YLWA (e.g., divide [0, hmin] into p – 1 intervals
and set �j = hmin(j – 1)/(p – 1), j = 1, 2, . . . , p).

3. Find the corresponding �-cuts [air(�j), bil(�j)] and [cir(�j), dil(�j)] on Xi and
Wi.

4. Use a KM or EKM algorithm to find yLr(�j) in equation (5.61) and yRl(�j) in
equation (5.62).

5. Repeat Steps (3) and (4) for every �j, j = 1, . . . , p.

6. Connect all left coordinates (yLr(�j), �j) and all right coordinates (yRl(�j), �j)
to form the LMF YLWA.

A flowchart for computing YLWA and Y�LWA is given in Fig. 5.10. For triangular or
trapezoidal IT2 FSs, it is possible to reduce the number of �-cuts for both YLWA and
Y�LWA by choosing them only at turning points, that is, points on the LMFs and
UMFs of ~Xi and ~Wi (i = 1, 2, . . . , n) at which the slope of these functions changes.

Example 5.3. This is a continuation of Example 5.2, in which each subcriterion and
weight is now assigned an FOU that is a 50% blurring of the T1 MF depicted in Fig.
5.5. The left half of each FOU (Fig. 5.11) has support on the x(w)-axis given by the
interval of real numbers [(� – �) – 0.5�, (� – �) + 0.5�] and the right half FOU (Fig.
5.11) has support on the x-axis given by the interval of real numbers [(� + �) – 0.5�,
(� + �) + 0.5�]. The UMF is a triangle defined by the three points (� – � – 0.5�, 0),
(�, 1), (� + � + 0.5�, 0), and the LMF is a triangle defined by the three points (� – �
+ 0.5�, 0), (�, 1), (� + � – 0.5�, 0). The resulting subcriterion and weight FOUs are
depicted in Figs. 5.12(a) and 5.12(b), respectively, and ~YLWA is depicted in Fig.
5.12(c). Although ~YLWA appears to be symmetrical, it is not. The support of the left-
hand side of ~YLWA is [0.85, 3.10] and the support of the right-hand side of ~YLWA is
[5.22, 7.56]; hence, the length of the support of the left-hand side of ~YLWA is 2.25,
whereas the length of the support of the right-hand side of ~YLWA is 2.34. In addition,
the centroid of ~YLWA is computed using the EKM algorithms (Table 2.2), and is cen-
troid(~YLWA) = C(~YLWA) = [3.38, 4.96], so that avg[centroid(~YLWA)] = c(~YLWA) = 4.17.
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Comparing Figs. 5.12(c) and 5.6(c), observe that ~YLWA is spread out over a larger
range of values than is YFWA, reflecting the additional uncertainties in the LWA due
to the blurring of subcriteria and weights. This information can be used in future de-
cisions.

Another way to interpret ~YLWA is to associate values of y that have the largest ver-
tical intervals (i.e., primary memberships) with values of greatest uncertainty;
hence, there is no uncertainty at the three vertices of the UMF, and, for example, for
the right half of ~YLWA uncertainty increases from the apex of the UMF reaching its
largest value at the right vertex of the LMF and then decreases to zero at the right
vertex of the UMF.
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Select p α-cuts for YLWA in [0, hmin]

Compute yLr (αj) by
an EKM algorithm

Compute yRl (αj) by
an EKM algorithm

Compute yRr (αj) by
an EKM algorithm

Compute yLl (αj) by
an EKM algorithm

Set j = 1

j = j + 1 j = j + 1j = p j = m

Set j = 1

Select m α-cuts for YLWA in [0, 1]

Find air(αj), bil(αj), cir(αj),
and dil(αj), i = 1, 2, …, n

Find ail(αj), bir(αj), cil(αj),
and dir(αj), i = 1, 2, …, n

No No

Yes Yes

YLWA (αj) = [yLr (αj), yRl (αj)]

Construct YLWA from YLWA (αj), j = 1, …, p

YLWA (αj) = [yLl (αj), yRr (αj)]

Construct YLWA from YLWA (αj), j = 1, …, m

YLWA = 1/[YLWA, YLWA]˜

Figure 5.10. A flowchart for computing the LWA (Wu and Mendel, 2008; © 2008, IEEE).

1
X

u

λ

x
.5δ .5δδ δ

Figure 5.11. Illustration of an IT2 FS used in Example 5.3. The dashed lines indicate corre-
sponding T1 FS used in Example 5.2.
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Example 5.4. In this example, we compute

(5.66)

where the word FOUs are contained in the 32-word vocabulary that is depicted in
Fig. 3.18. For the convenience of the reader, these FOUs are repeated in Figs.
5.13(a) and 5.13(b). The corresponding ~YLWA is shown in Fig. 5.13(c). Because in
equation (5.66) larger weights are associated with larger subcriteria, it is expected
that ~YLWA should be larger than little, the median of the three subcriteria. This is ver-
ified by Fig. 5.13(c), that is, ~YLWA extends to the right of little in Fig. 5.13(a).

Using the Jaccard similarity measure described in Chapter 4, ~YLWA is mapped in
the 32-word vocabulary to the word some to moderate [whose FOU is bounded by
the dashed curve in Fig. 5.13(c)], because the similarity between ~YLWA and
FOU(some to moderate), which is 0.83, is the maximum of the similarities between
~YLWA and the 32 word FOUs.

5.6 A SPECIAL CASE OF THE LWA

As shown in Fig. 5.1, there are many special cases of the general LWA introduced
in the previous section, for example, the weights and/or subcriteria can be mixtures
of numbers, intervals, T1 FSs, and IT2 FSs. The special case, in which all weights
are numbers and all subcriteria are IT2 FSs, is of particular interest in this section
because it is used in Chapter 6 for perceptual reasoning. Great simplifications of the
LWA computations occur in this special case.

ỸLWA =
tiny × small + little × medium + sizeable × large

small + medium + large
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Figure 5.12. Example 5.3: (a) ~Xi, (b) ~Wi, and, (c) ~YLWA.
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Denote the crisp weights as wi, i = 1, . . . , n. Each wi can still be interpreted as an
IT2 FS ~Wi, where

(5.67)

that is,

(5.68)

Substituting equation (5.68) into Theorem 5.2, equations (5.60)–(5.63) are simpli-
fied to

(5.69)

(5.70)

(5.71)

(5.72)

where

yRl (α) =
n
i =1 bil (α)wi

n
i=1 wi

, α ∈ [0, hmin]

yLr (α) =
n
i =1 air (α)wi

n
i =1 wi

, α ∈ [0, hmin]

yRr (α) =
n
i =1 bir (α)wi

n
i =1 wi

, α ∈ [0, 1]

yLl (α) =
n
i =1 ail (α)wi

n
i =1 wi

, α ∈ [0, 1]

cil (α) = cir (α) = dil (α) = dir (α) = wi , α ∈ [0, 1]

µW i
(w) = µW i

(w) =
⎧
⎨
⎩

1, w = wi

0, w = wi
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Figure 5.13. Example 5.4: (a) linguistic subcriteria, (b) linguistic weights, and, (c) ~YLWA and
the FOU for some to moderate (dashed curve).

c05.qxd  3/3/2010  12:46 PM  Page 164

www.it-ebooks.info

http://www.it-ebooks.info/


(5.73)

Note that equations (5.69)–(5.72) are arithmetic weighted averages, so they are
computed directly without using KM or EKM algorithms.

Example 5.5. This is a continuation of Example 5.3, in which the subcriteria are the
same as those shown in Fig. 5.12(a) and weights are crisp numbers {wi}|i=1, . . . , 5 =
{2, 1, 8, 4, 6}, that is, they are the values of w that occur at the apexes of ~Wi shown
in Fig. 5.12(b). The resulting ~YLWA is depicted in Fig. 5.14. Observe that it is more
compact than ~YLWA in Fig. 5.12(c), which is intuitive, because in this example the
weights have less uncertainties than those in Example 5.3. In addition, unlike the
unsymmetrical ~YLWA in Fig. 5.12(c), ~YLWA in Fig. 5.14 is symmetrical.3 C(~YLWA) =
[3.59, 4.69], which is inside the centroid of ~YLWA in Fig. 5.12(c), and c(~YLWA) = 4.14,
which is the same4 as yAWA in Example 5.1. 

5.7 FUZZY EXTENSIONS OF ORDERED WEIGHTED AVERAGES

The ordered weighted average (OWA) operator [Filev and Yager (1998), Liu
(2007), Majlender (2005), Torra and Narukawa (2007), Yager (1988), Yager and
Kacprzyk (1997)] was proposed by Yager to aggregate experts’ opinions in deci-
sion making, as in Definition 5.6.

Definition 5.6. An OWA operator of dimension n is a mapping yOWA : Rn � R,
which has an associated set of weights w = {w1, . . . , wn} for which wi � [0, 1] and
�n

i=1wi = 1, that is,

(5.74)

where 	 : {1, . . . , n} � {1, . . . , n} is a permutation function such that {x	(1), x	(2),
. . . , x	(n)} are in descending order.

Note that yOWA is a nonlinear operator due to the permutation of xi. The most at-
tractive feature of the OWA operator is that it can implement different aggregation
operators by choosing the weights differently [Filev and Yager (1998)], for exam-
ple, by choosing wi = 1/n it implements the mean operator, by choosing w1 = 1 and
wi = 0 (i = 2, . . . , n) it implements the maximum operator, and by choosing wi = 0
(i = 1, . . . , n – 1) and wn = 1 it implements the minimum operator.

Yager’s (1988) original OWA operator considers only crisp numbers; however,
experts may prefer to express their opinions in linguistic terms, which are modeled
by FSs. Zhou et al. (2008a,b,c) were the first to extend OWAs to T1 and IT2 FSs;

yOWA =
n

i=1

wi x σ( i )

hmin = min
∀i

hX i
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3It can be shown that when all weights are crisp numbers, the resulting LWA from symmetrical ~Xi is al-
ways symmetrical.
4Because ~YLWA is symmetrical about yAWA, according to Property 4 in Section 2.6.2, c(~YLWA) = yAWA.
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however, their extensions are different from ours, because they consider each �-cut
of the FSs separately whereas we consider each FS in its entirety. In this section, we
only consider fuzzy extensions of OWAs that build upon our NWAs.

5.7.1 Ordered Fuzzy Weighted Averages (OFWAs)

Definition 5.7. An ordered fuzzy weighted average (OFWA) is defined as

(5.75)

where 	 : {1, . . . , n} � {1, . . . , n} is a permutation function such that {X	(1), X	(2),
. . . , X	(n)} are in descending order.

Definition 5.8. A group of T1 FSs {Xi}n
i=1 are in descending order if Xi � Xj for 
i <

j as determined by a ranking method.

Any T1 FS ranking method can be used to find 	. In this book, Yager’s (1978)
first method (see also Table 4A.2), which is a special case of the centroid-based
ranking method (Section 4.3), is used. Once Xi are rank-ordered, YOFWA is computed
by an FWA.

5.7.2 Ordered Linguistic Weighted Averages (OLWAs)

Definition 5.9. An ordered linguistic weighted average (OLWA) is defined as

(5.76)

where 	 : {1, . . . , n} � {1, . . . , n} is a permutation function such that { ~X	(1),
~X	(2), . . . , ~X	(n)} are in descending order. 

Definition 5.10. A group of IT2 FSs { ~Xi}n
i=1 are in descending order if ~Xi � ~Xj for


i < j as determined by a ranking method.

ỸOLW A =
n
i =1 W̃ i X̃σ( i )

n
i =1 W̃ i

YOF W A =
n
i =1 W i X σ( i )

n
i =1 Wi

166 NOVEL WEIGHTED AVERAGES AS A CWW ENGINE

u
YLWA

y0

0.5

1

0 1 2 3 4 5 6 7 8 9 10

Figure 5.14. ~YLWA for Example 5.5. 
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The LWA algorithm can also be used to compute the OLWA, except that the
centroid-based ranking method must first be used to sort ~Xi in descending order.

APPENDIX 5A

This appendix briefly introduces the Extension Principle and the Decomposition
Theorem of T1 FSs, and provides a proof for Theorem 5.2.

5A.1 Extension Principle

The Extension Principle was introduced by Zadeh (1975) and is an important tool
in FS theory. It lets one extend mathematical relationships between nonfuzzy vari-
ables to fuzzy variables. Suppose, for example, one is given MFs for the FSs
small and light and wants to determine the MF for the FS obtained by multiplying
these FSs, i.e., small × light. The Extension Principle tells us how to determine
the MF for small × light by making use of the nonfuzzy mathematical relationship
y = x1x2 in which the FS small plays the role of x1 and the FS light plays the role
of x2.

Consider first a function of a single variable, y = f (x), where x � DX and y � DY.
A T1 FS X is given, whose universe of discourse is also DX, and whose MF is �X(x),

x � DX. The Extension Principle [Jang et al. (1997)] states the image of X under
the mapping f (x) can be expressed as another T1 FS Y, by assigning �X(x) to the
value of y where y = f (x), that is,

(5A.1)

The condition in equation (5A.1) that “�Y(y) = 0, otherwise” means that if there
are no values of x for which a specific value of y can be reached then the MF for
that specific value of y is set equal to zero. Only those values of y that satisfy y =
f (x) can be reached.

The Extension Principle in equation (5A.1) is only valid if the mapping be-
tween y and x is one to one. It is quite possible that the same value of y can be ob-
tained for different values of x—a many-to-one mapping (e.g., y = x2)—in which
case equation (5A.1) needs to be modified, for example, f (x1) = f (x2) = y, but x1

� x2 and �X(x1) � �X(x2). To resolve this ambiguity, the larger of the two MF
values is assigned to �Y(y). The general modification to equation (5A.1) is [Wang
(1997)]:

(5A.2)

So far, the Extension Principle has been stated just for a mapping of a single

µY (y) =
⎧
⎨
⎩

max µX (x ), ∃x s.t. y = f (x )

0, otherwise

µY (y) =
⎧
⎨
⎩

µX (x ), ∃x s.t. y = f (x )

0, otherwise
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variable. Next, consider a function of two variables, y = f (x1, x2), where x1 � DX1
,

x2 � DX2
, y � DY, and x1 and x2 are described by their respective MFs �X1

(x1) and
�X2

(x2). It is of course possible for y = f (x1, x2) to be many to one, just as it was in
the single-variable case; so, the Extension Principle for the two-variable case needs
to look something like equation (5A.2). The difference between the two-and the
one-variable cases is that in the latter case there is only one MF that can be evaluat-
ed for each value of x, whereas in the former there are two MFs that can be evaluat-
ed, namely �X1

(x1) and �X2
(x2). In this case, the Extension Principle becomes:

(5A.3)

For more than two variables, suppose that y = f (x1, x2, . . . , xr), where xi � DXi (i
= 1, . . . , r). Let X1, X2, . . . , Xr be T1 FSs in DX1, DX2, . . . , DXr . Then, the Exten-
sion Principle lets us induce from the r T1 FSs X1, X2, . . . , Xr a T1 FS Y on DY,
through f, that is, Y = f (X1, X2, . . . , Xr), such that

(5A.4)

In order to implement equation (5A.4), one must first find the values of x1, x2

, . . . , xr for which y = f (x1, x2, . . . , xr), after which �X1(x1), . . . , �Xr(xr) are com-
puted at those values, and then min {�X1(x1), �X2(x2), . . . , �Xr(xr)} is computed. If
more than one set of x1, x2, . . . , xr satisfy y = f (x1, x2, . . . , xr), then this is repeated
for all of them and the largest of the minima is chosen as the choice for �Y(y). Usu-
ally, the evaluation of equation (5A.4) is very difficult, and the challenge is to find
easier ways to do it than just described. The Function Decomposition Theorem that
is given in Theorem 5.3 below is one such way.

Note, finally, that when it is necessary to extend an operation of the form f (X1,
X2, . . . , Xr), where Xi are T1 FSs, the individual operations like addition, multipli-
cation, division, and so on that are involved in f are not extended. Instead, the fol-
lowing is used [as derived from equation (5A.4)]:

(5A.5)

where �Y(y) is defined in equation (5A.4).
For example, if y = f (x1, x2) = (c1x1 + c2x2)/(x1 + x2), we write the extension of f

to T1 FSs X1 and X2 as

(5A.6)f (X 1 , X 2) =
x1 ∈D X1 x2 ∈DX2

µY (y)/ [(c1x 1 + c2x 2)/ (x 1 + x 2)]

f (X 1 , X 2 , ..., X r ) =
∈DX1 ∈DX2

· · ·
r ∈DXr

µY (y)/f (x 1 , x 2 , ..., x r )
x2x1 x

µY (y) =
⎧
⎨
⎩

sup min {µX1 (x 1), ..., µXr (x r )} , ∃(x 1 , ..., x r ) s.t. y = f (x 1 , ..., x r )

0, otherwise

µY (y) =
⎧
⎨
⎩

sup min {µX1 (x 1), µ X2 (x 2)} , ∃(x 1 , x 2) s.t. y = f (x 1 , x 2)

0, otherwise
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where

(5A.7)

If we write it as Y = f (X1, X2) = (c1X1 + c2X2)/(X1 + X2), this does not mean that
f (X1, X2) is computed by adding and dividing the T1 FSs. It is merely an expressive
equation computed by equation (5A.6).

5A.2 Decomposition of a Function of T1 FSs Using ��-Cuts

The ultimate objective of this section is to show that a function of T1 FSs can be ex-
pressed as the union (over all values of �) of that function applied to the �-cuts of the
T1 FSs. The original idea, stated as the �-cut Decomposition Theorem, is explained
in [Klir and Yuan (1995)]. Though that theorem does not require the T1 FSs to be
normal, it does not point out explicitly how subnormal T1 FSs should be handled.
Because this theorem is so important, it is proved here for the convenience of the
readers. Although the proof is very similar to that in [Klir and Yuan (1995)], it em-
phasizes subnormal cases because the LMFs in the LWA are generally subnormal.

We have just seen that the Extension Principle states that when the function y =
f (x1, . . . , xr) is applied to T1 FSs Xi (i = 1, . . . , r), the result is another T1 FS, Y,
whose membership function is given by equation (5A.4). Because �Y(y) is a T1 FS,
it can, therefore, be expressed in terms of its �-cuts as follows [see equations
(5.16)–(5.19), where Y(�) plays the role of X(�)]:

(5A.8)

(5A.9)

(5A.10)

(5A.11)

In order to implement equations (5A.9)–(5A.11), a method is needed to compute
Y(�), and this is provided in the following.

Theorem 5.3. (�-cuts Decomposition Theorem [Wu and Mendel (2007)]) Let Y =
f (X1, . . . , Xr) be an arbitrary (crisp) function, where Xi (i = 1, . . . , r) is a T1 FS
whose domain is DXi

and �-cut is Xi(�). Then, under the Extension Principle:

(5A.12)

and the height of Y equals the minimum height of all Xi.

Y (α) = f (X 1(α), . . . , X r (α))

µY (y) =
α∈[0,1]

µY (y |α)

µY (y |α) = αI Y (α ) (y)

I Y (α ) (y) =
⎧
⎨
⎩

1, ∀y ∈ Y (α)

0, ∀y /∈ Y (α)

Y (α) = {y |µY (y) ≥ α }

µY (y) =
⎧
⎨
⎩

sup min {µX 1 (x 1), µ X 2 (x 2)} , ∃(x 1 , x 2) s.t. y = f (x 1 , x 2)

0, otherwise
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Equation (5A.12) shows that the �-cut of a function of T1 FSs equals that func-
tion applied to the �-cuts of those T1 FSs. Theorem 5.3 does not address how to
compute f (X1(�), . . . , Xr(�)). Section 5.4 explains how to do this for the FWA.

Proof. For all y � DY, from equation (5A.8) it follows that5

(5A.13)

Under the Extension Principle in equation (5A.4),

(5A.14)

It follows that:

Hence, from the last line of equations (5A.15) and (5A.14),

(5A.16)

which means that

(5A.17)

Because the right-hand side of equation (5A.14) (read from right to the left) indi-
cates that � cannot exceed the minimum height of all �Xi(xi) (otherwise there is no
�-cut on one or more Xi), the height of Y must equal the minimum height of all
Xi. 

Y (α) = f (X 1(α), . . . , X r (α))

µY (y) ≥ α ⇔ y ∈ f (X 1(α), . . . , X r (α))

sup
(x1 ,...,xr ) | y = f (x1 ,...,xr )

min{µX 1 (x 1), . . . , µ X r (x r )} ≥ α

⇔ (∃ x 10 ∈ DX 1 and · · · and x r 0 ∈ DX r )

s.t. (y = f (x 10 , . . . , x r 0) and min{µX 1 (x 10 ), . . . , µ X r (x r 0)} ≥ α)

⇔ (∃ x 10 ∈ DX 1 and · · · and x r 0 ∈ DX r )

s.t. (y = f (x 10 , . . . , x r 0) and [µX 1 (x 10 ) ≥ α and · · · and µX r (x r 0) ≥ α])

⇔ (∃ x 10 ∈ DX 1 and · · · and x r 0 ∈ DX r )

s.t. (y = f (x 10 , . . . , x r 0) and [x 10 ∈ X 1(α) and · · · and x r 0 ∈ X r (α)])

⇔ y ∈ f (X 1(α), . . . , X r (α))

µY (y) ≥ α ⇔ sup
(x1 ,...,xr ) | y = f (x1 ,...,xr )

min{µX1 (x 1), . . . , µ Xr (x r )} ≥ α

y ∈ Y (α) ⇔ µY (y) ≥ α
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ed and proved only for a function of a single variable. Even so, our proof of Theorem 5.3 follows the
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(5A.15)
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5A.3 Proof of Theorem 5.2

Because the proofs of Parts (b)–(d) of Theorem 5.2 are quite similar to the proof of
Part (a), only the proof of Part (a) is given here.

Let

(5A.18)

where c(�j) � [cL1+1(�j), cL1+2(�j), . . . , cn(�j)]T, d(�j) � [d1(�j), d2(�j), . . . ,
dL1(�j)]T, ci(�j) � [cil(�j), cir(�j)], and di(�j) � [dil(�j), dir(�j)]. Then yLl(�j) in equa-
tion (5.56) can be found by:

1. Enumerating all possible combinations of (cL1+1(�j), . . . , cn(�j), d1(�j), . . . ,
dL1(�j)) for ci(�j) � [cil(�j), cir(�j)] and di(�j) � [dil(�j), dir(�j)]

2. Computing gLl(c(�j), d(�j)) in equation (5A.18) for each combination

3. Setting yLl(�j) to the smallest gLl(c(�j), d(�j))

Note that L1, corresponding to the smallest gLl(c(�j), d(�j)) in Step (3), is Ll* in
Theorem 5.2. In the following proof, the fact that there always exists such a Ll* is
used.

Equation (5.56) can be expressed as

(5A.19)

In Liu and Mendel (2008) it is proved that yLl(�j) has a value in the interval
[aLl*,l(�j), aLl*+1,l(�j)]; hence, at least one gLl(c(�j), d(�j)) must assume a value in this
interval. In general there can be numerous gLl(c(�j), d(�j)) satisfying

(5A.20)

The remaining gLl(c(�j), d(�j)) must be larger than aLl*+1,l(�j), that is, they must as-
sume values in one of the intervals (aLl*+1,l(�j), aLl*+2,l(�j)], (aLl*+2,l(�j), aLl*+3,l(�j)],
and so on. Because the minimum of gLl(c(�j), d(�j)) is of interest, only those
gLl(c(�j), d(�j)) satisfying equation (5A.20) will be considered in this proof.

Next it is shown that when gLl(c(�j), d(�j)) achieves its minimum, (i) di(�j) =
dir(�j) for i � Ll*, and (ii) ci(�j) = cil(�j) for i � Ll* + 1.

i. When i � Ll*, it is straightforward to show that the derivative of gLl(c(�j),
d(�j)) with respect to di(�j), computed from equation (5A.18), is

(5A.21)
∂gLl (c(αj ), d(αj ))

∂di (αj )
=

ail (αj ) − gLl (c(αj ), d(αj ))
L ∗

l
i=1 di (αj ) + n

i = L ∗
l +1 ci (αj )

aL ∗
l , l (αj ) ≤ gLl (c(αj ), d(αj )) ≤ aL ∗

l +1, l (αj )

yLl (αj ) = min
∀c i ∈ [c il ,cir]
∀d i ∈ [d il ,d ir]

gLl (c(αj ), d(αj ))

gLl (c(αj ), d(αj )) ≡
L 1

i =1 ail (αj )di (αj ) + n
i = L 1 +1 ail (αj )ci (αj )

L 1

i =1 di (αj ) + n
i = L 1 +1 ci (αj )
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Using the left-hand side of equation (5A.20), it follows that

(5A.22)

Hence, in the numerator of equation (5A.21),

(5A.23)

In obtaining the last inequality in equation (5A.23) the fact that ail(�j) � aLl*,l(�j)
when i � Ll* [due to the a priori increased ordering of the ail(�j)] was used. Conse-
quently, using equation (5A.23) in equation (5A.21), it follows that

(5A.24)

Equation (5A.24) indicates that the first derivative of gLl(c(�j), d(�j)) with respect to
di(�j) (i � Ll*) is negative; thus, gLl(c(�j), d(�j)) decreases when di(�j) (i � Ll*) in-
creases. Consequently, the minimum of gLl(c(�j), d(�j)) must use the maximum pos-
sible di(�j) for i � Ll*, that is, di(�j) = dir(�j) for i � Ll*, as stated in equation (5.60).

ii. When i � Ll*, it is straightforward to show that the derivative of gLl(c(�j),
d(�j)) with respect to ci(�j), computed from equation (5A.18), is

(5A.25)

Using the right-hand side of equation (5A.20), it follows that

(5A.26)

Hence, in the numerator of equation (5A.25),

(5A.27)

In obtaining the last inequality in equation (5A.27) the fact that ail(�j) � aLl*+1,l(�j)
when i � Ll* + 1 [due to the a priori increased ordering of the ail(�j)] was used. Con-
sequently, using equation (5A.27) in equation (5A.25), it follows that

(5A.28)

Equation (5A.28) indicates that the first derivative of gLl(c(�j), d(�j)) with respect
to ci(�j)(i � Ll* + 1) is positive; thus, gLl(c(�j), d(�j)) decreases when ci(�j)(i � Ll*
+ 1) decreases. Consequently, the minimum of gLl(c(�j), d(�j)) must use the mini-
mum possible ci(�j) for i � Ll* + 1, that is, ci(�j) = cil(�j) for i � Ll* + 1, as stated in
equation (5.60).

∂gLl (c(αj ), d(αj ))
∂ci (αj )

≥
ail (αj ) − aL ∗

l +1, l (αj )
L ∗

l
i=1 di (αj ) + n

i = L ∗
l +1 ci (αj )

≥ 0

ail (αj ) − gLl (c(αj ), d(αj )) ≥ ail (αj ) − aL ∗
l +1, l (αj ) ≥ 0

− gLl (c(αj ), d(αj )) ≥ − aL ∗
l +1, l (αj )

∂gLl (c(αj ), d(αj ))
∂ci (αj )

=
ail (αj ) − gLl (c(αj ), d(αj ))
L ∗

l
i=1 di (αj ) + n

i= L ∗
l +1 ci (αj )

∂gLl (c(αj ), d(αj ))
∂di (αj )

≤
ail (αj ) − aL ∗

l , l (αj )
L ∗

l
i =1 di (αj ) + n

i = L ∗
l +1 ci (αj )

≤ 0

ail (αj ) − gLl (c(αj ), d(αj )) ≤ ail (αj ) − aL ∗
l , l (αj ) ≤ 0

− gLl (c(αj ), d(αj )) ≤ − aL ∗
l , l (αj )
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CHAPTER 6

IF–THEN Rules as a CWW Engine—
Perceptual Reasoning

6.1 INTRODUCTION

One of the most popular CWW engines uses if–then rules. This chapter is about
such rules and how they are processed within a CWW engine so that their outputs
can be mapped into a word-recommendation by the decoder.

There are many methods to construct if–then rules from data [Guillame (2001),
Jamei et al. (2004), Mendel (2001), Mitra and Hayashi (2000), Nozaki et al. (1997),
Sudkamp (1993), Wang and Qiu (2003), Wang and Mendel (1992), Yager and Filev
(1994b)] or from people [Koeppel et al. (1993), Mendel (2001), Mendel et al.
(1999)]; however, rule construction is not the focus of this book, and only one
method to mine the rules from experts, using a survey, is introduced in Chapter 8.

The use of if–then rules in Per-C is quite different from their use in most engi-
neering applications of rule-based systems—fuzzy logic systems (FLSs)—because
in a FLS the output almost always is a number, whereas the output of the Per-C is a
recommendation. This distinction has some very interesting ramifications and they
are also covered in this chapter.

By a rule, we mean an if–then statement, such as:

(6.1)

where x1 and x2 are called antecedents and y is called the consequent. A concrete
example of such a two-antecedent rule is:

IF touching (x1) is low (F1) and eye contact (x2) is moderate (F2),
THEN flirtation (y) is moderate (G).

A generic rule with multiple antecedents is represented as:

(6.2)R i : IF x 1 is F i
1 and · · · and x p is F i

p , THEN y is Gi i = 1 , ..., N

R i : IF x 1 is F i
1 and x 2 is F i

2 , THEN y is Gi i = 1 , ..., N
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In logic, equation (6.2) is also called an implication, where in:

� Crisp logic, Fj
i is a crisp set with characteristic value �Fi

j that only has two el-
ements: 1 when xj is exactly the same as Fj

i, and 0 when xj differs from Fj
i

� Type-1 fuzzy logic, F j
i is a T1 FS with membership �Fi

j(xj), so that xj does not
have to be exactly the same as Fj

i, and �Fi
j(xj) provides the crisp degree of

membership of xj to Fj
i

� Type-2 fuzzy logic, F j
i is a T2 FS ~Fj

i with membership �~Fi
j (xj), so that xj not

only does not have to be exactly the same as ~Fj
i, but �~Fi

j (xj) provides a fuzzy
degree of membership of xj to ~Fj

i

When Fj
i in equation (6.2) is either a T1 or T2 FS then (6.2) will be called a fuzzy

implication.
There are many mathematical models for a fuzzy implication that appear under

the rubric of approximate reasoning, for example, Table 11.1 in [Klir and Yuan
(1995)] lists 14. Each of these models has the property that it reduces to the truth
table of material implication (Table 6.1) when fuzziness disappears.

Following is a quote from [Chater et al. (2003)] that we have found to be very il-
luminating: 

Rational calculation is the view that the mind works by carrying out probabilistic, log-
ical, or decision-theoretic operations. Rational calculation is explicitly avowed by rel-
atively few theorists, though it has clear advocates with respect to logical inference.
Mental logicians propose that much of cognition is a matter of carrying out logical cal-
culations [e.g., Brain (1978), Inhelder and Piaget (1958), Rips (1994)]. Rational de-
scription, by contrast, is the view that behavior can be approximately described as
conforming with the results that would be obtained by some rational calculation. This
view does not assume (though it does not rule out) that the thought processes underly-
ing behavior involves any rational calculation.

For perceptual computing, logical reasoning will not be implemented as pre-
scribed by the truth table of material implication; instead, rational description will
be subscribed to.

Rational description has already been very widely used in rule-based FLSs,
where material implication has been replaced by Mamdani implication, for exam-
ple, Jang (1997), Mamdani (1974), Mendel (2001), Wang (1997), Yager and Filev
(1994a), and Yen and Langari (1999). In those FLSs the final output is almost al-
ways a number and is not a linguistic recommendation.

176 IF–THEN RULES AS A CWW ENGINE—PERCEPTUAL REASONING

Table 6.1. Truth table for material implication

p q p � q

T T T
T F F
F T T
F F T
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6.2 A BRIEF OVERVIEW OF INTERVAL TYPE-2 FUZZY LOGIC 
SYSTEMS

An IT2 FLS is depicted in Fig. 6.1. For an IT2 FLS each input is fuzzified into an IT2
FS, after which these FSs activate a subset of rules. The output of each activated rule
is obtained by using an extended sup-star composition [Mendel (2001)]. First, a fir-
ing interval is computed and then a fired-rule output FOU is computed. Then all of
the fired-rule output FOUs are blended in some way and reduced from IT2 FSs to a
number. The latter is accomplished in two steps: type reduction, which projects an
IT2 FS into an interval-valued set, and defuzzification, which takes the average of the
interval’s two end points.

6.2.1 Firing Interval

The first step in this chain of computations is to compute a firing interval. This
can be a very complicated calculation, especially when the inputs are fuzzified
into IT2 FSs, as they would be when the inputs are words. For the minimum
t-norm,1 this calculation requires computing the sup-min operation between
the LMFs of the FOUs of each input and its corresponding antecedent, as well
as the UMFs of these FOUs. The firing interval propagates the uncertainties
from all of the inputs through their respective antecedents. Note that when all
of the uncertainties disappear, the firing interval becomes a crisp value, a firing
level.

An example of computing the firing interval when the inputs are singletons
(not words)2 is depicted in the left-hand part of Fig. 6.2 for a rule that has two an-
tecedents.3 When x1 = x�1, the vertical line at x�1 intersects FOU( ~F1) everywhere in
the interval [� ~F1(x�1),  ��~F1(x�1)]; and, when x2 = x�2, the vertical line at x�2 intersects
FOU( ~F2) everywhere in the interval [� ~F2(x�2), ��~F2(x�2)]. Two firing levels are then
computed, a lower firing level, f– (x��), and an upper firing level, f–(x��), where  f– (x��)
= min[� ~F1(x�1), � ~F2(x�2)] and f–(x��) = min[�� ~F1(x�1), ��~F2(x�2)]. The main thing to ob-
serve from this figure is that the result of input and antecedent operations is an in-
terval—the firing interval F(x��), where F(x��) = [ f– (x��), f–(x��)].

A firing interval is also obtained when the inputs are words (i.e., IT2 FSs), but in
that case the calculations of  f– (x��) and f–(x��) are more complicated [Mendel and Wu
(2008)] than the ones in Fig. 6.2. Fortunately, for a given vocabulary,  f– (x��) and f–(x��)
can be precomputed (because all the word FOUs are known ahead of time) and stored
in a table, and, hence, the online computation of firing intervals reduces to a table
look-up. This is unique to the Per-C, because the input words can only be selected
from a prespecified vocabulary.
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1The same conclusions in Section 6.2.5 can be reached when the product t-norm is used.
2In the figures of this chapter, it is to be understood that the IT2 FS ~A is synonymous with its FOU,
FOU(~A).
3A mathematical derivation of the firing interval that uses T1 FS mathematics is found in Mendel et al.
(2006).
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6.2.2 Fired-Rule Output FOU

If one abides strictly by the extended sup-star composition, then the next computa-
tion after the firing interval computation is4 the meet operation between the firing
interval and its consequent FOU, the result being a fired-rule output FOU.

An example of computing the meet operation between the firing interval and its
consequent FOU is depicted in the right-hand part of Fig. 6.2. f– (x��) is t-normed with
G and f–(x��) is t-normed with G�. When FOU( ~G) is triangular, and the t-norm is min-
imum, the resulting fired-rule output FOU (~B) is the filled-in trapezoidal FOU. Ob-
serve that B and B� are clipped versions of G and G�, respectively, which is a charac-
teristic property of using the minimum t-norm.

6.2.3 Aggregation of Fired-Rule Output FOUs

There is no unique way to aggregate fired-rule output FOUs. One way to do this is
to use the union operation, the result being yet another FOU.

An example of aggregating two fired-rule output FOUs that uses the union oper-
ation is depicted in Fig. 6.3. Recall from Chapter 2 that the union of two IT2 FSs is
another IT2 FS whose LMF is the union of the LMFs of the two inputs, and whose
UMF is the union of the UMFs of the two inputs. Part (a) of Fig. 6.3 shows the
fired-rule output sets for two fired rules, and Part (b) shows the union of those two
IT2 FSs. Observe that the union tends to spread out the domain over which nonzero
values of the output occur, and that FOU(~B) does not have the appearance of either
FOU(~B1) or FOU(~B2).

6.2.4 Type Reduction and Defuzzification

Referring to Fig. 6.1, the aggregated FOU in Fig. 6.3 is then type reduced, that is,
the centroid (see Section 2.6) of the IT2 FS ~B is computed. The result is an interval-
valued set, which is defuzzified by taking the average of the interval’s two end-
points.
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4A mathematical derivation of the fired rule output FOU that uses T1 FS mathematics is also found in
Mendel et al. (2006).
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Figure 6.1. An IT2 FLS (Mendel, 2001; © 2001, Prentice-Hall).
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6.2.5 Observations

Two points about this chain of computations are worth emphasizing:

1. Each fired-rule output FOU does not resemble the FOU of a word in the Per-
C codebook (Chapter 3). This is, as we have already seen, because the meet
operation between the firing interval and its consequent FOU results in an
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Figure 6.2. IT2 FLS inference: from firing interval to fired-rule output FOU (Mendel, 2007;
© 2007, IEEE).
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FOU whose lower and upper MFs are clipped versions of the respective low-
er and upper MFs of a consequent FOU.

2. The aggregated fired-rule output FOU also does not resemble the FOU of a
word in the Per-C codebook. This is, as we also have already seen, because
when the union operator is applied to all of the fired rule output FOUs it fur-
ther distorts those already-distorted FOUs.

The reason these two points are being restated here is that for CWW we believe that
the result of combining fired rules should lead to an FOU that resembles the three
kinds of FOUs in a CWW codebook. This is in the spirit of the Chapter 3 require-
ment that words must mean similar things to different people.

Abiding strictly to the extended sup-star composition does not let us satisfy this
requirement; hence, we turn to an alternative that is widely used by practitioners of
FLSs, one that blends attributes about the fired rule consequent IT2 FSs with the fir-
ing quantities.

6.2.6 A Different Way to Aggregate Fired Rules by Blending
Attributes

Attributes of a fired rule consequent IT2 FS include its centroid and the point of
symmetry of its FOU (if the FOU is symmetrical). The blending is accomplished di-
rectly by the kind of type reduction that is chosen, for example, center-of-sets type
reduction makes use of the centroids of the consequents, whereas height type reduc-
tion makes use of the point of symmetry of each consequent FOU. Regardless of the
details of this kind of type reduction blending,5 the type-reduced result is an inter-
val-valued set after which that interval is defuzzified as before by taking the aver-
age of the interval’s two end points.

It is worth noting that by taking this alternative approach there is no associated FOU
for either each fired rule or all of the fired rules; hence, there is no FOU obtained from
this approach that can be compared with the FOUs in the codebook. Consequently, us-
ing this alternative to abiding strictly to the extended sup-star composition also does
not let us satisfy the requirement that the result of combining fired rules should lead to
an FOU that resembles the three kinds of FOUs in a CWW codebook.

By these lines of reasoning we have ruled out the two usual ways in which rules
are fired and combined for use by the Per-C.

6.3 PERCEPTUAL REASONING: COMPUTATIONS

A new fuzzy reasoning model is now proposed [Mendel and Wu (2007, 2008), Wu
and Mendel (2008, 2009)]—perceptual reasoning6 (PR)—that not only fits the con-
cept of rational description, but also satisfies the following:
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5More details about type reduction can be found in Mendel (2001).
6Perceptual Reasoning is a term coined in Mendel and Wu (2008) because it is used by the Per-C when
the CWW engine consists of if–then rules. In Mendel and Wu (2008) firing intervals are used to combine
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Requirement: The result of combining fired rules should lead to an FOU that
resembles the three kinds of FOUs in a CWW codebook.
This requirement cannot be assumed to be satisfied a priori but must be demon-

strated through analysis, something that is done in Section 6.4. “Resemblance” in
this requirement means that: (1) the output of the CWW engine should resemble the
nature of the FOUs in a CWW codebook, that is, the CWW engine should be able
to output left-shoulder, right-shoulder, and interior FOUs; and, (2) the output of the
CWW engine should resemble the shape of FOUs in the codebook, that is, it should
have high similarity with at least one FOU in the codebook.

Let ~X� denote an N × 1 vector of IT2 FSs that are the inputs to a collection of N
rules, as would be the case when such inputs are words. f i(~X�) denotes the firing
level for the ith rule, and it is computed only for the n � N number of fired rules,
that is, the rules whose firing levels do not equal zero. In PR, the fired rules are
combined using a linguistic weighted average (LWA). Denote the output IT2 FS of
PR as ~YPR. Then, ~YPR can be written in the following expressive7 way:

(6.3)

This LWA is a special case of the more general LWA (Section 5.5) in which both  ~Gi

and f i( ~X�) were IT2 FSs. 
Observe that PR consists of two steps:

1. A firing level is computed for each rule.

2. The IT2 FS consequents of the fired rules are combined using an LWA in
which the “weights” are the firing levels and the “subcriteria” are the IT2 FS
consequents.

6.3.1 Computing Firing Levels

Similarity is frequently used in approximate reasoning to compute the firing levels
[Bustince (2000), Raha et al. (2002),  Zeung and Tsang (1997)], and it can also be
used in PR to do this.

Let the p inputs that activate a collection of N rules be denoted ~X�. The result of the
input and antecedent operations for the ith fired rule is the firing level f i( ~X�), where

(6.4)

where smJ(
~Xj�, 

~Fj
i) is the Jaccard’s similarity measure for IT2 FSs [see equation

(4.6)], and ★ denotes a t-norm. The minimum t-norm is used in equation (6.4).

f i (X̃ ) = smJ (X̃ 1 , F̃ i
1 ) · · ·   smJ (X̃ p , F̃ i

p ) ≡ f i� ★ ★� �

ỸP R =
n
i =1 f i (X̃ �)G̃i

n
i =1 f i (X̃ �)

�
�
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the rules; however, firing levels are used in this book because, as shown in Wu and Mendel (2009), they
give an output FOU which more closely resembles the word FOUs in a codebook.
7As in Section 5.5.1, equation (6.3) is referred to as “expressive” because it is not computed using multi-
plications, additions and divisions, as expressed by it. Instead, YPR and Y�PR are computed separately us-
ing �-cuts, as explained in Section 6.3.2.
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Comment. To use PR, we need a codebook8 consisting of words and their associated
FOUs so that a user can choose inputs from it. Once this codebook is obtained, the
similarities between the input words and the antecedent words of the rules (i.e., smJ

(~Xj�, 
~Fj

i), j = 1, . . . , p, i = 1, . . . , N) can be precomputed and stored in a table (e.g.,
the similarity matrix shown in Table 4.1), so that smJ (~Xj�, 

~Fj
i) can be retrieved on-

line to save computational cost.

6.3.2 Computing 
~
YPR

~YPR in equation (6.3) is a special case of the more general LWA introduced in Chap-
ter 5. The formulas for this special case have been presented in Section 5.6, except
that different notations were used. Because PR is widely used in the rest of this
book, these formulas are repeated here using the notations in this chapter.

An interior FOU for rule consequent ~Gi is depicted in Fig. 6.4(a), in which the
height of Gi is denoted hGi, the �-cut on Gi is denoted [air(�), bil(�)], � � [0,hGi],
and the �-cut on G�i is denoted [ail(�), bir(�)], � � [0, 1]. For the left shoulder ~Gi

depicted in Fig. 6.4(b), hGi = 1 and ail(�) = air(�) = 0 for �� � [0, 1]. For the right-
shoulder ~Gi depicted in Fig. 6.4(c), hGi = 1 and bil(�) = bir(�) = M for �� � [0, 1].

Because the output of PR must resemble the three kinds of FOUs in a codebook,
~YPR can also be an interior, left-shoulder or right-shoulder FOU, as shown in Fig.
6.5 (this is actually proved in Section 6.4.2). The �-cut on Y�PR is [yLl(�), yRr(�)] and
the �-cut on YPR is [yLr(�),yRl(�)], where, as explained in Section 5.6, the end points
of these �-cuts are computed for equation (6.3) as:

(6.5)

(6.6)

(6.7)

(6.8)

where

(6.9)hY P R
= min

i
hG i

yRl (α) =
n
i =1 bil (α)f i

n
i =1 f i

, α ∈ [0, hY P R
]�

�

yLr (α) =
n
i =1 air (α)f i

n
i =1 f i

, α ∈ [0, hY P R
]�

�

yRr (α) =
n
i =1 bir (α)f i

n
i =1 f i

, α ∈ [0, 1]
�

�

yLl (α) =
n
i =1 ail (α)f i

n
i =1 f i

, α ∈ [0, 1]�
�
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8The words used in the antecedents of the rules, as will the words that excite the rules, are always includ-
ed in this codebook.
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Figure 6.4. Typical word FOUs and an �-cut. (a) Interior, (b) left-shoulder, and (c) right-
shoulder FOUs (Mendel and Wu, 2008; © 2008, IEEE).
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Note that equations (6.5)–(6.8) are arithmetic weighted averages, so they are com-
puted directly without using KM or EKM algorithms.

Observe from equations (6.5) and (6.6) that Y�PR, characterized by [yLl(�),
yRr(�)], is completely determined by G�i, because it depends only on ail(�) and
bir(�), and from equations (6.7) and (6.8) that YPR, characterized by [yLr(�),yRl(�)],
is completely determined by Gi, because it depends only on air(�) and bil(�). Ob-
serve also, from equations (6.5) and (6.6), that ~YPR is always normal, that is, its � =
1 �-cut can always be computed. This is different from many other approximate
reasoning methods, whose aggregated fired-rule output sets are not normal, for ex-
ample, the Mamdani-inference-based method. For the latter, even if only one rule is
fired (see Fig. 6.2), unless the firing level is one, the output is a clipped or scaled
version9 of the consequent IT2 FS instead of a normal IT2 FS. This may cause
problems when the output is mapped to a word in the codebook.

In summary, knowing the firing levels f i, i = 1, . . . , n, Y�PR is computed, accord-
ing to Section 5.5.3, in the following way:

1. Select m appropriate �-cuts for Y�PR (e.g., divide [0, 1] into m – 1 intervals and
set �j = (j – 1)/(m – 1), j = 1, 2, . . . , m).

2. Find the �j �-cut on G�i (i = 1, . . . , n); denote the end points of its interval as
[ail(�j), bir(�j)], respectively.

3. Compute yLl(�j) in equation (6.5) and yRr(�j) in equation (6.6).

4. Repeat steps (2) and (3) for every �j (j = 1, . . . , m).

5. Connect all left coordinates (yLl(�j), �j) and all right coordinates (yRr(�j), �j)
to form the UMF Y�PR.

Similarly, to compute YPR:

1. Determine hGi, i = 1, . . . , n, and hYPR in equation (6.9).

2. Select appropriate p �-cuts for YPR (e.g., divide [0, hYPR] into p – 1 intervals
and set �j = hYPR (j – 1)/(p – 1), j = 1, 2, . . . , p).

3. Find the �j �-cut on Gi (i = 1, . . . , n).

4. Compute yLr(�j) in equation (6.7) and yRl(�j) in equation (6.8).

5. Repeat steps (3) and (4) for every �j (j = 1, . . . , p).

6. Connect all left coordinates (yLr(�j), �j) and all right coordinates (yRl(�j), �j)
to form the LMF YPR.

6.4 PERCEPTUAL REASONING: PROPERTIES

Properties of PR are presented in this section. All of them help demonstrate the re-
quirement for PR, namely, the result of combining fired rules using PR leads to an
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9A scaled version of the consequent IT2 FS occurs when the product t-norm is used to combine the firing
level and the consequent IT2 FS. 
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IT2 FS that resembles the three kinds of FOUs in a CWW codebook. Readers who
are not interested in theorems about this requirement can skip to Section 6.5. The
proofs for all theorems in this section are given in the Appendix.

6.4.1 General Properties About the Shape of 
~
YPR

In this section, some general properties are provided that are about the shape of ~YPR.

Theorem 6.1. When all fired rules have the same consequent ~G, ~YPR, defined in
equation (6.3), is the same as ~G.

Although Theorem 6.1 is true regardless of how many rules are fired, its most in-
teresting application occurs when only one rule is fired, in which case the output
from PR is the consequent FS, ~G, and ~G resides in the codebook. On the other hand,
when one rule fires, the output from Mamdani inferencing is a clipped version of 
~G, ~B, as depicted in Fig. 6.2, and ~B does not reside in the codebook. 

Theorem 6.2. ~YPR is constrained by the consequents of the fired rules:

(6.10)

(6.11)

(6.12)

(6.13)

where ail(�), air(�), bil(�), and bir(�) are defined for three kinds of consequent
FOUs in Fig. 6.4.

The equalities in equations (6.10)–(6.13) hold simultaneously if and only if all n
fired rules have the same consequent. A graphical illustration of Theorem 6.2 is
shown in Fig. 6.6. Assume only two rules are fired and ~G1 lies to the left of ~G2;
then, ~YPR lies between ~G1 and ~G2.

min
i

bir (α) ≤ yRr (α) ≤ max
i

bir (α)

min
i

bil (α) ≤ yRl (α) ≤ max
i

bil (α)

min
i

air (α) ≤ yLr (α) ≤ max
i

air (α)

min
i

ail (α) ≤ yLl (α) ≤ max
i

ail (α)
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Figure 6.6. A graphical illustration of Theorems 6.2 and 6.4, when only two rules fire.
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Theorem 6.2 is about the location of ~YPR. Theorem 6.3 below is about the span of
~YPR; but first, the span of an IT2 FS is defined.

Definition 6.1. The span of the IT2 FS ~Gi is bir(0) – ail(0), where ail(0) and bir(0)
are the left and right end points of the � = 0 �-cut on G�i, respectively.

It is well known from interval arithmetic that operations (e.g., +, –, and ×) on in-
tervals usually spread out the resulting interval; however, this is not true for PR, as
indicated by the following:

Theorem 6.3. The span of ~YPR, yRr(0) – yLl(0), is constrained by the spans of the
consequents of the fired rules:

(6.14)

Both equalities in equation (6.14) hold simultaneously if and only if all n fired
rules have the same span.

The following two definitions are about the shape of a T1 FS, and they are used
in proving properties about the shape of ~YPR.

Definition 6.2. Let A be a T1 FS and hA be its height. Then, A is trapezoidal-looking
if its � = hA �-cut is an interval instead of a single point.

Y�PR in Fig. 6.5(a) is trapezoidal-looking.

Definition 6.3. Let A be a T1 FS and hA be its height. Then, A is triangular-looking
if its � = hA �-cut consists of a single point.

YPR in Fig. 6.5(a) is triangular-looking.

Theorem 6.4. Generally, YPR is trapezoidal-looking; however, YPR is triangular-
looking if and only if all Gi are triangles with the same height.

An illustration of Theorem 6.4 is shown in Fig. 6.6.

Theorem 6.5. Generally, Y�PR is trapezoidal-looking; however, Y�PR is triangular-
looking when all G�i are normal triangles.

6.4.2 Properties of 
~
YPR FOUs

In this subsection, it is shown that ~YPR computed from equation (6.3), which uses
firing levels, resembles the three kinds of FOUs in a CWW codebook. But first,
three definitions about the nature of ~YPR FOUs are introduced.

Definition 6.4. An IT2 FS ~YPR is a left-shoulder FOU [see Fig. 6.5(b)] if and only if
hYPR = 1, and yLl(�) = 0 and yLr(�) = 0 for �� � [0, 1].

min
i

(bir (0) − ail (0)) ≤ yRr (0) − yLl (0) ≤ max
i

(bir (0) − ail (0))
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Definition 6.5. An IT2 FS ~YPR is a right-shoulder FOU [see Fig. 6.5(c)] if and only
if hYPR = 1, and yRl(�) = M and yRr(�) = M for �� � [0, 1].

Definition 6.6. An IT2 FS ~YPR is an interior FOU [see Fig. 6.5(a)] if and only if it is
neither a left-shoulder FOU nor a right-shoulder FOU.

Theorem 6.6. Let ~YPR be expressed as in equation (6.3). Then, ~YPR is a left-shoul-
der FOU if and only if all ~Gi are left-shoulder FOUs.

Theorem 6.7. Let ~YPR be expressed as in equation (6.3). Then, ~YPR is a right-shoul-
der FOU if and only if all ~Gi are right-shoulder FOUs.

Theorem 6.8. Let ~YPR be expressed as in equation (6.3). Then, ~YPR is an interior
FOU if and only if one of the following conditions is satisfied:

1. {~Gi|i = 1, 2, . . . , n} is a mixture of both left and right shoulders.

2. At least one ~Gi is an interior FOU.

Theorems 6.6–6.8 are important because they show that the output of PR is a
normal IT2 FS and is similar to the word FOUs in a codebook10 (see Fig. 3.17). So,
a similarity measure (Chapter 4) can be used to map ~YPR to a word in the codebook.
On the other hand, it is less intuitive to map a clipped FOU (see ~B in Fig. 6.2), as
obtained from a Mamdani inference mechanism, to a normal IT2 FS word FOU in
the codebook.

6.5 EXAMPLES

Two examples are given in this section to illustrate PR. Each of them uses a subset
of the 25 rules from Social Judgment Advisor 3 in Chapter 8. FOUs for the nine-
word vocabulary used by both examples are shown in Fig. 6.7.

Example 6.1. This example focuses only on the following four rules:

R1: If touching is NVL and eye contact is NVL, then flirtation is ~Y1.

R2: If touching is NVL and eye contact is S, then flirtation is ~Y2.

R3: If touching is S and eye contact is NVL, then flirtation is ~Y3.

R4: If touching is S and eye contact is S, then flirtation is ~Y4.

The FOUs for ~Yi that were computed from survey histograms, as explained in
Chapter 8, are depicted in Fig. 6.8. Observe from the rules, that as either touching or

6.5 EXAMPLES 187

10A small difference is that the LMFs of interior codebook word FOUs are always triangular, whereas
the LMFs of interior ~YPR are usually trapezoidal.
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eye contact increases, the flirtation consequent also increases, that is, the rules im-
plement a monotonic mapping, as one would expect for the social judgment of flir-
tation.

The input words used to activate the four rules in this example are A Bit (AB)
and Somewhat Small (SS). Their FOUs are also depicted in Fig. 6.7. Four combina-
tions of these input words are considered for the two indicators of flirtation and the
resulting flirtation levels are shown in Fig. 6.9. For example, when touching is AB
and eye contact is AB, ~YPR is shown in Fig. 6.9(a) as the dashed FOU. This FOU is
mapped into the word AB in the nine-word vocabulary, whose FOU is also shown in
Fig. 6.9(a) as the solid curve. Recall that to map ~YPR into a word in the vocabulary,
the similarities between ~YPR and the nine words in Fig. 6.7 are computed and then
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1. None to Very Little (NVL) 2. A Bit (AB) 3. Somewhat Small (SS)

4. Some (S) 5. Moderate Amount (MOA) 6. Good Amount (GA)

7. Considerable Amount (CA) 8. Large (LA) 9. Maximum Amount (MAA)

Figure 6.7. The nine-word vocabulary used by Examples 6.1 and 6.2.

Y
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Figure 6.8. Consequent FOUs for the four rules.
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the word with the maximum similarity is chosen. Because a linguistic level of flirta-
tion must be provided using just the nine-word vocabulary in Fig. 6.7, one of those
words must be chosen; so, even though ~YPR and FOU(AB) do not look so similar,
“A bit (of flirtation)” is that word.

Observe from Fig. 6.9 that as either input increases, ~YPR also increases, which is
reasonable; however, the linguistic description of flirtation is the same in the first
three cases.

Example 6.2. This example focuses only on the following four rules:

R1: If touching is MOA and eye contact is MOA, then flirtation is ~Y1.

R2: If touching is MOA and eye contact is LA, then flirtation is ~Y2.

R3: If touching is LA and eye contact is MOA, then flirtation is ~Y3.

R4: If touching is LA and eye contact is LA, then flirtation is ~Y4.

The FOUs for ~Yi, which were computed from survey histograms, are depicted in
Fig. 6.10. Observe again that the rules implement a monotonic mapping, as one
would expect for the social judgment of flirtation.

The input words used to activate the four rules in this example are Good amount
(GA) and Considerable amount (CA). Their FOUs are also depicted in Fig. 6.7.
Four combinations of these input words are considered for the two indicators of flir-
tation and the resulting flirtation levels are shown in Fig. 6.11. For example, when
touching is GA and eye contact is GA, ~YPR is shown in Fig. 6.11(a) as the dashed
FOU. This FOU is mapped into the word CA in the nine-word vocabulary, whose
FOU is also shown in Fig. 6.11(a) as the solid curve. 
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A Bit (AB) A Bit (AB)

A Bit (AB) Somewhat Small (SS)

0 2 4 6 8 10
0

1

0 2 4 6 8 10
0

1

0 2 4 6

(a) (b)

(c) (d)

8 10
0

1

0 2 4 6 8 10
0

1

Figure 6.9. ~YPR (dashed curve) and its mapped word in the nine-word vocabulary (solid
curve). (a) Touching is AB and eye contact is AB; (b) touching is AB and eye contact is SS;
(c) touching is SS and eye contact is AB; and, (d) touching is SS and eye contact is SS.

c06.qxd  3/3/2010  11:44 AM  Page 189

www.it-ebooks.info

http://www.it-ebooks.info/


Again, observe from Fig. 6.11 that as either input increases, ~YPR also increases,
which is reasonable; however, because the increase is small and a limited number of
words are used in the codebook, all four ~YPR are mapped into the same word CA in
the codebook. Observe, also, that the higher levels of touching and eye contact in
this example (as compared with the levels of these indicators in Example 6.1) lead
to higher levels of flirtation.
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0 2 4 6 8 10
0

1

0 2 4 6 8 10
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1 Y
~4Y
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Figure 6.10. Consequent FOUs for the four rules. 

0 2 4 6 8 10
0

1
 Considerable Amount (CA)

0 2 4 6 8 10
0

1
 Considerable Amount (CA)

Figure 6.11. ~YPR (dashed curve) and its mapped word in the nine-word vocabulary (solid
curve). (a) Touching is GA and eye contact is GA; (b) touching is GA and eye contact is
CA; (c) touching is CA and eye contact is GA; and, (d) touching is CA and eye contact is
CA.
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APPENDIX 6A

6A.1 Proof of Theorem 6.1

When all fired rules have the same consequent ~G, equation (6.3) simplifies to

(6A.1)

That is, when all fired rules have the same consequent ~G, ~YPR defined in equation
(6.3) is the same as ~G.

6A.2 Proof of Theorem 6.2

Theorem 6.2 is obvious because each of yLl(�), yLr(�), yRl(�), and yRr(�) is an arith-
metic weighted average of the corresponding quantities on ~Gi. So, for example,
from equation (6.5), observe that

(6A.2)

(6A.3)

6A.3 Proof of Theorem 6.3

It follows from equations (6.5) and (6.6) that

(6A.4)

(6A.5)

≤
max

i
(bir (0) − ail (0)) · n

i =1 f i

n
i =1 f i

= max
i

(bir (0) − ail (0))

�

�

yRr (0) − yLl (0) =
n
i =1 (bir (0) − ail (0)) f i

n
i =1 f i�

�

yRr (0) − yLl (0) =
n
i =1 (bir (0) − ail (0)) f i

n
i =1 f i

≥
min

i
(bir (0) − ail (0)) · n

i =1 f i

n
i =1 f i

= min
i

(bir (0) − ail (0))

�
�

�
�

yLl (α) =
�n

i =1 ail (α)f i

n
i =1 f i

≤
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i
ail (α) · n

i =1 f i

n
i =1 f i

= max
i

ail (α)
� �

�

yLl (α) =
n
i =1 ail (α)f i

n
i =1 f i

≥
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i
ail (α) · n

i =1 f i

n
i =1 f i

= min
i

ail (α)
��

� �

ỸP R =
n
i =1 f i G̃

n
i =1 f i
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n
i =1 f i

n
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�

�
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6A.4 Proof of Theorem 6.4

Because air(�) � bil(�) [see Fig. 6.4(a)], it follows from equations (6.7) and (6.8)
that, for �� � [0, hYPR],

(6A.6)

that is, yLr(hYPR) � yRl(hYPR). The equality holds if and only if air(hYPR) = bil(hYPR)
for �i = 1, . . . , n, that is, when all Gi are triangles with the same height hYPR = mini

hGi. In this case, according to Definition 6.3, YPR is triangle-looking. Otherwise,
yLr(hYPR) < yRl(hYPR), and according to Definition 6.2, YPR is trapezoidal-looking.

6A.5 Proof of Theorem 6.5

Because ail(�) � bir(�) [see Fig. 6.4(a)], it follows from equations (6.5) and (6.6)
that, for �� � [0, 1],

(6A.7) 

that is, yLl(1) � yRr(1). The equality holds if and only if ail(1) = bir(1) for �i = 1,
. . . , n, i.e., when all G�i are normal triangles. In this case, Y�PR is triangular-looking
according to Definition 6.3. Otherwise, yLl(1) < yRr(1) and, hence, Y�PR is trape-
zoidal-looking according to Definition 6.2.

6A.6 Proof of Theorem 6.6

A Lemma is introduced before Theorem 6.6 is proved.

Lemma 6A.1. An IT2 FS ~YPR is a left-shoulder FOU if and only if hYPR = 1 and
yLr(1) = 0.

Proof. According to Definition 6.4, one only needs to show that “yLr(1) = 0” and
“yLl(�) = 0 and yLr(�) = 0 for �� � [0, 1]” are equivalent. When hYPR = 1, yLl(�) �
yLr(�) holds for �� � [0, 1] for an arbitrary FOU [e.g., see Fig. 6.12]; hence, one
only needs to show that “yLr(1) = 0” and “yLr(�) = 0 for �� � [0, 1]” are equivalent.
Because only convex IT2 FSs are used in PR, yLr(�) � yLr(1) for �� � [0, 1] [e.g.,
see again Fig. 6.12]; hence, yLr(1) = 0 is equivalent to yLr(�) = 0 for �� � [0, 1].

Next we prove Theorem 6.6.
From Lemma 6A.1, ~YPR is a left-shoulder FOU if and only if hYPR = 1 and yLr(1)

= 0, and, similarly, all ~Gi are left-shoulder FOUs if and only if hGi = 1 and air(1) = 0
for �i. To prove Theorem 6.6, one needs to show (1) “hYPR = 1” and “hGi = 1 for �i”
are equivalent, and (2) “yLr(1) = 0” and “air(1) = 0 for �i” are equivalent.

yLl (1) =
n
i =1 ail (1) f i

n
i =1 f i

≤
n
i =1 bir (1) f i

n
i =1 f i

= yRr (1)� �
��

yLr (hY P R
) =

n
i =1 air (hY P R

)f i

n
i =1 f i

≤
n
i =1 bil (hY P R

)f i

n
i =1 f i

= yRl (hY P R
)

�
��

�
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The first requirement is obvious from equation (6.9). For the second requirement, it
follows from equation (6.7) that

(6A.8)

Because all f i > 0, yLr(1) = 0 if and only if all air(1) = 0.

6A.7 Proof of Theorem 6.7

A Lemma is introduced before Theorem 6.7 is proved.

Lemma 6A.2. An IT2 FS ~YPR is a right-shoulder FOU if and only if hYPR = 1 and
yRl(1) = M.

Proof. According to Definition 6.5, one only needs to show that “yRl(1) = M” and
“yRl(�) = M and yRr(�) = M for �� � [0, 1]” are equivalent. When hYPR = 1, yRr(�)
� yRl(�) holds for �� � [0, 1] [e.g., see Fig. 6.12]; hence, one only needs to show
that “yRl(1) = M” and “yRl(�) = M for �� � [0, 1]” are equivalent. Because only
convex IT2 FSs are used in PR, yRl(�) � yRl(1) for �� � [0, 1] [e.g., see again Fig.
6.12]; hence, yRl(1) = M is equivalent to yRl(�) = M for �� � [0, 1].

Next we prove Theorem 6.7.
From Lemma 6A.2, ~YPR is a right-shoulder FOU if and only if hYPR = 1 and yRl(1)

= M, and similarly all ~Gi are right-shoulder FOUs, if and only if hGi = 1 and bil(1) =
M for �i. To prove Theorem 6.7, one only needs to show that (1) “hYPR = 1” and
“hGi = 1 for �i” are equivalent, and, (2) “yRl(1) = M” and “bil(1) = M for �i” are
equivalent.

The first requirement is obvious from equation (6.9). For the second require-
ment, it follows from equation (6.8) that

(6A.9)

Because all f i > 0, yRl(1) = M if and only if all bil(1) = M.

yRl (1) =
n
i =1 bil (1) f i

n
i =1 f i�

�

yLr (1) =
n
i =1 air (1) f i

n
i =1 f i�

�
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Figure 6.12. An IT2 FS with hYPR = 1.
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6A.8 Proof of Theorem 6.8

A Lemma is introduced before Theorem 6.8 is proved.

Lemma 6A.3. An IT2 FS ~YPR is an interior FOU if and only if:

(1) hYPR < 1, or (2) hYPR = 1, yLr(1) > 0, and yRl(1) < M.

Proof. (1) Because both left-shoulder and right-shoulder FOUs require hYPR = 1 (see
Lemmas 6A.1 and 6A.2), ~YPR must be an interior FOU when hYPR < 1.

(2) When hYPR = 1 and yLr(1) > 0, ~YPR is not a left-shoulder FOU by Lemma
6A.1. When hYPR = 1 and yRl(1) < M, ~YPR is not a right-shoulder FOU by Lemma
6A.2. Consequently, ~YPR must be an interior FOU.

Next we prove Theorem 6.8.
The sufficiency is proved first. Consider first condition (1). Since all shoulders

have height 1, it follows from equation (6.9) that hYPR = 1. Without loss of generali-
ty, assume {~Gi|i = 1, . . . , n1} are left-shoulder FOUs and {~Gi|i = n1 + 1, . . . , n} are
right-shoulder FOUs, where 1 � n1 � n – 1. For each left-shoulder FOU ~Gi, it is
true that [see Fig. 6.4(b)] air(1) = 0 and11 bil(1) < M. For each right-shoulder ~Gi, it is
true that12 [see Fig. 6.4(c)] air(1) > 0 and bil(1) = M. In summary,

(6A.10)

(6A.11)

It follows that

(6A.12)

(6A.13)

hence, ~YPR is an interior FOU according to Part (2) of Lemma 6A.3.
Next consider condition (2). Without loss of generality, assume only ~G1 is an in-

terior FOU, {~Gi|i = 2, . . . , n2} are left-shoulder FOUs, and {~Gi|i = n2 + 1, . . . , n} are
right-shoulder FOUs, where 2 � n2 � n – 1. Two subcases are considered:

yRl (1) =
n
i =1 bil (1) f i

n
i =1 f i

<
n
i =1 Mf i

n
i =1 f i

= M
�

�
�

�

yLr (1) =
n
i =1 air (1) f i

n
i =1 f i

=
n
i = n 1

air (1) f i

n
i =1 f i

> 0�
�

�
�

bil (1)
< M, i = 1 , . . . , n1

= M, i = n1 + 1 , . . . , n{

air (1)
= 0 , i = 1 , . . . , n1

> 0, i = n1 + 1 , . . . , n{

194 IF–THEN RULES AS A CWW ENGINE—PERCEPTUAL REASONING

11bil(1) for a left shoulder cannot be M, because otherwise according to Lemma 6A.2, ~Gi would be a
right-shoulder FOU.
12air(1) for a right-shoulder FOU cannot be 0, because otherwise according to Lemma 6A.1, ~Gi would be
a left-shoulder FOU.
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1. When hG1 < 1, according to equation (6.9), hYPR = hG1 < 1 and, hence, ~YPR is
an interior FOU according to Part (1) of Lemma 6A.3.

2. When hG1 = 1, it follows from equation (6.9) that hYPR = 1 and, from condi-
tion 2 of Lemma 6A.3 applied to ~G1, that air(1) > 0 and bil(1) < M:

(6A.14)

(6A.15)

Consequently,

(6A.16)

(6A.17)

Again, ~YPR is an interior FOU according to Part (2) of Lemma 6A.3.

Next consider the necessity. {~Gi|i = 1, 2, . . . , n} can only take the following four
forms:

1. All ~Gi are left-shoulder FOUs.

2. All ~Gi are right-shoulder FOUs.

3. {~Gi|i = 1, 2, . . . , n} is a mixture of both left- and right-shoulder FOUs.

4. At least one ~Gi is an interior FOU.

Assume ~YPR is an interior FOU, whereas {~Gi|i = 1, 2, . . . , n} is not in forms (3) and
(4). Then, {~Gi|i = 1, 2, . . . , n} must be in form (1) or (2). When {~Gi|i = 1, 2, . . . , n}
is in form (1) (i.e., all ~Gi are left-shoulder FOUs), according to Theorem 6.6, ~YPR

must also be a left-shoulder FOU, which violates the assumption that ~YPR is an inte-
rior FOU. Similarly, when {~Gi|i = 1, 2, . . . , n} is in form (2) (i.e., all ~Gi are right-
shoulder FOUs), according to Theorem 6.7, ~YPR must be a right-shoulder FOU,
which also violates the assumption. Hence, when ~YPR is an interior FOU, {~Gi|i = 1,
2, . . . , n} must be a mixture of both left- and right-shoulder FOUs, or at least one 
~Gi is an interior FOU.
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CHAPTER 7

Assisting in Making Investment
Choices—Investment Judgment
Advisor (IJA)1

7.1 INTRODUCTION

Recall, from Chapter 1, Tong and Bonissone’s (1980) investment decision example: 

A private citizen has a moderately large amount of capital that he wishes to invest to
his best advantage. He has selected five possible investment areas {a1, a2, a3, a4, a5}
and has four investment criteria {c1, c2, c3, c4} by which to judge them. These are: 
� a1, the commodity market; a2, the stock market; a3, gold2; a4, real estate3; and a5,

long-term bonds
� c1, the risk of losing the capital sum; c2, the vulnerability of the capital sum to mod-

ification by inflation; c3, the amount of interest4 (profit) received; and c4, the cash
realizeability of the capital sum [liquidity]

The investor’s goal is to decide which investments he should partake in. In order
to arrive at his decisions,5 the individual must first rate each of the five alternative
investment areas for each of the four criteria. To do this requires that he either
knows about the investments or becomes knowledgeable about them. His ratings
use words and, therefore, are linguistic ratings. In order to illustrate what the lin-
guistic ratings might look like, the ones used by Tong and Bonissone are provided
in the investment alternatives/investment criteria array in Table 7.1. For example,

1This chapter was written with the assistance of Ms. Jhiin Joo, a Ph. D. student working under the super-
vision of the authors.
2Tong and Bonissone called this “gold and/or diamonds.” In this chapter, this is simplified to “gold.” 
3The term real estate is somewhat ambiguous because it could mean individual properties, ranging from
residential to commercial, or investment vehicles that focus exclusively on real estate, such as a real es-
tate investment trust (REIT) or a real estate mutual fund. In this chapter, real estate is interpreted to mean
the latter two. 
4By interest is meant the profit percent from the capital invested; so, in this chapter the term profit is
used.
5In order to make this chapter self-contained, some of the material in the rest of this section is repeated
from Section 1.2.1.
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the individual’s linguistic ratings about commodities are that there is a high risk of
losing his capital sum from investing in commodities, commodities have a more or
less high vulnerability to inflation, the amount of profit received from commodities
is very high, and commodities are fairly liquid. 

What makes the individual’s investment choices challenging is that his knowl-
edge about the investments is uncertain; hence, his linguistic ratings are uncertain.
Additionally, each individual does not necessarily consider each criterion to be
equally important. So, he must also assign a linguistic weight to each of them. The
weights chosen by Tong and Bonissone are given in Table 7.2. This individual
views the risk of losing his capital as moderately important, the vulnerability to in-
flation as more or less important, the amount of profit received as very important,
and liquidity as more or less unimportant. Although common weights are used for
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Table 7.1. Investment alternatives/investment criteria array. Example of the linguistic
ratings of investment alternatives for investment criteria, provided by an individuala

Investment Criteria

c1 c2 c3

Investment (Risk of (Vulnerability (Amount of c4

alternatives losing capital) to inflation) profit received) (Liquidity)

a1 (commodities) High More or less high Very high Fair

a2 (stocks) Fair Fair Fair More or less 
good

a3 (gold) Low From fair to more Fair Good
or less low

a4 (real estate) Low Very low More or less high Bad

a5 (long-term bonds) Very low High More or less low Very good

aAn individual fills in this table by completing the following statements: To me, the risk of losing my
capital in investment alternative aj seems to be __________? To me, the vulnerability of investment al-
ternative aj to inflation seems to be__________? To me, the amount of profit that I would receive from
investment alternative aj seems to be __________? To me, the liquidity of investment alternative aj

seems to be___________?

Table 7.2. Example of the linguistic weights for the investment criteria, provided by an
individuala

c1 c2 c3

(Risk of losing (Vulnerability (Amount of c4

capital) to inflation) profit received) (Liquidity)

Moderately More or less Very important More or less 
important important unimportant

aAn individual fills in this table by completing the following statement: The importance that I attach to
the investment criterion ci is _________?
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all five investment alternatives, they could be chosen separately for each of the al-
ternatives.

The problem facing the individual investor is how to aggregate the linguistic in-
formation in Tables 7.1 and 7.2 so as to arrive at his preferential ranking of the five
investments (Fig. 7.1). Clearly, the results will be very subjective because these ta-
bles are filled with words and not numbers. The investor may also want to play
“what–if” games, meaning that he may want to see what the effects are of changing
the words in one or both of the tables on the preferential rankings.

The preferential ranking of the five investment alternatives can be used to estab-
lish the components of an investor’s portfolio; for example, if the investor only
wants three of the five alternatives in his portfolio, then the preferential ranking of
the five alternatives will lead to those three alternatives. How much money should
then be allocated to those alternatives is another study that is beyond the scope of
this chapter.6

The Per-C that is associated with this application is called an investment judg-
ment advisor (IJA), and its design is studied in detail in this chapter. One of the in-
teresting features of this application is that any person, such as the reader of this
book, can fill in Tables 7.1 and 7.2, and immediately find out his/her preferential
rankings of the five investments.

The following are some additional important points made by Tong and Bonis-
sone (1980), as well as our comments about them:

� The main feature, and advantage, of our approach is that it generates a lin-
guistic assessment of the decision, thus making explicit the subjective nature
of any choice that is made using fuzzy information.

We believe that an investor not only needs a linguistic assessment of the decision
but also some data (Chapter 1, Section 1.1); hence, our IJA will have both linguistic
and numerical outputs.

� In any decision problem in which there is uncertainty in the data, there must
be uncertainty in the decision itself. Obviously, one of the alternatives has to
be selected, but we should be aware of the consequences of fuzzifying the
problem.

We handle uncertainty in the data by using interval type-2 fuzzy set models for
all words, and uncertainty in the decision making by using the linguistic weighted
average (LWA) and the centroid that provides a measure of the uncertainty for the
LWA.

� What is required is some way of actually ranking the dominant alternatives. It
would be better to treat this final ranking as a separate problem.

7.1 INTRODUCTION 201

6The investor may want to allocate his resources among the portfolio alternatives so as to maximize
wealth or to minimize risk, or a mixture of both [Magoc, et al. (2008)].
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Not only will we perform ranking of the alternatives, but we will also provide
the similarities of the alternatives to each other; both will be done by our decoder,
and, as suggested by Tong and Bonissone, the decoder is indeed a separate block in
the Per-C IJA.

� To be of maximum value, our technique has to be implemented as an interac-
tive computer system.

An interactive software tool, developed by the authors and Ms. Jhiin Joo, is dis-
cussed in Section 7.7.

In the rest of this chapter, we describe the encoder, CWW engine, and decoder
used by the IJA. Additionally, examples are provided that illustrate the IJA.

7.2 ENCODER FOR THE IJA

As always, the encoder leads to a codebook for an application, and it requires two
steps: (1) establish a vocabulary for the application, and (2) establish word FOUs
using the IA (Chapter 3). In this section, details are provided for both of these steps.

7.2.1 Vocabulary

Table 7.1, which has been taken from Tong and Bonissone (1980), seems to use the
same set of words to rate risk of losing capital, vulnerability to inflation, and
amount of profit received, and (except for the word “fair”) another set of words to
rate liquidity. Consequently, the following 15 words were chosen to rate the invest-
ment criteria risk of losing capital, vulnerability to inflation, and amount of profit
received: none to very little, extremely low, very low, more or less low, somewhat
low, moderately low, low, from low to more or less fair, from fair to more or less
high, somewhat high, moderately high, more or less high, high, very high, and ex-
tremely high. Each of these words flows naturally when an investor states, “To me
the risk of losing capital, the vulnerability to inflation, or the amount of profit re-
ceived for this investment alternative is _________.”

The following 11 words were chosen to rate liquidity: very bad, more or less bad,
somewhat bad, bad, somewhat fair, fair, very fair, more or less good, somewhat

202 ASSISTING IN MAKING INVESTMENT CHOICES—INVESTMENT JUDGMENT ADVISOR (IJA)

Individual

Investor

Provide Linguistic Ratings
for

Investment Alternatives

Provide Linguistic Weights
for

Investment Criteria

Aggregation
for each

Investment
Alternative

Preferential Ranking 

for Each Investment

Figure 7.1. Investment judgment advisor.
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good, good, and very good. Each of these words flows naturally when an investor
states, “To me the liquidity of this investment alternative seems to be _________.”

Finally, the following six words were chosen for the weighting that an investor
assigns to each of the four investment criteria: unimportant, moderately unimpor-
tant, more or less unimportant, moderately important, more or less important, and
very important. Each of these words flows naturally when an investor states, “To
me this criterion is ______________.”

Although an investor could use any of these six words for the importance of risk
of losing capital, the vulnerability to inflation, and liquidity, he would only use the
following subset of three words for the importance of amount of profit received:
moderately important, more or less important, or very important. The reason for
omitting the other three words should be obvious to any investor, but if it is not,
then, as an example, if you as an investor chose, “To me the importance of amount
of profit received is moderately unimportant,” then why are you investing? People
invest to make a profit so as to increase their wealth.

7.2.2 Word FOUs and Codebooks

During the first four months of 2008, a word survey was conducted and data were
collected from 40 adult (male and female) subjects. The survey was in three parts:

1. The first part of the survey had the 15 words (listed above) and they were ran-
domized. The subjects were told:

Each of the 15 words describes an interval or a “range” that falls somewhere be-
tween 0 and 10. For each word, please tell us where this range would start and
where it would stop. (In other words, please tell us how much of the distance from
0 to 10 this range would cover.) For example, the range of “The risk/vulnerabili-
ty/profit to me is somewhat low” might start at 2.1 and end at 4.3. It is important to
note that not all the ranges are the same size, and overlapping the ranges is okay.

2. The second part of the survey had the 11 words (listed above), also random-
ized. The subjects were told:

Each of the 11 words describes an interval or a “range” that falls somewhere be-
tween 0 and 10. For each word, please tell us where this range would start and
where it would stop. (In other words, please tell us how much of the distance from
0 to 10 this range would cover.) Zero denotes your worst assessment of liquidity
whereas 10 denotes your best assessment of liquidity. For example, the range “liq-
uidity of this investment is fair” might start at 4 and end at 7.5. It is important to
note that not all the ranges are the same size, and overlapping the ranges is okay.

3. The third part of the survey had the six words (listed above), also random-
ized. The subjects were told:

Each of the six words describes an interval or a “range” that falls somewhere be-
tween 0 and 10. For each word, please tell us where this range would start and
where it would stop. (In other words, please tell us how much of the distance from
0 to 10 this range would cover.) For example, the range “for a given investment
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choice, this specified criterion to me is moderately important” might start at 5.3
and end at 7.6. It is important to note that not all the ranges are the same size, and
overlapping the ranges is okay.

The IA (Chapter 3) was applied separately to the data collected from the three
surveys. Tables 7.3–7.8 summarize the results for the three vocabularies and their
codebooks. Pictures of the FOUs for the three vocabularies are given in Figs.
7.2–7.4.

7.3 REDUCTION OF THE CODEBOOKS TO USER-FRIENDLY
CODEBOOKS

In our first design of the IJA, we observed that when an individual was given the
opportunity to choose a word from the full 15-word, 11-word and six-word code-
books, and then changed the words to the ones either to the left or to the right of
them, there was almost no change in the outputs of the IJA. The individuals who
tested the IJA did not like this because they were expecting to see changes when
they changed the words. This made the IJA not “user-friendly.” This “human fac-
tor” was surprising to us because we have always advocated providing the individ-
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Table 7.3. Remaining data intervals and their end-point statistics for m* data intervals and the 15-
word vocabularya

Preprocessing FS Left-end Right-end 
_____________________________

part statistic statistic
Stage 1 Stage 2 Stage 3 Stage 4 _____ ______________ ______________

Word n� m� m� m m* ml sl mr sr

None to very little 40 34 32 30 30 0 0 1.3233 0.5591
Extremely low 40 34 28 25 25 0.012 0.0596 1.344 0.4285
Very low 40 35 34 27 27 0.4593 0.4976 2.2519 0.5316
More or less low 40 32 29 25 25 2.232 0.6428 4.166 0.441
Somewhat low 40 35 32 15 15 2.4533 0.5142 4.0667 0.496
Moderately low 40 35 32 22 22 2.3591 0.5798 4.125 0.6423
Low 40 35 33 24 16 1.05 0.8368 3.3896 0.5236
From low to more 40 33 31 28 28 2.4571 0.6700 4.9732 0.8063

or less fair
From fair to more 40 35 33 26 26 4.8158 0.7259 7.5362 0.5271

or less high
Somewhat high 40 36 34 23 23 6.5196 0.5782 8.3522 0.5143
Moderately high 40 33 31 23 23 6.6022 0.4433 8.1674 0.4654
More or less high 40 37 36 27 26 6.5019 0.6425 8.3741 0.6273
High 40 35 33 27 27 7.2778 0.6326 9.7222 0.4312
Very high 40 35 32 27 27 8.2926 0.5880 9.8922 0.2086
Extremely high 40 33 33 31 31 8.8984 0.5430 10 0.0002

aThe words in this table are in the order of the list that is in Section 7.2.1.
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7.3 REDUCTION OF THE CODEBOOKS TO USER-FRIENDLY CODEBOOKS 205

Table 7.4. FOU data for the 15 words (based on m* data intervals)—the 15-word codebook.a

Each UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter for the
LMF is its height.

Mean of 
Word LMF UMF Centroid centroid

None to very little (0, 0, 0.02, 0.33, 1) (0, 0, 0.22, 3.16) [0.11, 1.53] 0.820
Extremely low (0, 0, 0.06, 0.92, 1) (0, 0, 0.46, 2.63) [0.30, 1.00] 0.650
Very low (0, 0, 0.14, 1.82, 1) (0, 0, 1.37, 3.95) [0.60, 1.54] 1.070
Low (1.90, 2.24, 2.24, 0.31, 2.51) (0.38, 1.63, 3.00, 4.62) [1.26, 3.55] 2.404
More or less low (2.99, 3.31, 3.31, 0.32, 3.81) (0.38, 2.25, 4.00, 5.92) [1.72, 4.67] 3.196
Somewhat low (2.79, 3.30, 3.30, 0.42, 3.71) (0.98, 2.75, 4.00, 5.46) [2.26, 4.27] 3.261
Moderately low (2.95, 3.18, 3.18, 0.15, 3.30) (0.38, 2.50, 4.50, 6.62) [1.24, 5.67] 3.457
From low to more (3.29, 3.75, 3.75, 0.31, 4.21) (0.17, 2.73, 4.80, 7.91) [1.79, 6.09] 3.936

or less fair
From fair to more (5.79, 6.31, 6.31, 0.43, 7.21) (2.33, 5.11, 7.00, 9.59) [4.47, 7.75] 6.113

or less high
More or less high (6.90, 7.21, 7.21, 0.29, 7.60) (4.38, 6.25, 8.00, 9.62) [5.61, 8.53] 7.072
Somewhat high (6.81, 7.27, 7.27, 0.35, 7.81) (4.48, 6.25, 8.15, 9.52) [5.87, 8.37] 7.115
Moderately high (6.79, 7.30, 7.30, 0.42, 7.71) (5.59, 6.75, 8.00, 9.56) [6.57, 8.32] 7.444
High (7.68, 9.82, 10, 10, 1) (4.73, 8.82, 10, 10) [8.04, 9.23] 8.636
Very high (8.71, 9.91, 10, 10, 1) (6.05, 9.36, 10, 10) [8.50, 9.57] 9.034
Extremely high (9.74, 9.98, 10, 10, 1) (7.10, 9.80, 10, 10) [8.55, 9.91] 9.232

aThe words in this table have been ordered according to the rank of the mean of the centroid of their FOUs,
except that None to very little and Extremely low have been interchanged.

Table 7.5. Remaining data intervals and their end-point statistics for m* data intervals—the 11-
word codebooka

Preprocessing FS Left-end Right-end 
_____________________________

part statistic statistic
Stage 1 Stage 2 Stage 3 Stage 4 _____ ______________ ______________

Word n� m� m� m m* ml sl mr sr

Very bad 40 36 34 26 26 0.0481 0.117 1.8846 0.6870
More or less bad 40 36 34 12 12 2.4583 0.6142 4.1917 0.5389
Somewhat bad 40 39 35 21 21 2.4048 0.4741 4.1548 0.3334
Bad 40 37 35 20 14 1.05 0.7973 3.425 0.5928
Somewhat fair 40 35 34 23 23 4.2283 0.5545 6.2739 0.6396
Fair 40 36 35 25 25 4.252 0.5304 6.244 0.5869
Very fair 40 36 35 25 25 4.614 0.6388 6.48 0.6367
More or less good 40 37 34 22 22 5.6977 0.4833 7.5614 0.5520
Somewhat good 40 39 36 18 18 5.7278 0.4747 7.5083 0.5486
Good 40 39 36 20 17 6.365 0.5926 8.4225 0.767
Very good 40 39 36 25 25 7.606 0.5293 9.444 0.5915

aThe words in this table are in the order of the list that is in Section 7.2.1.
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ual who will interact with the Per-C a large vocabulary in order to make this inter-
action “user-friendly.” In this application, it is important to provide an individual
with vocabularies in each of the three codebooks that contain sufficiently dissimilar
words so that when a change is made from one word to another there is a noticeable
change in the output of the IJA.

G. A. Miller (1965) conjectured that there is an upper limit on one’s capacity to
process information on simultaneously interacting elements (e.g., words in a vocab-

206 ASSISTING IN MAKING INVESTMENT CHOICES—INVESTMENT JUDGMENT ADVISOR (IJA)

Table 7.6. FOU data for the 11 words (based on m* data intervals)—the 11-word codebook.a

Each UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter for the
LMF is its height.

Mean of 
Word LMF UMF Centroid centroid

Very bad (0, 0, 0.09, 1.32,1) (0, 0, 0.59, 3.95) [0.44, 1.49] 0.965
Bad (1.79, 2.37, 2.37, 0.48, 2.71) (0.28, 2.00, 3.00, 5.22) [1.49, 3.64] 2.568
More or less bad (2.79, 3.22, 3.22, 0.35, 3.67) (0.98, 2.40, 4.00, 5.41) [2.12. 4.29] 3.207
Somewhat bad (2.79, 3.30, 3.30, 0.42, 3.71) (0.98, 2.75, 4.00, 5.41) [2.26, 4.24] 3.251
Fair (4.79, 5.12, 5.12, 0.27, 5.35) (2.38, 4.50, 6.00, 8.18) [3.52, 6.96] 5.240
Somewhat fair (4.79, 5.33, 5.33, 0.31, 5.71) (2.38, 4.50, 6.50, 8.62) [3.78, 7.12] 5.450
Very fair (5.19, 5.63, 5.63, 0.34, 6.21) (2.38, 4.50, 6.50, 8.62) [3.94, 7.15] 5.542
Somewhat good (5.89, 6.34, 6.34, 0.40, 6.81) (4.02, 5.65, 7.00, 8.41) [5.27, 7.28] 6.276
More or less good (6.23, 6.73, 6.73, 0.39, 7.21) (4.38, 6.00, 7.50, 9.62) [5.64, 8.12] 6.880
Good (6.79, 7.25, 7.25, 0.47, 7.91) (4.38, 6.50, 7.75, 9.62) [6.02, 8.23] 7.122
Very good (7.66, 9.82,10, 10, 1) (5.21, 8.27, 10, 10) [8.14, 9.22] 8.679

aThe words in this table have been ordered according to the rank of the mean of the centroid of their FOUs.

Table 7.7. Remaining data intervals and their end-point statistics for m* data intervals—the six-
word codebooka

Preprocessing FS Left-end Right-end 
_____________________________

part statistic statistic
Stage 1 Stage 2 Stage 3 Stage 4 _____ ______________ ______________

Word n� m� m� m m* ml sl mr sr

Unimportant 40 35 30 23 23 0.0217 0.1001 1.717 0.742
Moderately 40 36 34 23 23 2.6587 0.4465 4.2457 0.5447

unimportant
More or less 40 38 34 19 19 2.2358 0.6440 4.0184 0.4482

unimportant
Moderately 40 38 37 20 20 5.935 0.3842 7.605 0.4568

important
More or less 40 37 36 18 18 5.5111 0.6671 7.3333 0.4985

important
very important 40 32 30 25 25 8.144 0.3018 9.976 0.0979

aThe words in this table are in the order of the list that is in Section 7.2.1.
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Table 7.8. FOU data for the six words (based on m* data intervals)—the six-word
codebook.a Each UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth
parameter for the LMF is its height.

Mean of 
Word LMF UMF Centroid centroid

Unimportant (0, 0, 0.09, 1.15, 1) (0, 0, 0.55, 4.61) [0.38, 1.83] 1.103
More or less (2.79, 3.21, 3.21, 0.34, 3.71) (0.42, 2.25, 4.00, 5.41) [1.78, 4.29] 3.036

unimportant
Moderately (2.79, 3.34, 3.34, 0.35, 3.67) (1.59, 2.75, 4.35, 6.26) [2.52, 4.85] 3.684

unimportant
More or less (5.79, 6.28, 6.28, 0.33, 6.67) (3.38, 5.50, 7.25, 9.02) [4.77, 7.71] 6.241

important
Moderately (6.29, 6.67, 6.67, 0.39, 7.17) (4.59, 5.90, 7.25, 8.50) [5.70, 7.49] 6.597

important
Very important (8.68, 9.91, 10, 10, 1) (7.37, 9.36, 10, 10) [9.02, 9.57] 9.295

aThe words in this table have been ordered according to the rank of the mean of the centroid of their FOUs.

None to very little Extremely low Very low

Low More or less low Somewhat low

Moderately low From low to more or less fair From fair to more or less high

More or less high Somewhat high Moderately high

High Very high Extremely high

Figure 7.2. FOUs for the 15-word vocabulary. Start at the top row and proceed downward,
scanning from left to right. Note that None to very little has been relocated to the left of Ex-
tremely low.
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ulary) with reliable accuracy and with validity. He conjectured that people are only
able to deal with five to nine elements at one time. Cowan (2001) argues that people
can successfully deal with only two to six elements at one time. Saaty and Ozdemir
(2003) support Miller’s conjecture for making preference judgments on pairs of el-
ements in a group, as is done in the analytical hierarchy process (AHP). So, when
we provide a person with a vocabulary from which they have to make a choice for
investment criteria or their weights, it seems it should contain from five (or maybe
fewer, according to Cowan) to nine words. 

In order to accomplish this, the similarity matrices for the three codebooks were
computed using the Jaccard similarity measure that is described in Chapter 4. Those
matrices are in Tables 7.9–7.11. Next, the phrase “sufficiently dissimilar words”
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Unimportant More or less unimportant Moderately unimportant

More or less important Moderately important Very important

Figure 7.4. FOUs for the six-word vocabulary. Start at the top row and proceed downward,
scanning from left to right.

Very bad Bad More or less bad

Somewhat bad Fair Somewhat fair

Very fair Somewhat good More or less good

Good Very good

Figure 7.3. FOUs for the 11-word vocabulary. Start at the top row and proceed downward,
scanning from left to right.
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Table 7.9. Similarity matrix for the 15-word vocabulary

Word NVL EL VL L MLL SL ML LMLF FMLH MLH SH MH H VH EH

None to very 1.00 0.76 0.51 0.24 0.17 0.11 0.15 0.13 0.01 0.00 0.00 0.00 0.00 0.00 0.00
little (NVL)

Extremely low 0.76 1.00 0.56 0.18 0.12 0.07 0.11 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(EL)

Very low (VL) 0.51 0.56 1.00 0.34 0.24 0.18 0.21 0.19 0.03 0.00 0.00 0.00 0.00 0.00 0.00
Low (L) 0.24 0.18 0.34 1.00 0.60 0.48 0.51 0.42 0.08 0.00 0.00 0.00 0.00 0.00 0.00
More or less low 0.17 0.12 0.24 0.60 1.00 0.78 0.81 0.67 0.19 0.04 0.04 0.00 0.01 0.00 0.00

(MLL)
Somewhat low 0.11 0.07 0.18 0.48 0.78 1.00 0.67 0.56 0.17 0.03 0.02 0.00 0.01 0.00 0.00

(SL)
Moderately low 0.15 0.11 0.21 0.51 0.81 0.67 1.00 0.79 0.26 0.09 0.08 0.02 0.03 0.00 0.00

(ML)
From low to more 0.13 0.10 0.19 0.42 0.67 0.56 0.79 1.00 0.36 0.17 0.16 0.09 0.08 0.03 0.01

or less fair 
(LMLF)

From fair to more 0.01 0.00 0.03 0.08 0.19 0.17 0.26 0.36 1.00 0.55 0.53 0.39 0.23 0.16 0.10
or less high 
(FMLH)

More or less high 0.00 0.00 0.00 0.00 0.04 0.03 0.09 0.17 0.55 1.00 0.95 0.74 0.35 0.25 0.16
(MLH)

Somewhat high 0.00 0.00 0.00 0.00 0.04 0.02 0.08 0.16 0.53 0.95 1.00 0.75 0.35 0.24 0.16
(SH)

Moderately high 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.09 0.39 0.74 0.75 1.00 0.36 0.28 0.19
(MH)

High (H) 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.08 0.23 0.35 0.35 0.36 1.00 0.66 0.37
Very high (VH) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.16 0.25 0.24 0.28 0.66 1.00 0.56
Extremely high 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.10 0.16 0.16 0.19 0.37 0.56 1.00

(EH)

Table 7.10. Similarity matrix for the 11-word vocabulary

Word VB B MLB SB F SF VF SG MLG G VG

Very bad (VB) 1.00 0.28 0.18 0.17 0.04 0.03 0.03 0.00 0.00 0.00 0.00
Bad (B) 0.28 1.00 0.61 0.56 0.16 0.14 0.14 0.03 0.01 0.01 0.00
More or less bad 0.18 0.61 1.00 0.93 0.23 0.21 0.21 0.05 0.03 0.02 0.00

(MLB)
Somewhat bad (SB) 0.17 0.56 0.93 1.00 0.24 0.22 0.22 0.06 0.03 0.02 0.00
Fair (F) 0.04 0.16 0.23 0.24 1.00 0.87 0.84 0.50 0.35 0.30 0.11
Somewhat fair (SF) 0.03 0.14 0.21 0.22 0.87 1.00 0.95 0.58 0.43 0.38 0.15
Very fair (VF) 0.03 0.14 0.21 0.22 0.84 0.95 1.00 0.58 0.43 0.37 0.15
Somewhat good (SG) 0.00 0.03 0.05 0.06 0.50 0.58 0.58 1.00 0.64 0.53 0.18
More or less good 0.00 0.01 0.03 0.03 0.35 0.43 0.43 0.64 1.00 0.81 0.30

(MLG)
Good (G) 0.00 0.01 0.02 0.02 0.30 0.38 0.37 0.53 0.81 1.00 0.33
Very good (VG) 0.00 0.00 0.00 0.00 0.11 0.15 0.15 0.18 0.30 0.33 1.00
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has to be interpreted in order to find such words. Clearly, this phrase means differ-
ent things to different people and so there can be many ways to proceed. 

Our approach was to set a similarity threshold at 0.6, meaning that words that
have similarity values greater than 0.6 are considered “too similar” and need to be
eliminated from a codebook—but how? Again, there is no unique way to do this. 

Our approach for each word was to start from the left column of a similarity
matrix and to remove all of the words to which it is similar to degree greater than
0.6. This process is summarized in Table 7.12. Beginning with None to very little,
observe that it is similar to Extremely low to degree 0.76; hence, Extremely low
is eliminated. There are no other words in the row for None to very little for
which the similarity is > 0.6; hence, no other words are eliminated, None to very
little is kept in the user-friendly codebook, and we move next to the word, Very
low. Focusing on the elements on the right-hand side of the diagonal element in
the row for Very low, observe that Very low is not similar to any other words to
degree > 0.6; hence, no words are eliminated, Very low is kept in the user-friend-
ly codebook, and we move next to the word, Low. Focusing on the elements on
the right-hand side of the diagonal element in the row for Low, we observe that it
is also not similar to any other words to degree > 0.6; hence, no words are elimi-
nated, Low is kept in the user-friendly codebook, and we move to the word, More
or less low. Focusing on the elements on the right-hand side of the diagonal ele-
ment in the row for More or less low, we observe that it is similar to Somewhat
low, Moderately low, and From low to More or less fair to degree > 0.6; hence,
More or less low is kept in the user-friendly codebook, but Somewhat low,
Moderately low, and From low to More or less fair are not. Proceeding in this way
through the rest of the similarity matrix, a user-friendly codebook that has eight
words is arrived at, namely: none to very little, very low, low, more or less low,
from fair to more or less high, more or less high, high, extremely high. Table 7.13,
which is extracted from Table 7.4, provides the FOU data for these eight words,
and their FOUs are depicted in Fig. 7.5.

Instead of starting with the left-column word, we could have started with the
right-most-column word Extremely high and proceeded in a very similar fashion,
but going from right to left, instead of from left to right. A somewhat different user-
friendly vocabulary would have been obtained. Either user-friendly vocabulary can
be used. Our choice was to use the first one.
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Table 7.11. Similarity matrix for the six-word vocabulary

Word U MLU MU MLI MI VI

Unimportant (U) 1.00 0.29 0.16 0.02 0.00 0.00
More or less unimportant (MLU) 0.29 1.00 0.65 0.09 0.02 0.00
Moderately unimportant (MU) 0.16 0.65 1.00 0.17 0.08 0.00
More or less important (MLI) 0.02 0.09 0.17 1.00 0.67 0.06
Moderately important (MI) 0.00 0.02 0.08 0.67 1.00 0.04
Very important (VI) 0.00 0.00 0.00 0.06 0.04 1.00
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211

Table 7.12. Similarity matrix for the 15-word vocabulary showing the words that are similar to
degree > 0.6 underlined, starting from the left-most word NVL

Word NVL EL VL L MLL SL ML LMLF FMLH MLH SH MH H VH EH

None to very 1.00 0.76 0.51 0.24 0.17 0.11 0.15 0.13 0.01 0.00 0.00 0.00 0.00 0.00 0.00
little (NVL)

Extremely low 0.76 1.00 0.56 0.18 0.12 0.07 0.11 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00
(EL)

Very low (VL) 0.51 0.56 1.00 0.34 0.24 0.18 0.21 0.19 0.03 0.00 0.00 0.00 0.00 0.00 0.00
Low (L) 0.24 0.18 0.34 1.00 0.60 0.48 0.51 0.42 0.08 0.00 0.00 0.00 0.00 0.00 0.00
More or less 0.17 0.12 0.24 0.60 1.00 0.78 0.81 0.67 0.19 0.04 0.04 0.00 0.01 0.00 0.00

low (MLL)
Somewhat low (SL) 0.11 0.07 0.18 0.48 0.78 1.00 0.67 0.56 0.17 0.03 0.02 0.00 0.01 0.00 0.00
Moderately 0.15 0.11 0.21 0.51 0.81 0.67 1.00 0.79 0.26 0.09 0.08 0.02 0.03 0.00 0.00

low (ML)
From low to more 0.13 0.10 0.19 0.42 0.67 0.56 0.79 1.00 0.36 0.17 0.16 0.09 0.08 0.03 0.01

or less fair
(LMLF)

From fair to more 0.01 0.00 0.03 0.08 0.19 0.17 0.26 0.36 1.00 0.55 0.53 0.39 0.23 0.16 0.10
or less high 
(FMLH)

More or less high 0.00 0.00 0.00 0.00 0.04 0.03 0.09 0.17 0.55 1.00 0.95 0.74 0.35 0.25 0.16
(MLH)

Somewhat high 0.00 0.00 0.00 0.00 0.04 0.02 0.08 0.16 0.53 0.95 1.00 0.75 0.35 0.24 0.16
(SH)

Moderately high 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.09 0.39 0.74 0.75 1.00 0.36 0.28 0.19
(MH)

High (H) 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.08 0.23 0.35 0.35 0.36 1.00 0.66 0.37
Very high (VH) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.16 0.25 0.24 0.28 0.66 1.00 0.56
Extremely high 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.10 0.16 0.16 0.19 0.37 0.56 1.00

(EH)

Table 7.13. FOU data for the eight words—the user-friendly codebook for the first survey.
Each UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter for the
LMF is its height. The parenthetical word acronyms are used in the examples.

Mean of 
Word LMF UMF Centroid centroid

None to very (0, 0, 0.02, 0.33, 1) (0, 0, 0.22, 3.16) [0.11, 1.53] 0.820
little (NVL)

Very low (VL) (0, 0, 0.14, 1.82, 1) (0, 0, 1.37, 3.95) [0.60, 1.54] 1.070
Low (L) (1.90, 2.24, 2.24, 0.31, 2.51) (0.38, 1.63, 3.00, 4.62) [1.26, 3.55] 2.404
More or less (2.99, 3.31, 3.31, 0.32, 3.81) (0.38, 2.25, 4.00, 5.92) [1.72, 4.67] 3.196

low (MLL)
From fair to (5.79, 6.31, 6.31, 0.43, 7.21) (2.33, 5.11, 7.00, 9.59) [4.47, 7.75] 6.113

more or less 
high (FMLH)

More or less (6.90, 7.21, 7.21, 0.29, 7.60) (4.38, 6.25, 8.00, 9.62) [5.61, 8.53] 7.072
high (MLH)

High (H) (7.68, 9.82, 10, 10, 1) (4.73, 8.82, 10, 10) [8.04, 9.23] 8.636
Extremely (9.74, 9.98, 10, 10, 1) (7.10, 9.80, 10, 10) [8.55, 9.91] 9.232

high (EH)
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Proceeding in a similar manner for the words in Table 7.10, one arrives at a user-
friendly codebook that has seven words, namely: very bad, bad, somewhat bad, fair,
somewhat good, good, and very good. Table 7.14, which is extracted from Table 7.6,
provides the FOU data for these eight words, and their FOUs are depicted in Fig. 7.6.

Proceeding in a similar manner for the words in Table 7.11, one arrives at a user-
friendly codebook that has four words, namely: unimportant, more or less unimpor-
tant, more or less important, and very important. Table 7.15, which is extracted
from Table 7.8, provides the FOU data for these four words, and their FOUs are de-
picted in Fig. 7.7.

Each of the three user-friendly codebooks has significantly fewer words in it
than the original codebooks. The user-friendly words were not chosen ahead of time

212 ASSISTING IN MAKING INVESTMENT CHOICES—INVESTMENT JUDGMENT ADVISOR (IJA)

None to very little Very low Low

More or less low From fair to more or less high More or less high

High Extremely high

Figure 7.5. FOUs for the user-friendly eight-word vocabulary. Start at the top row and pro-
ceed downward, scanning from left to right.

Table 7.14. FOU data for the seven words—the user-friendly codebook for the second
survey. Each UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter
for the LMF is its height. The parenthetical word acronyms are used in the examples.

Mean of 
Word LMF UMF Centroid centroid

Very bad (VB) (0, 0, 0.09, 1.32, 1) (0, 0, 0.59, 3.95) [0.44, 1.49] 0.965
Bad (B) (1.79, 2.37, 2.37, 0.48, 2.71) (0.28, 2.00, 3.00, 5.22) [1.49, 3.64] 2.568
Somewhat bad (2.79, 3.30, 3.30, 0.42, 3.71) (0.98, 2.75, 4.00, 5.41) [2.26, 4.24] 3.251

(SB)
Fair (F) (4.79, 5.12, 5.12, 0.27, 5.35) (2.38, 4.50, 6.00, 8.18) [3.52, 6.96] 5.240
Somewhat (5.89, 6.34, 6.34, 0.40, 6.81) (4.02, 5.65, 7.00, 8.41) [5.27, 7.28] 6.276

good (SG)
Good (G) (6.79, 7.25, 7.25, 0.47, 7.91) (4.38, 6.50, 7.75, 9.62) [6.02, 8.23] 7.122
Very good (7.66, 9.82, 10, 10, 1) (5.21, 8.27, 10, 10) [8.14, 9.22] 8.679

(VG)
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7.3 REDUCTION OF THE CODEBOOKS TO USER-FRIENDLY CODEBOOKS 213

Very bad Bad Somewhat bad

Fair Somewhat good Good

Very good

Figure 7.6. FOUs for the user-friendly seven-word vocabulary. Start at the top row and pro-
ceed downward, scanning from left to right.

Table 7.15. FOU data for the four words—the user-friendly codebook for the third survey.
Each UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter for the
LMF is its height. The parenthetical word acronyms are used in the examples.

Mean of 
Word LMF UMF Centroid centroid

Unimportant (0, 0, 0.09, 1.15, 1) (0, 0, 0.55, 4.61) [0.38, 1.83] 1.103
(U)

More or less (2.79, 3.21, 3.21, 0.34, 3.71) (0.42, 2.25, 4.00, 5.41) [1.78, 4.29] 3.036
unimportant 
(MLU)

More or less (5.79, 6.28, 6.28, 0.33, 6.67) (3.38, 5.50, 7.25, 9.02) [4.77, 7.71] 6.241
important 
(MLI)

Very important (8.68, 9.91, 10, 10, 1) (7.37, 9.36, 10, 10) [9.02, 9.57] 9.295
(VI)

Unimportant More or less unimportant More or less important

Very important

Figure 7.7. FOUs for the user-friendly four-word vocabulary. Start at the top row and pro-
ceed downward, scanning from left to right.
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in some arbitrary manner, but instead were a result of further processing of the data
that were collected from the 40 subjects. Our IJA uses the user-friendly codebooks.

7.4 CWW ENGINE FOR THE IJA

The IJA uses an LWA (Chapter 5) to aggregate the results for each of the rows in
Table 7.1. The structure of each of the five LWAs is [see equation (5.38)]7:

(7.1)

where ~Xij are IT2 FSs related to the linguistic ratings of the investment alternative ai,
and ~Wj are the linguistic weights for the investment criteria. Whereas ~Wj are the same
for all five investment alternatives, as is apparent from Table 7.2, in which there is
only one row, ~Xij can be and usually are different for all five investment alternatives,
as is apparent from Table 7.1. 

Observe that the phrase “ ~Xij are IT2 FSs related to the linguistic ratings of the in-
vestment alternative ai,” has just been used instead of the phrase “ ~Xij are IT2 FSs for
the linguistic ratings of the investment alternative ai.” This is because two of the in-
vestment criteria have a positive connotation—amount of profit received and liq-
uidity—and two have a negative connotation—risk of losing capital and vulnerabil-
ity to inflation. “Positive connotation” means that an investor generally thinks
positively about amount of profit received and liquidity (i.e., the more the better),
whereas “negative connotation” means that an investor generally thinks negatively
about risk of losing capital and vulnerability to inflation (i.e., the less the better).
So, to correctly handle negative connotations in the LWA, a small-sounding word
for them should be replaced by a large-sounding word, and a large-sounding word
for them should be replaced by a small-sounding word. This kind of word replace-
ment is essentially the idea of an antonym8 [De Soto (1996), De Soto and Trillas
(1999), Kim et al. (2000), Novaka (2001), Trillas and Guadarrama (2005), and
Zadeh (2005)]. 

Though there are several different definitions of the antonym of a T1 FS, in this
book the most basic one is used [Kim et al. (2000) and  Zadeh (2005)]:

(7.2)

where 10 – A is the antonym of the T1 FS A, and 10 is the right end of the domain of
all FSs used in this book. The definition in equation (7.2) can easily be extended to
IT2 FSs:

10 ( ) (10 ),   μ μ− = − ∀A Ax x x
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7Recall (Chapter 5) that equation (7.1) is an expressive equation and does not mean that IT2 FSs are mul-
tiplied, added and divided. How to compute equation (7.1) is explained in Chapter 5.
8An antonym is a word of directly contrary significance to another (e.g., large is an antonym of small); it
is the opposite of a synonym, which is a word having the same signification.
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(7.3)

where 10 – ~A is the antonym of the IT2 FS ~A. Because an IT2 FS is completely char-
acterized by its LMF and UMF, each of which is a T1 FS, �10– ~A(x) in (7.3) is ob-
tained by applying equation (7.2) to both LMF( ~A ) and UMF( ~A ).

Note that an antonym and not a complement is used because an antonym maps a
large (small) normal convex FS into a small (large) one, and the result is still a nor-
mal convex FS that can be mapped into a word in the vocabulary, whereas usually
the complement is not convex; for example, in Fig. 7.8 the complement of the word
Large, Not large, is quite different from the word FOUs introduced in Chapter 3. 

In summary, the FOUs in the codebook of Table 7.13 are used as is for amount
of interest received and the FOUs in the codebook of Table 7.14 are used as is for
liquidity; however, the antonyms of the FOUs in the codebook of Table 7.13 are
used for both risk of losing capital and vulnerability to inflation, that is, (i = 1, . . . ,
5):

(7.4)

(7.5)

(7.6)

(7.7)

7.5 DECODER FOR THE IJA

The IJA decoder provides a linguistic ranking (first, second, . . . , fifth) as well as a
numerical ranking band for the five investment alternatives. It also provides simi-
larities between those alternatives, the centroid of each FOU( ~YLWA(ai)) and a risk
band for each alternative. 

4 (liquidity of investment )=
i iX FOU a

3 (amount of interest received for investment )i iX FOU a=

2 [ (vulnerability to inflation for investment )]i iX Antonym FOU a=

1 [ (risk of losing capital for investment )]=
i iX Antonym FOU a

10
( ) (10 ),   μ μ− = − ∀ A A
x x x
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10 x 

u 
1 Large 10-Large Not large 

Figure 7.8. An illustration of the word Large, its antonym 10-Large, and complement Not
large.
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Ranking is obtained using the centroid-based ranking method that is described in
Section 4.3.2; similarities are obtained using the Jaccard similarity measure that is
described in Section 4.2.7; the centroid of FOU(~YLWA(ai)) is computed using the
EKM that is described in Appendix 2B; and a risk band is computed as described
below.

Recall that the centroid is a measure of the uncertainty of an IT2 FS; hence, the
centroid, which is an interval, is used by us as a ranking band for each alternative.
The amount of overlap of the ranking bands is another indicator of how similar the
investment alternatives are.

The antonym of the ranking band is used to provide a risk band, that is, high rank
implies low risk,9 and vice versa; hence,

(7.8)

risk band (ai) � 10 – Centroid(~YLWA(ai)) = [10 – cr(
~YLWA(ai)), 10 – cl(

~YLWA(ai))] (7.9)

Frequently, an investor is asked to provide a numerical value of the risk that
he/she associates with an investment alternative, so that optimal allocations can be
determined for the investments that are in the investor’s portfolio in order to, for ex-
ample, minimize risk while achieving a prescribed level of profit (return). Such nu-
merical values of risk are usually quite uncertain and may, therefore, be unreliable.
One of the very interesting by-products of the IJA is a numerical risk band; hence,
by using the IJA it will no longer be necessary to ask an investor for a numerical
value of the risk that he/she associates with an investment alternative. Additionally,
optimal allocations can now be performed using risk bands instead of risk values, so
that the uncertainties about the risk bands flow through the calculations of the opti-
mal allocations.

7.6 EXAMPLES

In this section, some examples are provided that illustrate the IJA for different kinds
of investors.

7.6.1 Example 1: Comparisons for Three Kinds of Investors

In this example, results are obtained from the IJA for speculative, conservative, and
in-between investors. A speculative investor is one who is willing to take large risks
in order to maximize his/her wealth. A conservative investor is one who is more in-
terested in protecting his/her capital and making a reasonable profit, and is not will-
ing to take large risks. An in-between investor is someone who is in between the
speculative and conservative investors. Intuition suggests that the portfolio of a

 ( ) (  ( ))=i irisk band a Antonym rank band a
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9Note, for example, that even though commodities may be generally viewed as a risky investment, if
they are ranked as the number one alternative by an investor, then that person does not view them as
risky; so, the high ranking of commodities translates into a low risk investment, but only for that specif-
ic person.
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speculative investor would be preferentially ranked10 as commodities, stocks, real
estate, gold, and long-term bonds, whereas the portfolio of a conservative investor
would be preferentially ranked as long-term bonds, gold, real estate, stocks, and
commodities, and the portfolio of the in-between investor would be preferentially
ranked as some kind of a mixture of the rankings of the speculative and conserva-
tive investors.

Table 7.16 depicts the linguistic ratings and the linguistics weights of the five in-
vestment alternatives and four investment criteria for the three kinds of investors.
What distinguishes the three kinds of investors the most are the linguistic weights
they have assigned to the four investment criteria. The speculative investor has indi-
cated that the risk of losing capital is unimportant, the vulnerability to inflation is
more or less unimportant, the amount of profit received is very important, and liq-
uidity is more or less unimportant. The conservative investor has indicated that the
risk of losing capital is very important, the vulnerability to inflation is more or less
important, the amount of profit received is very important, and liquidity is more or
less important. The in-between investor has indicated that the risk of losing capital
is more or less important, the vulnerability to inflation is more or less important, the
amount of profit received is very important, and liquidity is more or less important.
The entries in each of the linguistic rating arrays are merely representative for each
kind of investor and were chosen by them one row at a time.

It seems clear to us that each of the tables in Table 7.16 is very difficult to inter-
pret—each is a muddle of symbols. Can the reader determine the preferential rank-
ing of the five alternatives from these tables?

Figure 7.9 depicts the resulting five IJA LWA FOUs for the three kinds of in-
vestors. These FOUs have been ranked for each of the investors in order of de-
creasing importance; hence, the preferential ranking of the investment alterna-
tives—which are now easy to visualize—for the speculative investor is
commodities, stocks, real estate, gold, and long-term bonds, which is in exact
agreement with our earlier stated intuition. The preferential ranking of the invest-
ment alternatives for the conservative investor is long-term bonds, gold, real es-
tate, stocks, and commodities, which is also in exact agreement with our earlier
stated intuition. The preferential ranking of the investment alternatives for the in-
between investor is stocks, real estate, long-term bonds, gold, and commodities.
This ranking was not anticipated by us ahead of time, but has instead been re-
vealed to us by the IJA.

Although it may be very informative for someone who is knowledgeable about
IT2 FSs to view pictures of the LWA FOUs for the five investment alternatives, we
have found that these pictures are not meaningful to individual investors who are
not knowledgeable about IT2 FSs. So, our decoder for the IJA has taken this obser-
vation into consideration and, as explained next, provides data that are more infor-
mative to any kind of investor.

Figure 7.10 depicts average centroids and ranking bands for the three kinds of
investors. The average centroids are stated numerically after the slash mark for
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10These rankings are for illustrative purposes only and are not meant to suggest that they are the only
rankings of the five investment alternatives for the different kinds of investors.
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each of the investment alternatives and are also shown by the larger filled-in dia-
monds. The investment alternatives have been preferentially ranked for each in-
vestor according to the locations of the average centroids. It is easy for anyone to
follow the flow of the average centroids from the first-ranked investment to the
fifth-ranked investment, because the ranking is always from top right to lower left.
Observe that there can be significant overlap of ranking bands for some of the in-
vestment alternatives; for example, for the speculative investor, the ranking bands
for gold and long-term bonds have a huge amount of overlap, indicating that the
rankings of gold and long-term bonds as fourth and fifth could just as well have
been reversed.

Another way to capture overlap of the ranking bands is to examine the similari-
ties of the LWA FOUs for each of the investors. Table 7.17 depicts similarity ar-
rays11 for the three kinds of investors. Observe that for the speculative investor, the
degree of similarity between commodities and stocks is 0.76, which is pretty high,
and the similarity between gold and long-term bonds is 0.79, which is also pretty
high. Comparable conclusions can be observed from the similarity arrays for the
conservative and in-between investors. Investors can use this information to modify
the investment choices made for their portfolios.

Finally, Fig. 7.11 depicts the risk bands for the three kinds of investors in the or-
der of least risky to the most risky. This figure was obtained by applying equation
(7.9) to each of the ranking bands in Fig. 7.10. Observe that the risk bands always
flow in an opposite direction to the flow of the ranking bands, that is, they flow
from the upper left to the lower right.

Using the results of this example, it is now possible to define the portfolios for
each of the three kinds of investors. For example, if each portfolio is limited to the
three most highly ranked investment alternatives, the portfolios are:
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Table 7.16. Linguistic ratings and weights of the five investment alternatives and four investment
criteria for three kinds of investors. See Tables 7.13–7.15 for definitions of the word acronyms.a

Speculative investor Conservative investor In-between investor
Linguistic ________________________ _______________________ ______________________
ratings (c1) (c2) (c3) (c4) (c1) (c2) (c3) (c4) (c1) (c2) (c3) (c4)

(a1) FMLH FMLH EH G EH MLH MLL F H H MLH SB
(a2) MLH FMLH H SG H H MLH SG FMLH FMLH H VG
(a3) VL L VL SB MLL FMLH FMLH F L MLL MLL SB
(a4) MLL MLH MLH SG MLH MLH H F FMLH FMLH H SG
(a5) NVL MLL VL VB NVL MLL MLH SG L L L F

Linguistic U MLU VI MLU VI MLI VI MLI MLI MLI VI MLI
weights

aAlternatives: (a1) Commodities, (a2) Stocks, (a3) Gold, (a4) Real Estate, (a5) Long-term Bonds. Criteria: (c1)
Risk of Losing Capital, (c2) Vulnerability to Inflation, (c3) Amount of profit received, (c4) Liquidity.

11The words “array” and “matrix” are used interchangeably by us; however, a nontechnical investor is
more likely to understand the word “array” than the word “matrix,” which is why “array” is used in this
section.
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� Speculative investor: Commodities, stocks, and real estate

� Conservative investor: Long-term bonds, gold, and real estate

� In-between investor: Stocks, real estate, and long-term bonds

7.6.2 Example 2: Sensitivity of IJA to the Linguistic Ratings

In the previous example, although it was not stated explicitly, the three kinds of in-
vestors were all knowledgeable about the five investment alternatives and had a
pretty good understanding about the linguistic ratings and weights for the alterna-
tives and the weights of the four investment criteria. This example is about a naïve
investor, one who is a bit fearful about investing and really does not have a good
understanding about the five investment alternatives or the four investment criteria.
After completing the linguistic ratings and linguistics weights arrays, he realizes
that he needs some financial counseling and so he goes to an advisor who examines
his arrays and suggests some changes but only to the linguistic ratings array. No
changes are made to the linguistics weights array because its entries represent the
investor’s gut feelings and concerns about the four investment criteria, and the advi-
sor only wants to advise the investor to consider changing things that are based on
corrected knowledge about an investment. After some changes are made to the in-
vestor’s linguistic ratings array, a final tuning is made to that array based on a sec-
ond meeting between the investor and his advisor. 

Table 7.18 depicts the linguistic ratings and the linguistics weights of the five in-
vestment alternatives and four investment criteria for the three situations. Focusing
first on the array that is labeled “naïve investor,” observe that seven of its entries are
shaded. Those are the ones that were changed at the first meeting of the investor and
his advisor, leading to the middle array in Table 7.18, labeled “naïve investor + ad-
vice.” Only one entry of the middle array was changed at the second meeting of the
investor and his advisor, leading to the right-hand array in Table 7.18, labeled “final
tuning.”

Examining the array of linguistic weights, observe that for this investor the risk
of losing his capital (c1) is very important to him, the vulnerability of an investment
to inflation (c2) is more or less unimportant to him, and both the amount of profit

7.6 EXAMPLES 221

Table 7.17. Similarity arrays for three kinds of investors. The orderings of the rows and columns
are in agreement with the orderings of the FOUs in Fig. 7.9. C, S, RE, G, and LTB are short for
commodities, stocks, real estate, gold, and long-term bonds.

Speculative investor Conservative investor In-between investor
Similarity _______________________ _______________________ ______________________
rmatrix C S RE G LTB LTB G RE S C S RE LTB G C

1 0.76 0.51 0.12 0.11 1 0.35 0.20 0.12 0.02 1 0.77 0.54 0.48 0.27
0.76 1 0.64 0.18 0.16 0.35 1 0.70 0.42 0.19 0.77 1 0.68 0.60 0.33
0.51 0.64 1 0.22 0.19 0.20 0.70 1 0.57 0.26 0.54 0.68 1 0.83 0.42
0.12 0.18 0.22 1 0.79 0.12 0.42 0.57 1 0.43 0.48 0.60 0.83 1 0.52
0.11 0.16 0.19 0.79 1 0.02 0.19 0.26 0.43 1 0.27 0.33 0.42 0.52 1
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received from an investment (c3) and the liquidity of an investment (c4) are more or
less important to him. This investor was very worried about losing his money in an
investment, a concern that was related to his father having lost a lot of money in the
stock market that greatly affected the entire family.

When the investor went to his advisor, the advisor examined each entry of the
linguistic ratings array and explained to him that12: 

� The liquidity of commodities was not Somewhat good (SG) and suggested he
change his linguistic rating. Together they looked at the codebook words in
Table 7.13 and the investor chose Somewhat bad (SB).

� The risk of losing his capital in stocks was not Extremely high (EH) and sug-
gested he change his linguistic rating. Colored by his father’s bad experience
in the stock market, the investor and advisor examined the words in Table
7.13 and the investor backed off from Extremely high to From fair to more or
less high (FMLH). He would not go above that rating.

� The amount of profit received from stocks was not Low (L) (again, this rating
was colored by his father’s bad experience in the stock market) and suggested
he significantly change his linguistic rating. Together, they looked at the
codebook words in Table 7.13 and the investor chose High (H).

� The liquidity of investing in stocks was not Fair (F) (one call to his stockbro-
ker and he could cash out immediately, although it could take some time to
actually receive the money from the cash out). Together they looked at the
codebook words in Table 7.14 and the investor chose Good (G).
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Table 7.18. Linguistic ratings and weights of the five investment alternatives and four investment
criteria for a naïve investor and three situations. See Tables 7.13–7.15 for definitions of the word
acronyms.a

Naïve investor Naïve investor + advice Final tuning
Linguistic ________________________ _______________________ ______________________
ratings (c1) (c2) (c3) (c4) (c1) (c2) (c3) (c4) (c1) (c2) (c3) (c4)

(a1) H MLH FMLH SG H MLH FMLH SB H MLH FMLH SB
(a2) EH H L F FMLH H H G FMLH H H G
(a3) VL MLL MLL F VL MLL MLL F VL MLL MLL F
(a4) MLH L FMLH SG L L FMLH G FMLH L FMLH G
(a5) NVL VL MLH B NVL VL MLH G NVL VL MLH G

Linguistic VI MLU MLI MLI VI MLU MLI MLI VI MLU MLI MLI
weights

aAlternatives: (a1) Commodities, (a2) Stocks, (a3) Gold, (a4) Real Estate, (a5) Long-term Bonds. Criteria: (c1)
Risk of Losing Capital, (c2) Vulnerability to Inflation, (c3) Amount of profit received, (c4) Liquidity.

12The authors are playing the role of a financial advisor and do not claim to have such expertise, so, if the
reader does not agree with any or all of the advice, he/she may change (or may not) the entries in any
way that he/she so chooses.
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� This process continues for the remaining three shaded entries in the “naïve in-
vestor” array.13

Upon further reflection, the investor felt that his linguistic rating for the risk
of losing capital on real estate was incorrect, and so he changed it from Low to
From fair to more or less high. No other changes were made to the linguistic rat-
ings in the “naïve investor + advice” array, the result being the “final tuning” ar-
ray.

Figure 7.12 depicts the five IJA LWA FOUs for the three situations. As in the
previous example, these FOUs have been preferentially ranked for each of the sit-
uations in order of decreasing importance; hence, the preferential ranking of the
investment alternatives for the “naïve investor” is long-term bonds, gold, real es-
tate, commodities, and stocks. Observe that the investor’s father having lost a lot
of money in the stock market has led to stocks appearing at the very bottom of his
investment alternatives. The preferential ranking of the investment alternatives for
the “naïve investor + advice” is long-term bonds, real estate, gold, stocks, and
commodities, and the preferential ranking of the investment alternatives for the
“final tuning” is long-term bonds, gold, real estate, stocks and commodities. It is
very interesting to observe that if this investor were to create a portfolio of the
three most highly ranked investment alternatives, his portfolio would contain
long-term bonds, gold, and real estate, and that these three alternatives are in the
top three in all three situations. It is only the relative ranking of the three alterna-
tives that has changed, and they are exactly the same in the “final tuning” and
“naïve investor” arrays. If, however, the investor wants the four most highly
ranked investment alternatives in his portfolio, then commodities (which appears
in the “naïve investor” array) would be replaced by stocks (which appears in the
“final tuning” array). 

Figures 7.13 and 7.14 and Table 7.19 provide the average centroids and rank-
ing bands, risk bands, and similarity arrays for the three situations. Observe from
the “final tuning” similarity array in Table 7.19 that the similarities of long-term
bonds to the four other investment alternatives are below 0.5, whereas the simi-
larities of gold to real estate and stocks are above 0.6, and the similarity of real es-
tate to stocks is above 0.9. This suggests that, even in a three-investment portfo-
lio, stocks could be swapped with real estate, demonstrating that the two meetings
with the advisor had a very significant effect on the investor toward his percep-
tions about stocks.

In conclusion, this example demonstrates how the IJA might be used in an inter-
active way, and that it leads to very reasonable results.
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13The authors have purposely made some changes to the “naïve investor array” that are controversial, so
that the reader can make whatever changes they feel are better ones and then compute the results of do-
ing that. For example, advising this investor that the risk of losing capital in real estate is low rather than
more or less high may be very poor advice to anyone who has lived through some of the major declines
in real estate (e.g., 2006–2009); however, recall that in this chapter real estate means a REIT or a real es-
tate mutual fund. This is also why the investor was advised that the liquidity of real estate is better than
somewhat good.
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7.7 INTERACTIVE SOFTWARE FOR THE IJA

Software that implements the IJA is on-line at http://sipi.usc.edu/~mendel/software. It
lets the investor choose linguistic ratings for the investment-alternatives/investment-
criteria array by using pull-down menus, one investment alternative at a time. It also
lets the investor choose linguistic weights for the investment criteria by using pull-
down menus. It then displays the two arrays on one screen (Fig. 7.15) and provides the
investor with an opportunity to make changes to the two arrays. Using one click on
“Get the Result,” the IJA LWA FOUs, average centroids and ranking bands, risk
bands, and similarity array are computed for the five investment alternatives. LWA
FOUs are not displayed to the investor. What is displayed are (Fig. 7.16): a summary
of the two arrays in Fig. 7.15, a ranking/centroid figure, a risk band figure, and a sim-
ilarity array.

The investor can play “what–if” games by making changes to the linguistic en-
tries using pull-down menus on the summary of the two arrays in Fig. 7.16, after
which, again using one click on “Change,” the modified IJA LWA FOUs, average
centroids and ranking bands, risk bands, and similarity matrix are computed. The
figures for the newly computed ranking/centroid and risk band, as well as the mod-
ified arrays and the table for the newly computed similarity array are displayed on a
new screen to the right of the previously displayed figures (Fig. 7.17) so that it is
easy for the investor to make side-by-side comparisons, in order to see what the ef-
fects are of the changes he/she has made to the two arrays. Changes that were made
to the first pair of arrays appear in a different color in the second pair of arrays. This
can be repeated up to 10 times; however, the screen that displays the figures and
table will only display up to three sets of them side-by-side (Fig. 7.18), with the
most recent changes displayed in the right-most figures and table. It is possible,
however, for previous results to be recalled and redisplayed in groups of three.

7.8 CONCLUSIONS

The IJA is a very interesting and enlightening application of the Per-C. During its
design, the concepts of an antonym and a user-friendly codebook were needed, and
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Table 7.19. Similarity arrays for a naïve investor and three situations. The orderings of the rows
and columns are in agreement with the orderings of the FOUs in Fig. 7.12. C, S, RE, G, and LTB
are short for commodities, stocks, real estate, gold, and long-term bonds.

Naïve investor Naïve investor + advice Final tuning
Similarity _______________________ _______________________ ______________________
rmatrix LTB G RE C S LTB RE G S C LTB G RE S C

1 0.65 0.35 0.21 0.05 1 0.49 0.31 0.23 0.05 1 0.31 0.24 0.23 0.05
0.65 1 0.52 0.31 0.10 0.49 1 0.62 0.45 0.13 0.31 1 0.71 0.68 0.22
0.35 0.52 1 0.58 0.23 0.31 0.62 1 0.68 0.22 0.24 0.71 1 0.93 0.33
0.21 0.31 0.58 1 0.38 0.23 0.45 0.68 1 0.33 0.23 0.68 0.93 1 0.33
0.05 0.10 0.23 0.38 1 0.05 0.13 0.22 0.33 1 0.05 0.22 0.33 0.33 1
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word data had to be collected for three vocabularies, each of which was chosen to
fit the needs of this application. Without the LWA, it would not have been possible
to do what the IJA has been able to do.

Someone may argue that all of this could have been done using T1 FSs. Our
counterargument, as explained in Chapter 1, is that to do so would be scientifically
incorrect. Additionally, the ranking and risk bands that have been computed very
naturally within the framework of IT2 FSs do not exist naturally within the frame-
work of T1 FSs. 
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Figure 7.16. Screen shot of a summary of the two arrays in Fig. 7.15: a ranking/centroid fig-
ure, a risk band figure, and a similarity array.
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CHAPTER 8

Assisting in Making Social
Judgments—Social Judgment
Advisor (SJA)

8.1 INTRODUCTION

In this chapter, the perceptual computer (Per-C) is designed as an aid for making so-
cial judgments. The result is called a social judgment advisor (SJA). By “judgment”
is meant an assessment of the level of a variable of interest. For example, in every-
day social interaction, each of us is called upon to make judgments about the mean-
ing of another’s behavior (e.g., kindness, generosity, flirtation, or harassment).
Such judgments are far from trivial, since they often affect the nature and direction
of the subsequent social interaction and communications. Although a variety of fac-
tors may enter into our decision, behavior (e.g., touching, or eye contact) is apt to
play a critical role in assessing the level of the variable of interest.

In this chapter, an SJA is developed for flirtation judgments [Luscombe (2008)]
based on if–then rules that are obtained from people, the result being an FL flirtation
advisor. Flirtation judgments offer a fertile starting place for developing an SJA for
a variety of reasons. First, many behavioral indicators associated with flirtation have
been well established [Koeppel et al. (1993)]. Second, the indicators (e.g., smiling,
touching, and eye contact) are often ambiguous by themselves and along with a
changing level of the behavior (along with other cues) the meaning of the behavior is
apt to shift from one inference (e.g., friendly) to another (e.g., flirtatious, seductive,
or harassing). Third, participants are apt to have had a great deal of experience with
flirtation judgments and, therefore, be apt to easily make them. Finally, inferences
made about the meaning of these behaviors are often sensitive to both the gender of
the perceiver and the gender of the interactants [Koeppel et al. (1993)].

Earlier works on the SJA are Mendel et al. (1999) and Mendel (2001). The for-
mer is limited to type-1 FS SJAs whereas the latter does provide both T1 and IT2
SJAs, however, it is limited by the way in which multiple-fired rules are combined
and to numerical inputs and outputs. All of these limitations are overcome using the
methodology of the Per-C, as will be seen below.

8.2 DESIGN AN SJA

In this section, the complete procedure for designing an SJA is described. Although
the focus is on flirtation judgment as an example of a social judgment, we believe
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that the methodology can also be applied to engineering judgments such as global
warming, environmental impact, water quality, audio quality, toxicity, and so on.

8.2.1 Methodology

In developing an SJA for social variables, it is useful to adopt the following
methodology1 [Mendel (2001), Mendel et al. (1999)]:

1. Identify the behavior of interest. This step, although obvious, is highly appli-
cation dependent. As mentioned in the Introduction, our focus is on the be-
havior of flirtation.

2. Determine the indicators of the behavior of interest. This requires:

(a) Establishing a list of candidate indicators (e.g., for flirtation [Mendel et
al. (1999)], six candidate indicators are touching, eye contact, acting wit-
ty, primping, smiling, and complementing).

(b) Conducting a survey in which a representative population is asked to
rank order in importance the indicators on the list of candidate indicators.
In some applications, it may already be known what the relative impor-
tance of the indicators are, in which case a survey is not necessary.

(c) Choosing a meaningful subset of the indicators, because not all of them
may be important. In Step 6, where people are asked to provide consequents
for a collection of if–then rules by means of a survey, the survey must be
kept manageable, because most people do not like to answer lots of ques-
tions; hence, it is very important to focus on the truly significant indicators.
The analytic hierarchy process [Saaty (1980)] and factor analysis [Gorsuch
(1983)] from statistics can be used to help establish the relative significance
of indicators.

3. Establish scales for each indicator and the behavior of interest. If an indica-
tor is a physically measurable quantity (e.g., temperature or pressure), then
the scale is associated with the expected range between the minimum and
maximum values for that quantity. On the other hand, many social judgment
indicators as well as the behavior of interest are not measurable by means of
instrumentation (e.g., touching, eye contact, flirtation, etc.). Such indicators
and behaviors need to have a scale associated with them, or else it will not be
possible to design or activate an SJA. Commonly used scales are 1 through 5,
0 through 5, 0 through 10, and so on. We shall use the scale 0 through 10.

4. Establish names and collect interval data for each of the indicator’s FSs and
behavior of interest’s FSs. The issues here are:

(a) What vocabulary should be used and what should its size be so that the
FOUs for the vocabulary completely cover the 0–10 scale and provide
the user of the SJA with a user-friendly interface?

(b) What is the smallest number of FSs that should be used for each indicator
and behavior of interest for establishing rules? 

236 ASSISTING IN MAKING SOCIAL JUDGMENTS—SOCIAL JUDGMENT ADVISOR (SJA)

1The material in this section is taken from Section 4.3.1 of [Mendel (2001)].
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This is the encoding problem and the IA of Chapter 3 can be used to find the
FOU word models once a satisfactory vocabulary has been established and
word data have been collected from a group of subjects using surveys.

5. Establish the rules. Rules are the heart of the SJA; they link the indicators of
a behavior of interest to that behavior. The following issues need to be ad-
dressed:

(a) How many antecedents will the rules have? As mentioned earlier, people
generally do not like to answer complicated questions; so, we advocate
using rules that have either one or two antecedents. An interesting
(nonengineering) interpretation for a two-antecedent rule is that it pro-
vides the correlation effect that exists in the mind of the survey respon-
dent between the two antecedents. Psychologists have told us that it is
just about impossible for humans to correlate more than two antecedents
(indicators) at a time, and that even correlating two antecedents at a time
is difficult. Using only one or two antecedents does not mean that a per-
son does not use more than this number of indicators to make a judgment;
it means that a person uses the indicators one or two at a time (this should
be viewed as a conjecture). This suggests the overall architecture for the
SJA should be parallel or hierarchical (see Section 8.3.4).

(b) How many rule bases need to be established? Each rule base has its own
SJA. When there is more than one rule base, each of the advisors is a so-
cial judgment subadvisor, and the outputs of these subadvisors can be
combined to create the structure of the overall SJA. If, for example, it has
been established that four indicators are equally important for the judg-
ment of flirtation, then there would be up to four single-antecedent rule
bases as well as six two-antecedent rule bases. These rule bases can be
rank ordered in importance by means of another survey in which the re-
spondents are asked to do this. Later, when the outputs of the different rule
bases are combined, they can be weighted using the results of this step.

There is a very important reason for using subadvisors for an SJA.
Even though the number of important indicators has been established for
the social judgment, it is very unlikely that they will all occur at the same
time in a social judgment situation. If, for example, touching, eye contact,
acting witty, and primping have been established as the four most impor-
tant indicators for flirtation, it is very unlikely that in a new flirtation sce-
nario all four will occur simultaneously. From your own experiences in
flirting, can you recall a situation when someone was simultaneously
touching you, made eye contact with you, was acting witty, and was also
primping? Not very likely! Note that a missing observation is not the
same as an observation of zero value; hence, even if it were possible to
create four antecedent rules, none of those rules could be activated if one
or more of the indicators had a missing observation. It is, therefore, very
important to have subadvisors that will be activated when one or two of
these indicators are occurring.

More discussions about this are in Section 8.3.4.
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6. Survey people (experts) to provide consequents for the rules. If, for example,
a single antecedent has five FSs associated with it, then respondents would be
asked five questions. For two-antecedent rules, where each antecedent is
again described by five FSs, there would be 25 questions. The order of the
questions should be randomized so that respondents do not correlate their an-
swers from one question to the next. In Step 4 above, the names of the conse-
quent FSs were established. Each single-antecedent rule is associated with a
question of the form:

IF the antecedent is (state one of the antecedent’s FSs),
THEN there is (state one of the consequent’s FSs) of the behavior.

Each two-antecedent rule is associated with a question of the form:

IF antecedent 1 is (state one of antecedent 1’s FSs)
and antecedent 2 is (state one of antecedent 2’s FSs),
THEN there is (state one of the consequent’s FSs) of the behavior.

The respondent is asked to choose one of the given names for the conse-
quent’s FSs. The rule base surveys will lead to rule consequent histograms,
because everyone will not answer a question the same way.

8.2.2 Some Survey Results

The following nine terms, shown in Fig. 8.1, are taken from the 32-word vocabu-
lary2 in Fig. 3.18 and are used as the codebook for the SJA: none to very little
(NVL), a bit (AB), somewhat small (SS), some (S), moderate amount (MOA), good
amount (GA), considerable amount (CA), large (LA), and maximum amount
(MAA). Table 8.1, which has been extracted from Table 3.6, summarizes the FOUs
and centroids of these words. These FOUs are being used only to illustrate our SJA
methodology. In actual practice, word survey data would have to be collected from
a group of subjects, using the words in the context of flirtation.

Our SJA was limited to rulebases for one-and two-antecedent rules, in which x1

and x2 denote touching and eye contact, respectively, and y denotes flirtation level.
Section 8.3.4 explains how to deduce the output for multiple antecedents using rule
bases consisting of only one or two antecedents. For all of the rules, the following
five-word subset of the codebook was used for both their antecedents and conse-
quents: none to very little, some, moderate amount, large, and maximum amount. It
is easy to see from Fig. 8.1 that these words cover the interval [0, 10]. Tables
8.2–8.4, which are taken from Mendel et al. (1999) and Chapter 4 of Mendel
(2001), provide the data collected from 47 respondents to the Step 6 surveys.

8.2.3 Data Preprocessing

Inevitably, there are bad responses and outliers in the survey histograms that need
to be removed before the histograms are used.

238 ASSISTING IN MAKING SOCIAL JUDGMENTS—SOCIAL JUDGMENT ADVISOR (SJA)
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Data preprocessing consists of three steps: (1) bad data processing, (2) outlier
processing, and, (3) tolerance limit processing, which are quite similar to the pre-
processing steps used in Chapter 3. Rule 2 in Table 8.2 is used below as an example
to illustrate the details of these three steps.

8.2.3.1 Bad Data Processing. This removes gaps (a zero between two
nonzero values) in a group of subject’s responses. In Table 8.2, for the question “IF

8.2 DESIGN AN SJA 239

Figure 8.1. Nine word FOUs ranked by their centers of centroid. Words 1, 4, 5, 8, and 9
were used in the Step 6 survey.

1. None to Very Little (NVL) 2. A Bit (AB) 3. Somewhat Small (SS)

4. Some (S) 5. Moderate Amount (MOA) 6. Good Amount (GA)

7. Considerable Amount (CA) 8. Large (LA) 9. Maximum Amount (MAA)

Table 8.1. FOU data for the nine-word codebook. All numerical values are from Table 3.6. Each
UMF and LMF is represented as a trapezoid (see Fig. 4.5). The fifth parameter for the LMF is its
height.

Center of 
Word UMF LMF Centroid centroid

1. None to [0, 0, 0.14, 1.97] [0, 0, 0.05, 0.66, 1] [0.22, 0.73] 0.48
very little

2. A bit [0.59, 1.50, 2.00, 3.41] [0.79, 1.68, 1.68, 2.21, 0.74] [1.42, 2.08] 1.75
3. Somewhat [0.59, 2.00, 3.25, 4.41] [2.29, 2.70, 2.70, 3.21, 0.42] [1.76, 3.43] 2.59

small
4. Some [1.28, 3.50, 5.50, 7.83] [3.79, 4.41, 4.41, 4.91, 0.36] [2.87, 6.13] 4.50
5. Moderate [2.59, 4.00, 5.50, 7.62] [4.29, 4.75, 4.75, 5.21, 0.38] [3.74, 6.16] 4.95

amount
6. Good [3.38, 5.50, 7.50, 9.62] [5.79, 6.50, 6.50, 7.21, 0.41] [5.11, 7.89] 6.50

amount
7. Considerable [4.38, 6.50, 8.25, 9.62] [7.19, 7.58, 0.37, 8.21] [5.97, 8.52] 7.25

amount
8. Large [5.98, 7.75, 8.60, 9.52] [8.03, 8.37, 0.57, 9.17] [7.50, 8.75] 8.13
9. Maximum [8.68, 9.91, 10, 10] [9.61, 9.97, 10, 10, 1] [9.50, 9.87] 9.68

amount

c08.qxd  2/21/2010  12:46 PM  Page 239

www.it-ebooks.info

http://www.it-ebooks.info/


there is some touching, THEN there is ______ flirtation,” three different conse-
quents were obtained: none to very little, some, and large. Observe that 33 respon-
dents selected none to very little, 12 selected some, only two selected large, and no
respondent selected moderate amount between some and large; hence, a gap exists
between some and large. Let G1 = {none to very little, some} and G2 = {large}. Be-
cause G1 has more responses than G2, it is passed to the next step of data prepro-
cessing and G2 is discarded. The remaining responses after bad data processing are
shown in the second row of Table 8.5.

8.2.3.2 Outlier Processing. Outlier processing uses a Box and Whisker test
[Walpole et al. (2007)]. As explained in Chapter 3, outliers are points that are unusu-
ally too large or too small. A Box and Whisker test is usually stated in terms of first
and third quartiles and an interquartile range. The first and third quartiles, Q(0.25)
and Q(0.75), contain 25% and 75% of the data, respectively. The interquartile range,
IQR, is the difference between the third and first quartiles; hence, IQR contains 50%
of the data between the first and third quartiles. Any datum that is more than 1.5 IQR
above the third quartile or more than 1.5 IQR below the first quartile is considered to
be an outlier [Walpole et al. (2007)].

240 ASSISTING IN MAKING SOCIAL JUDGMENTS—SOCIAL JUDGMENT ADVISOR (SJA)

Table 8.2. Histogram of survey responses for single-antecedent rules between indicator x1

= touching level and consequent y = flirtation level. Entries denote the number of
respondents out of 47 that chose the consequent 

Flirtation

Touching NVL S MOA LA MAA

1. NVL 42 3 2 0 0
2. S 33 12 0 2 0
3. MOA 12 16 15 3 1
4. LA 3 6 11 25 2
5. MAA 3 6 8 22 8

Source: Adapted from Mendel, 2001; © 2001, Prentice-Hall.

Table 8.3. Histogram of survey responses for single-antecedent rules between indicator x2

= eye contact level and consequent y = flirtation level. Entries denote the number of
respondents out of 47 that chose the consequent

Flirtation

Eye contact NVL S MOA LA MAA

1. NVL 36 7 4 0 0
2. S 26 17 4 0 0
3. MOA 2 16 27 2 0
4. LA 1 3 11 22 10
5. MAA 0 3 7 17 20

Source: Adapted from Mendel, 2001; © 2001, Prentice-Hall.
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Rule consequents are words modeled by IT2 FSs; hence, the Box and Whisker
test cannot be directly applied to them. In our approach, the Box and Whisker test is
applied to the set of centers of centroids formed by the centers of centroids of the
rule consequents. Focusing again on the rule in Table 8.5, the centers of centroids of
the consequent IT2 FSs NVL, S, MOA, LA, and MAA are first computed (see the last
column of Table 8.1), and are 0.48, 4.50, 4.95, 8.13, and 9.68, respectively. Then
the set of centers of centroids is

(8.1)

where each center of centroid is repeated a certain number of times according to the
number of respondents in Table 8.2. The Box and Whisker test is then applied to

{0.48, · · · , 0.48, 4.50, · · · , 4.50}

33 12

{ {
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Table 8.4. Histogram of survey responses for two-antecedent rules between indicators x1 =
touching and x2 = eye contact, and consequent y = flirtation level

Flirtationa

Touching/Eye contact NVL S MOA LA MAA

1. NVL/NVL 38 7 2 0 0
2. NVL/S 33 11 3 0 0
3. NVL/MOA 6 21 16 4 0
4. NVL/LA 0 12 26 8 1
5. NVL/MAA 0 9 16 19 3
6. S/NVL 31 11 4 1 0
7. S/S 17 23 7 0 0
8. S/MOA 0 19 19 8 1
9. S/LA 1 8 23 13 2

10. S/MAA 0 7 17 21 2
11. MOA/NVL 7 23 16 1 0
12. MOA/S 5 22 20 0 0
13. MOA/MOA 2 7 22 15 1
14. MOA/LA 1 4 13 17 12
15. MOA/MAA 0 4 12 24 7
16. LA/NVL 7 13 21 6 0
17. LA/S 3 11 23 10 0
18. LA/MOA 0 3 18 18 8
19. LA/LA 0 1 9 17 20
20. LA/MAA 1 2 6 11 27
21. MAA/NVL 2 16 18 11 0
22. MAA/S 2 9 22 13 1
23. MAA/MOA 0 3 15 18 11
24. MAA/LA 0 1 7 17 22
25. MAA/MAA 0 2 3 12 30

aEntries denote the number of respondents out of 47 that chose the consequent (adapted from Mendel,
2001, © 2001, Prentice-Hall).
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this crisp set, where Q(0.25) = 0.48, Q(0.75) = 4.50, and 1.5 IQR = 6.03. For Rule 2,
no data are removed in this step. On the other hand, for Rule 1, the three responses
to some and the two responses to moderate amount are removed.

8.2.3.3 Tolerance Limit Processing. Let m and � be the mean and standard
deviation of the remaining histogram data after outlier processing. If a datum lies in
the tolerance interval [m – k�, m + k�], then it is accepted; otherwise, it is rejected
[Walpole et al. (2007)]. k is determined such that one is 95% confident that the giv-
en limits contain at least 95% of the available data (see also Section 3.3.2, especial-
ly Table 3.2).

For the rule in Table 8.5, tolerance limit processing is performed on the set of
centers of centroids in equation (8.1), for which m = 1.55, � = 1.80, and k = 2.41.
No word is removed for this particular example; so, two consequents, none to very
little and some, are accepted for this rule.

The final preprocessed responses for the histograms in Tables 8.2, 8.3, and 8.4
are given in Tables 8.6, 8.7, and 8.8, respectively. Comparing each pair of tables,
observe that most responses have been preserved.

8.2.4 Rule Base Generation

Observe from Tables 8.6, 8.7, and 8.8 that the survey and data preprocessing lead to
rule-consequent histograms, but how the histograms should be used is an open
question. In Mendel (2001), three possibilities were proposed:

1. Keep the response chosen by the largest number of respondents.

2. Find a weighted average of the rule consequents for each rule.

3. Preserve the distributions of the expert responses for each rule.

Clearly, the disadvantage of keeping the response chosen by the largest number of
respondents is that this ignores all the other responses. The second method was
studied in detail in Mendel (2001). Using that method, when T1 FSs were used [see
Chapter 5 of Mendel (2001)], the consequent for each rule was a crisp number, c,
where

(8.2)c =
5
m =1 cm wm

5
m =1 wm�

�
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Table 8.5. Data preprocessing results for the 47 responses to the question “IF there is some
touching, THEN there is ________ flirtation”

Number of responses NVL S MOA LA MAA

Before preprocessing 33 12 0 2 0
After bad data processing 33 12 0 0 0
After outlier processing 33 12 0 0 0
After tolerance limit processing 33 12 0 0 0
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in which cm is the centroid [Mendel (2001)] of the mth T1 consequent FS, and wm is
the number of respondents for the mth consequent. When IT2 FSs were used [see
Chapter 10 of Mendel (2001)], the consequent for each rule was an interval, C,
where

(8.3)

in which Cm is the centroid of the mth IT2 consequent FS. 
The disadvantages of using equations (8.2) or (8.3) are: (1) there is information

lost when converting the T1 or IT2 consequent FSs into their centroids, and (2) it is
difficult to describe the aggregated rule consequents (c or C) linguistically. 

Our approach is to preserve the distributions of the expert responses for each rule
by using a different weighted average to obtain the rule consequents, as illustrated
by the following example.

Example 8.1. Observe from Table 8.6 that when the antecedent is some (S) there
are two valid consequents, so that the following two rules will be fired: 

R2
1: If touching is some, then flirtation is none to very little.

R2
2: If touching is some, then flirtation is some.

These two rules should not be considered of equal importance because they have
been selected by different numbers of respondents. An intuitive way to handle this

C =
5
m =1 Cm wm

5
m =1 wm

�

�
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Table 8.6. Preprocessed histograms of Table 8.2

Flirtation

Touching NVL S MOA LA MAA

1. NVL 42 0 0 0 0
2. S 33 12 0 0 0
3. MOA 12 16 15 3 0
4. LA 0 6 11 25 2
5. MAA 0 6 8 22 8

Table 8.7. Preprocessed histograms of Table 8.3

Flirtation

Eye contact NVL S MOA LA MAA

1. NVL 36 0 0 0 0
2. S 26 17 4 0 0
3. MOA 0 16 27 0 0
4. LA 0 3 11 22 10
5. MAA 0 0 0 17 20
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is to assign weights to the two rules, where the weights are proportional to the num-
ber of responses, for example, the weight for R2

1 is 33/45 = 0.73, and the weight for
R2

2 is 12/45 = 0.27. The aggregated consequent ~Y2 for R2
1 and R2

2 is

(8.4)

~Y2 is computed by the algorithm introduced in Section 5.6. The result is shown in
Fig. 8.2.

Without loss of generality, assume there are N different combinations of an-
tecedents (e.g., N = 5 for the single-antecedent rules in Tables 8.6 and 8.7, and N =
25 for the two-antecedent rules in Table 8.8), and each combination has M possible
different consequents (e.g., M = 5 for the rules in Tables 8.6–8.8); hence, there can
be as many as MN rules. Denote the mth consequent of the ith combination of the

Ỹ 2 =
33NV L + 12 S

33 + 12
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Table 8.8. Preprocessed histograms of Table 8.4

Flirtation

Touching/Eye contact NVL S MOA LA MAA

1. NVL/NVL 38 0 0 0 0
2. NVL/S 33 11 3 0 0
3. NVL/MOA 0 21 16 0 0
4. NVL/LA 0 12 28 0 0
5. NVL/MAA 0 9 16 19 3
6. S/NVL 31 11 4 1 0
7. S/S 17 23 7 0 0
8. S/MOA 0 19 19 0 0
9. S/LA 0 8 23 13 2

10. S/MAA 0 7 17 21 2
11. MOA/NVL 0 23 16 0 0
12. MOA/S 0 22 20 0 0
13. MOA/MOA 0 7 22 15 1
14. MOA/LA 0 4 13 17 12
15. MOA/MAA 0 4 12 24 7
16. LA/NVL 0 13 21 0 0
17. LA/S 0 11 23 0 0
18. LA/MOA 0 3 18 18 8
19. LA/LA 0 0 0 17 20
20. LA/MAA 0 0 0 11 27
21. MAA/NVL 0 16 18 11 0
22. MAA/S 0 9 22 13 1
23. MAA/MOA 0 3 15 18 11
24. MAA/LA 0 0 0 17 22
25. MAA/MAA 0 0 0 12 30
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antecedents as ~Yi
m (m = 1, 2, . . . , M, i = 1, 2, . . . , N), and the number of responses

to ~Yi
m as wi

m. For each i, all M ~Yi
m can be combined first into a single IT2 FS by a spe-

cial LWA (computed by the algorithm introduced in Section 5.6):

(8.5)

~Yi then acts as the (new) consequent for the ith rule. By doing this, the distribution
of the expert responses has been preserved for each rule. Examples of ~Yi for single-
antecedent and two-antecedent rules are depicted in Figs. 8.4(a), 8.6(a), and 8.7.

8.2.5 Computing the Output of the SJA

The previous section described how a simplified rulebase can be generated from a
survey. In this subsection, we explain how PR is used to compute an output of the
SJA for a new input ~X.

First consider single-antecedent rules of the form

(8.6)

where ~Yi are computed by equation (8.5). In PR, the Jaccard similarity measure
(Section 6.4) is used to compute the firing levels of the rules (i = 1, . . . , N),

(8.7)

where X� and F�i are the UMFs of ~X and ~Fi, and X and Fi are the corresponding
LMFs. Once f i are computed, the output FOU of the SJA is computed as

(8.8)

The subscript C in ~YC stands for consensus because ~YC is obtained by aggregating
the survey results from a population of people, and the resulting SJA is called a con-
sensus SJA. Because only the nine words in Fig. 8.1 are used in the SJAs, the simi-

ỸC =
�

N
i =1 f i Ỹ i

N
i =1 f i�

f i = smJ (X̃, F̃ i ) =
�

X min( X (x ), F
i
(x ))dx + X min( X (x ), F i (x ))dx

X max( X (x ), F
i
(x ))dx + X max( X (x ), F i (x ))dx

�
� �

R i : IF x is F̃ i , THEN y is Ỹ i i = 1 , . . . , N

Ỹ i =
M
m =1 wi

m Ỹ i
m

M
m =1 wi

m

�

�
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Figure 8.2. ~Y2 obtained by aggregating the consequents of R2
1 (NVL) and R2

2 (S).

NVL S Ỹ2
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larities among them can be precomputed, and f i in equation (8.8) can be retrieved
from Table 8.9. Finally, ~YC is mapped into a word in the Fig. 8.1 vocabulary also
using the Jaccard similarity measure.3

Next consider two-antecedent rules of the form 

(8.9)

The firing levels are computed as

(8.10)

where in this book ★ is the minimum t-norm. Again, smJ(
~X1,

~Fi
1) and smJ(

~X2,
~Fi

2)
can be obtained from the precomputed similarities in Table 8.9. When all f i are ob-
tained, the output FOU is computed again using equation (8.8) and mapped back
into a word in the Fig. 8.1 vocabulary using the Jaccard similarity measure. 

8.3 USING AN SJA

As mentioned above [see equation (8.8)], each SJA that is designed from a survey is
referred to as a consensus SJA, because it is obtained by using survey results from a
group of people. Figure 8.3 depicts4 one way to use an SJA to advise (counsel) an
individual about a social judgment. An individual is given a questionnaire similar to
the one used in Step 6 of the knowledge mining process, and his/her responses are
obtained for all the words in the vocabulary. These responses can then be compared
with the outputs of the consensus SJA. If some or all of the individual’s responses
are “far” from those of the consensus SJA, then some action could be taken to sen-

f i = smJ (X̃ 1 , F̃ i
1 ) smJ (X̃ 2 , F̃ i

2 ) i = 1 , . . . , N★

Ri : IF x 1 is F̃ i
1 and x2 is F̃ i

2 , THEN y is Ỹ i i = 1 , . . . , N
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Table 8.9. Similarities among the nine words used in the SJAs. Taken from Table 4.1.

NVL AB SS S MOA GA CA LA MAA

None to very little (NVL) 1 0.11 0.08 0.01 0 0 0 0 0
A bit (AB) 0.11 1 0.40 0.10 0.02 0 0 0 0
Somewhat small (SS) 0.08 0.40 1 0.25 0.12 0.02 0 0 0
Some (S) 0.01 0.10 0.25 1 0.73 0.33 0.20 0.06 0
Moderate amount (MOA) 0 0.02 0.12 0.73 1 0.37 0.21 0.06 0
Good amount (GA) 0 0 0.02 0.33 0.37 1 0.63 0.32 0.03
Considerable amount (CA) 0 0 0 0.20 0.21 0.63 1 0.50 0.04
Large (LA) 0 0 0 0.06 0.06 0.32 0.50 1 0.05
Maximum amount (MAA) 0 0 0 0 0 0.03 0.04 0.05 1

3The Jaccard similarity measure is used here instead of the average subsethood (see Section 4.4) because
~YC and the mapped word belong to the same domain (vocabulary), that is, both of them represent the lev-
el of flirtation.
4The material in this paragraph is similar to Section 4.3.4 in Mendel (2001).
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sitize the individual about these differences. More details about this are give in this
section.

8.3.1 Single-Antecedent Rules: Touching and Flirtation

In this subsection, the single-antecedent SJA, which describes the relationship be-
tween touching and flirtation, is studied; it is denoted SJA1. A consensus SJA1 is
constructed from Table 8.6, and is compared with an individual SJA.

When equation (8.5) is used to combine the different responses for each an-
tecedent into a single consequent for the rule data in Table 8.6, one obtains the rule
consequents depicted in Fig. 8.4(a). As a comparison, the rule consequents obtained
from the original rule data in Table 8.2 are depicted in Fig. 8.4(b). Observe that:

1. The consequent for none to very little (NVL) touching is a left-shoulder FOU
in Fig. 8.4(a), whereas it is an interior FOU in Fig. 8.4(b). The former seems
more reasonable to us.

2. The consequent for some (S) touching in Fig. 8.4(a) is similar to that in Fig.
8.4(b), except that it is shifted a little to the left. This is because the two
largest responses [large (LA)] in Table 8.2 are removed in preprocessing.

3. The consequent for moderate amount (MOA) touching in Fig. 8.4(a) is simi-
lar to that in Fig. 8.4(b), except that it is shifted a little to the left. This is be-
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Figure 8.3. One way to use the SJA for a social judgment.

Consensus SJA

Compare Action / Decision

Individual’s
Response

X

YI

YC

Figure 8.4. Flirtation-level consequents of the five rules for the single-antecedent touching
SJA1: (a) with data preprocessing and (b) without data preprocessing. The level of touching
is indicated at the top of each figure.

Y1

NVL

NVL  S 

(a)

(b)

MOA LA MAA

 S MOA LA MAA

Y2 Y3 Y4 Y5
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cause the largest response [maximum amount (MAA)] in Table 8.2 is re-
moved in preprocessing.

4. The consequent for large (LA) is similar to that in Fig. 8.4(b), except that it is
shifted a little to the right. This is because the three smallest responses [none
to very little (NVL)] in Table 8.2 are removed in preprocessing.

5. The consequent for maximum amount (MAA) is similar to those in Fig.
8.4(b), except that it is shifted a little to the right. This is because the three
smallest responses [none to very little (NVL)] in Table 8.2 are removed in
preprocessing.

The consequents ~Y1–
~Y5 shown in Fig. 8.4(a) are used in the rest of this section

for the consensus SJA1. Its five-rule rule base is

R1: If touching is NVL, then flirtation is ~Y1.

R2: If touching is S, then flirtation is ~Y2.

R3: If touching is MOA, then flirtation is ~Y3.

R4: If touching is LA, then flirtation is ~Y4.

R5: If touching is MAA, then flirtation is ~Y5.

For an input-touching level, the output of SJA1 can easily be computed by PR, as
illustrated by the following example.

Example 8.2. Let observed touching be considerable amount (CA). From the sev-
enth row of Table 8.9 the following firing levels of the five rules are obtained:

f1 = smJ(CA, NVL) = 0 

f2 = smJ(CA, S) = 0.20 

f3 = smJ(CA, MOA) = 0.21 

f4 = smJ(CA, LA) = 0.50 

f5 = smJ(CA, MAA) = 0.04

The resulting ~YC computed from equation (8.8) is depicted in Fig. 8.5 as the dashed
curve. The similarities between ~YC and the nine words in the Fig. 8.1 vocabulary are
computed to be

smJ(
~YC, NVL) = 0 smJ(

~YC, AB) = 0 smJ(
~YC, SS) = 0.07

smJ(
~YC, S) = 0.55 smJ(

~YC, MOA) = 0.73 smJ(
~YC, GA) = 0.37 

smJ(
~YC, CA) = 0.19 smJ(

~YC, LA) = 0.04 smJ(
~YC, MAA) = 0 

Because ~YC and MOA have the largest similarity, ~YC is mapped into the word MOA.

When PR is used to combine the rules and any of the nine words in Fig. 8.1 are
used as inputs, the outputs of the consensus SJA1 are mapped to words shown in the
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second column of Table 8.10. Observe that, generally, the flirtation level increases
as touching increases, as one would expect.

Next, assume that for the nine codebook words an individual gives the respons-
es5 shown in the third column of Table 8.10. Observe that this individual’s respons-
es are generally the same as or higher than ~YC. This means that this individual may
overreact to touching.

The similarities between the consensus outputs ~YC and the individual’s respons-
es ~YI are shown in the fourth column of Table 8.10. ~YI and ~YC are said to be “signif-
icantly different” if smJ(

~YC, ~YI) is smaller than a threshold �. Let � = 0.5. Then, ex-
cept for the first two inputs (NVL and AB), ~YI and ~YC are significantly different.
Some action could be taken to sensitize the individual about these differences.

8.3.2 Single-Antecedent Rules: Eye Contact and Flirtation

In this subsection, another single-antecedent SJA, which describes the relationship
between eye contact and flirtation, is studied; it is denoted SJA2. A consensus SJA2

is constructed from Table 8.7 and is compared with an individual SJA.
When equation (8.5) is used to combine the different responses for each an-

tecedent into a single consequent for the rule data in Table 8.7, one obtains the rule
consequents depicted in Fig. 8.6(a). As a comparison, the rule consequents obtained
from the original rule data in Table 8.3 are depicted in Fig. 8.6(b). The rule conse-
quents for NVL, MOA, LA, and MAA are different in these two figures. The conse-
quents in Fig. 8.6(a) are used by SJA2.

When PR is used to combine the rules and any of the nine words in Fig. 8.1 are
used as inputs, the outputs of the consensus SJA2 are mapped to words shown in the
second column of Table 8.11. Observe that generally the flirtation level increases as
eye contact increases, as one would expect.

Assume that for the nine codebook words an individual gives the responses
shown in the third column of Table 8.11. Observe that this individual’s responses
are generally the same as or lower than those from the consensus SJA2. This means
that this individual may underreact to eye contact.

The similarities between the consensus outputs ~YC and the individual’s responses
~YI are shown in the fourth column of Table 8.11. Again, let the threshold be � = 0.5.
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Figure 8.5. ~YC (dashed curve) and the mapped word (MOA, solid curve) when the input is
considerable amount of touching.

MOA

5The individual is asked the following question for each of the nine codebook words: “If there is (one of
the nine codebook words) touching, then what is the level of flirtation?” and the answer must also be a
word from the nine-word codebook.
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Figure 8.6. Flirtation-level consequents of the five rules for the single-antecedent eye con-
tact SJA2: (a) with data preprocessing and (b) without data preprocessing. The level of eye
contact is indicated at the top of each figure.

NVL  S MOA LA MAA

NVL  S MOA LA MAA

Ỹ5

(a)

(b)

Y1 Y2 Y3 Y4

Table 8.10. A comparison between the consensus SJA1 outputs and an individual’s
responses

Flirtation level

Touching Consensus (~YC) Individual (~YI) Similarity smJ(
~YC, ~YI)

None to very little (NVL) NVL NVL 1
A bit (AB) AB AB 1
Somewhat small (SS) AB SS 0.40
Some (S) SS MOA 0.12
Moderate amount (MOA) SS MOA 0.12
Good amount (GA) S LA 0.06
Considerable amount (CA) MOA LA 0.06
Large (LA) GA LA 0.32
Maximum amount (MAA) CA MAA 0.04

Table 8.11. A comparison between the consensus SJA2 outputs and an individual’s
responses

Flirtation level

Eye contact Consensus (~YC) Individual (~YI) Similarity smJ(
~YC, ~YI)

None to very little (NVL) NVL NVL 1
A bit (AB) AB NVL 0.11
Somewhat small (SS) SS AB 0.40
Some (S) S AB 0.10
Moderate amount (MOA) S SS 0.25
Good amount (GA) MOA S 0.73
Considerable amount (CA) GA MOA 0.37
Large (LA) CA GA 0.63
Maximum amount (MAA) LA GA 0.32
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Then, when eye contact is {AB, SS, S, MOA, CA, MAA}, ~YI and ~YC are significantly dif-
ferent. Some action could be taken to sensitize the individual about these differences.

8.3.3 Two-Antecedent Rules: Touching/Eye Contact and Flirtation

The previous two subsections have considered single-antecedent rules. This subsec-
tion considers two-antecedent (touching and eye contact) rules, whose correspond-
ing SJA is denoted SJA3.

When equation (8.5) is used to combine the different responses for each pair of
antecedents into a single consequent for the rule data in Table 8.8, one obtains the
25 rule consequents ~Y1,1–~Y5,5 depicted in Fig. 8.7. Observe that the rule consequent
becomes larger (i.e., moves towards the right in the [0,10] interval) as either input
increases, which is intuitive.

The 25-rule rulebase of SJA3 is
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Figure 8.7. Flirtation-level consequents of the 25 rules for the two-antecedent consensus
SJA3 with data preprocessing. The levels of touching and eye contact are indicated at the top
of each figure.

NVL / NVL NVL / S NVL / MOA NVL / LA NVL / MAA

S / NVL S / S S / MOA S / LA S / MAA

MOA / NVL MOA / S MOA / MOA MOA / LA MOA / MAA

LA / NVL LA / S LA / MOA LA / LA LA / MAA

MAA / NVL MAA / S MAA / MOA MAA / LA MAA / MAA

Y1,1 Y1,2 Y1,3 Y1,4 Y1,5

Y3,1

Y4,1 Y4,2 Y4,3 Y4,4 Y4,5

Y5,1 Y5,2 Y5,3 Y5,4 Y5,5

Y3,2 Y3,3 Y3,4 Y3,5

Y2,1 Y2,2 Y2,3 Y2,4 Y2,5

R 1,1 : IF touching is NVL and eye contact is NVL, THEN flirtation is Ỹ 1,1 .
...

R 1,5 : IF touching is NVL and eye contact is MAA, THEN flirtation is Ỹ 1,5 .
...

R 5,1 : IF touching is MAA and eye contact is NVL, THEN flirtation is Ỹ 5,1 .
...

R 5,5 : IF touching is MAA and eye contact is MAA, THEN flirtation is Ỹ 5,5 .
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For input touching and eye contact levels, the output of SJA3 can easily be com-
puted by PR, as illustrated by the following example.

Example 8.3. Let observed touching be considerable amount (CA) and observed
eye contact be a bit (AB). Only 12 of the possible 25 firing levels are nonzero, and
they are obtained from the seventh and the second rows of Table 8.9, as

f 2,1 = min{smJ(CA, S), smJ(AB, NVL)} = min(0.20, 0.11) = 0.11

f 2,2 = min{smJ(CA, S), smJ(AB, S)} = min(0.20, 0.10) = 0.10

f 2,3 = min{smJ(CA, S), smJ(AB, MOA)} = min(0.20, 0.02) = 0.02

f 3,1 = min{smJ(CA, MOA), smJ(AB, NVL)} = min(0.21, 0.11) = 0.11

f 3,2 = min{smJ(CA, MOA), smJ(AB, S)} = min(0.21, 0.10) = 0.10

f 3,3 = min{smJ(CA, MOA), smJ(AB, MOA)} = min(0.21, 0.02) = 0.02

f 4,1 = min{smJ(CA, LA), smJ(AB, NVL)} = min(0.50, 0.11) = 0.11

f 4,2 = min{smJ(CA, LA), smJ(AB, S)} = min(0.50, 0.10) = 0.10

f 4,3 = min{smJ(CA, LA), smJ(AB, MOA)} = min(0.50, 0.02) = 0.02

f 5,1 = min{smJ(CA, MAA), smJ(AB, NVL)} = min(0.04, 0.11) = 0.04

f 5,2 = min{smJ(CA, MAA), smJ(AB, S)} = min(0.04, 0.10) = 0.04

f 5,3 = min{smJ(CA, MAA), smJ(AB, MOA)} = min(0.04, 0.02) = 0.02

The resulting ~YC computed from equation (8.8) is depicted in Fig. 8.8 as the dashed
curve. The similarities between ~YC and the nine words in the Fig. 8.1 vocabulary are
computed to be

smJ(
~YC, NVL) = 0 smJ(

~YC, AB) = 0.06 smJ(
~YC, SS) = 0.21

smJ(
~YC, S) = 0.76 smJ(

~YC, MOA) = 0.68 smJ(
~YC, GA) = 0.26

smJ(
~YC, CA) = 0.14 smJ(

~YC, LA) = 0.03 smJ(
~YC, MAA) = 0

Because ~YC and some (S) have the largest similarity, ~YC is mapped into the word
some (S).

When PR is used to combine the rules, and any pair of the nine words in Fig. 8.1
are used as observed inputs for touching and eye contact, there are a total of 81
combinations of these two inputs. The 81 SJA outputs and the words that are most

252 ASSISTING IN MAKING SOCIAL JUDGMENTS—SOCIAL JUDGMENT ADVISOR (SJA)

Figure 8.8. ~YC (dashed curve) and the mapped word (S, solid curve) when touching is con-
siderable amount (CA) and eye contact is a bit (AB).

S
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similar to them are shown in Fig. 8.9. Observe that, generally, the flirtation level in-
creases as either one or both inputs increase, as one would expect.

Once the consensus SJA3 is constructed, one can again check an individual’s re-
sponses against it, as he or she did for SJA1 and SJA2. The procedures are quite
similar, so they are not repeated here.

8.3.4 On Multiple Indicators

Generally, people have difficulties in answering questions with more than two an-
tecedents. So, in the survey each rule consists of only one or two antecedents; how-
ever, in practice an individual may observe one indicator or more than one indica-
tors. An interesting problem is how to deduce the output for multiple antecedents
sing rule bases consisting of only one or two antecedents.

For the sake of this discussion, assume there are four indicators of flirtation,
touching, eye contact, acting witty, and primping, and that the following ten SJAs
have been created:

These ten SJAs can be used as follows:

1. When only one indicator is observed, only one single-antecedent SJA from
SJA1–SJA4 is activated.

2. When only two indicators are observed, only one two-antecedent SJA from
SJA5–SJA10 is activated.

3. When more than two indicators are observed, the output is computed by ag-
gregating the outputs of the activated two-antecedent SJAs.6 For example,
when the observed indicators are touching, eye contact, and primping, three

8.3 USING AN SJA 253

6Some of the four single-antecedent SJAs, SJA1–SJA4, are also fired; however, they are not used because
they do not fit the inputs as well as two-antecedent SJAs, since the latter account for the correlation be-
tween two antecedents, whereas the former do not.

SJA1: IF touching is , THEN flirtation is .

SJA2: IF eye contact is , THEN flirtation is .

SJA3: IF acting witty is , THEN flirtation is .

SJA4: IF primping is , THEN flirtation is .

SJA5: IF touching is and eye contact is , THEN flirtation is .

SJA6: IF touching is and acting witty is , THEN flirtation is .

SJA7: IF touching is and primping is , THEN flirtation is .

SJA8: IF eye contact is and acting witty is , THEN flirtation is .

SJA9: IF eye contact is and primping is , THEN flirtation is .

SJA10 : IF acting witty is and primping is , THEN flirtation is .
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two-antecedent SJAs—SJA5, SJA7, and SJA9—are activated, and each one
gives a flirtation level. The final output is some kind of aggregation of the re-
sults from these three SJAs. There are different aggregation operators, such
as mean, linguistic weighted average, and maximum. An intuitive approach is
to survey the subjects about the relative importance of the four indicators and
then determine the linguistic relative importance of SJA5–SJA10. These rela-
tive importance words can then be used as the weights for SJA5–SJA10, and
the final flirtation level can then be computed by a linguistic weighted aver-
age.

A diagram of the proposed SJA architecture for different numbers of indicators
is shown in Fig. 8.10.

8.3.5 On First and Succeeding Encounters

In a social judgment situation, one may have to distinguish between a “first en-
counter” and “succeeding encounters.” In a first encounter one has no memory
about the social judgment for an individual; for example, when A meets B for the
first time in a flirtation situation, A has no memory of B’s “flirtation status.” When
A meets B in succeeding flirtation situations A brings his memory of B’s previous
flirtation status into his social judgment. So, different SJAs may be used to distin-
guish between a first encounter and succeeding encounters; however, exactly how
to do this is an open question.

8.4 DISCUSSION

A prevailing paradigm for examining social judgments would be to examine the in-
fluence of various factors on the variable of interest using linear approaches, for ex-
ample, linear regression. Unfortunately, perceptions regarding the variable of inter-
est may not be linear but, rather, step-like. A linear model is unable to capture such
nonlinear changes, whereas the Per-C is able to do this because of its nonlinear na-
ture. In summary, the main differences between linear approaches and an SJA are:
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Figure 8.10. An SJA architecture for one to four indicators.
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1. The former are determined only from numerical data (e.g., regression coeffi-
cients are fitted to numerical data) whereas the SJA is determined from lin-
guistic information, that is, a collection of if–then rules that are provided by
people.

2. The rules, when properly collected, convey the details of a nonlinear rela-
tionship between the antecedents of the rule and the consequent of the rule.

3. An SJA can directly quantify a linguistic rule and can provide a linguistic
output; a regression model cannot do this.

4. Regression models can, however, include nonlinear regressors (e.g., interac-
tion terms), which make them also nonlinear functions of their inputs. How-
ever, the structure of the nonlinearities in the SJA is not prespecified, as it
must be for a regression model; it is a direct result of the mathematics of the
SJA.

5. An SJA is a variable structure model, in that it simultaneously provides ex-
cellent local and global approximations to social judgments, whereas a re-
gression model can only provide global approximations to social judgments.
By “variable structure model” is meant that only a (usually) small subset of
the rules are fired for a given set of inputs, and when the inputs change, so
does the subset of fired rules, and this happens automatically because of the
mathematics of the SJA.

6. The way in which uncertainty is dealt with. Typically, in a linear regression
model individuals are forced to translate their assessment into absolute num-
bers, for example, 1, 2, 3, 4. In contrast a person can interact with the SJA us-
ing normal linguistic phrases, for example, about eye contact (one of the indi-
cators of flirtation), such as “eye contact is moderate.”

7. Finally, if determining the level of flirtation were easy, we would all be ex-
perts; but it is not, and we are not. In fact, many times we get “mixed sig-
nals.” Fuzzy logic leads to an explanation and potential resolution of “mixed
signals,” through the simultaneous firing of more than one rule, each of
which may have a different consequent. So the SJA also provides us with in-
sight into why determining whether or not we are being flirted with is often
difficult. The same should also be true for other social judgments. We do not
believe that this is possible using a regression model.

8.5 CONCLUSIONS

An application of the Per-C to a social judgment has been introduced in this chap-
ter. First, histograms are obtained from surveys. Three preprocessing steps are then
used to remove bad responses and outliers. Because for each combination of inputs
there may be several different consequents, PR is used to combine these conse-
quents into a single one; hence, the rule base is greatly simplified. PR is also used to
infer the output FOU for input words that are not used in the survey. Finally, the
output FOU is mapped back into a word in the codebook using the Jaccard similari-
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ty measure. So, from a user’s point of view, he or she is interacting with the Per-C
using only words from a vocabulary. 

The techniques introduced in this chapter should be applicable to many situa-
tions in which rule-based decision making is needed, and inputs and outputs are
words.
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CHAPTER 9

Assisting in Hierarchical Decision
Making—Procurement
Judgment Advisor (PJA)

9.1 INTRODUCTION

Recall from Chapter 1 that by “hierarchical decision making” is meant decision
making by a single individual, group, or organization that is based on comparing
the performance of competing alternatives, such as an individual’s performance in
an athletic, dancing, or cooking competition, a group or individual’s proposal for
solving a problem or building a product, product selection (e.g., which car should I
purchase?), where each alternative is first evaluated or scored (this process may it-
self involve a hierarchical process involving criteria and subcriteria), after which
the evaluations or scores are compared at a higher level to arrive at either a single
winning competitor or a subset of winners. What can make this challenging is that
the evaluations or scores of the subcriteria and criteria can use numbers, or inter-
vals, or T1 FSs, or even words modeled by IT2 FSs.

This chapter is directed at the following hierarchical multicriteria missile evalua-
tion problem [Mon et al. (1994)]. A contractor has to decide which of three compa-
nies is going to get the final mass production contract for the missile. The contractor
uses five criteria to base his/her final decision, namely: tactics, technology, mainte-
nance, economy, and advancement. Each of these criteria has some associated tech-
nical subcriteria; for example, for tactics the subcriteria are effective range, flight
height, flight velocity, reliability, firing accuracy, destruction rate, and kill radius,
whereas for economy the subcriteria are system cost, system life, and material limi-
tation.

The contractor creates a performance evaluation table in order to assist in choos-
ing the winning system. Table 9.1 is an example of such a table.1 Contained within
this table are three columns, one for each of the three competing systems. The rows
of the table are partitioned into the five criteria, and each of the partitions has addi-
tional rows, one for each of its subcriteria. Entries into this table for the three sys-
tems are evaluations of the subcriteria. Additionally, weights are assigned to all of
1The weights and subcriteria performance evaluation data are the same as in Tables I and II of Chen
(1996b).
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the subcriteria, because they are not of equal importance. These weights are fuzzy
numbers, for example, around seven, around five, and so on. The subcriteria evalu-
ations range from numbers to words.

Somehow, the contractor has to aggregate this disparate information, and this is
even more difficult because the five criteria are themselves not of equal importance
and have their own fuzzy weights assigned to them. This chapter demonstrates how
NWAs can be used to assist the contractor in making a final decision. The result is a
procurement judgment advisor (PJA).

To begin, Section 9.2 provides a very complete description of the missile evalu-
ation problem. Section 9.3 introduces a Per-C approach for missile evaluation. Sec-
tion 9.4 provides examples that demonstrate the use and results of Per-C. Section
9.5 summarizes a number of prior approaches that have been taken to this hierarchi-
cal decision making problem that use T1 FSs and compares them with Per-C. Sec-
tion 9.6 draws conclusions. The Appendix summarizes some other hierarchical
multicriteria decision making applications in which the Per-C can be used to assist
in making a final decision.

9.2 MISSILE EVALUATION PROBLEM STATEMENT

The missile evaluation problem is summarized in Fig. 9.1, a figure that is adopted
from [Mon et al. (1994)] where it first appeared. It is very clear from this figure that
this is a multicriteria and two-level decision making problem. At the first level, each
of the three systems (A, B, and C) is evaluated for its performance on five criteria:
tactics, technology, maintenance, economy, and advancement. The lines emanating
from each of the systems to these criteria indicate these evaluations, each of which in-
volves a number of important (but not shown) subcriteria and their weighted aggre-
gations that are described below. The second level in this hierarchical decision mak-
ing problem involves a weighted aggregation of the five criteria for each of the three
systems.

Table 9.1, which is a performance evaluation table, summarizes all of the infor-
mation about this problem. Observe the following:
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Figure 9.1. Structure of evaluating competing tactical missile systems from three companies
[Mon et al. (1994)].
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1. The major criteria are not equally weighted, but instead are weighted using
fuzzy numbers2 (T1 FSs, as depicted in Fig. 9.2 and Table 9.2) in the follow-
ing order of importance: tactics, advancement, economy, technology, and
maintenance. These weightings were established ahead of time by the con-
tractor and not by the companies.

9.2 MISSILE EVALUATION PROBLEM STATEMENT 261

Table 9.1. Performance evaluation table. Criteria with their weights, subcriteria with their
weights, and subcriteria performance valuation data for the three systems

Item Weighting System A System B System C

Criterion 1: Tactics 9̃
1. Effective range (km) 7̃ 43 36 38
2. Flight height (m) 1̃ 25 20 23
3. Flight velocity (M. No) 9̃ 0.72 0.80 0.75
4. Reliability (%) 9̃ 80 83 76
5. Firing accuracy (%) 9̃ 67 70 63
6. Destruction rate (%) 7̃ 84 88 86
7. Kill radius (m) 6̃ 15 12 18

Criterion 2: Technology 3̃
8. Missile scale (cm) (l × d – span) 4̃ 521 × 35 – 135 381 × 34 – 105 445 × 35 – 120
9. Reaction time (min) 9̃ 1.2 1.5 1.3

10. Fire rate (round/min) 9̃ 0.6 0.6 0.7
11. Antijam (%) 8̃ 68 75 70
12. Combat capability 9̃ Very Good Good Good

Criterion 3: Maintenance 1̃
13. Operation condition requirement 5̃ High Low Low
14. Safety 6̃ Very Good Good Good
15. Defiladea 2̃ Good Very Good Good
16. Simplicity 3̃ Good Good Good
17. Assembly 3̃ Good Good Poor

Criterion 4: Economy 5̃
18. System cost (10,000) 8̃ 800 755 785
19. System life (years) 8̃ 7 7 5
20. Material limitation 5̃ High Low Low

Criterion 5: Advancement 7̃
21. Modularization 5̃ Averageb Good Averageb

22. Mobility 7̃ Poor Very Good Good
23. Standardization 3̃ Good Good Very Good

aDefilade means to surround by defensive works so as to protect the interior when in danger of being command-
ed by an enemy’s guns.
bThe word general used in Cheng (1999) has been replaced by the word average, because it was not clear to us
what general meant.

2It is common practice to use a tilde overmark to denote a fuzzy number that is modeled using a T1 FS.
Even though it is also common practice to use such a tilde overmark to denote an IT2 FS, we shall not
change this common practice for a fuzzy number in this chapter. Instead, we shall indicate in the text
when the fuzzy number ~n is modeled either as a T1 FS or as an IT2 FS.
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2. Tactics has seven subcriteria, technology and maintenance each have five
subcriteria, and economy and advancement each have three subcriteria;
hence, there are 23 subcriteria all of which were established ahead of time by
the contractor and not by the companies.

3. All of the subcriteria are weighted using fuzzy numbers. These weightings
have also been established ahead of time by the contractor and not by the
companies, and have been established separately within each of the five crite-
ria and not simultaneously across all of the 23 subcriteria.

4. The performance evaluations for all 23 subcriteria are shown for the three
systems, and are either numbers or words. It is assumed that each company
designed, built, and tested a small number of its missiles after which they
were able to fill in the numerical performance scores. It is not clear how the
linguistic scores were obtained, so it is speculated that the contractor provid-
ed them based on other evidence and perhaps on some subjective rules.

5. How to aggregate all of this data seems like a daunting task, especially since
it involves numbers, fuzzy numbers for the weights, and words.

6. Finally, we believe there should be an uncertainty band for each numerical
score because the numbers correspond to measurements of physical proper-
ties obtained from an ensemble of test missiles. Those bands have not been
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Figure 9.2. Membership function (MF) for a fuzzy number ~n (see Table 9.2).

x1 x2 x3
x

n~
1

µn (x)~

Table 9.2. Fuzzy numbers and their corresponding MFs 

Fuzzy numbersa (x1, x2, x3)

1̃ (1, 1, 2)
2̃ (1, 2, 3)
3̃ (2, 3, 4)
4̃ (3, 4, 5)
5̃ (4, 5, 6)
6̃ (5, 6, 7)
7̃ (6, 7, 8)
8̃ (7, 8, 9)
9̃ (8, 9, 9)

Source: Chen (1996a). 
aObserve that 1̃ and 9̃ are left- and right-shoulder MFs, respectively.
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provided, but will be assumed in this chapter to inject some additional real-
ism into this application.

9.3 PER-C FOR MISSILE EVALUATION: DESIGN

Recall that the Per-C has three components: encoder, CWW engine, and decoder.
When perceptual computing is used for the missile evaluation problem, each of
these components must be considered.

9.3.1 Encoder

In this application, mixed data are used—crisp numbers, T1 fuzzy numbers, and
words. The codebook contains the crisp numbers, the T1 fuzzy numbers with their
associated T1 FS models (Fig. 9.2 and Table 9.2), and the words and their IT2 FS
models.

To ensure that NWAs would not be unduly influenced by large numbers, all of
the Table 9.1 numbers were mapped into [0, 10]. Let x1, x2, and x3 denote the raw
numbers for Systems A, B, and C, respectively. For the 13 subcriteria whose inputs
are numbers, those raw numbers were transformed into

(9.1)

Examining Table 9.1, observe that the words used for the remaining 10 subcrite-
ria are {low, high} and {poor, average, good, very good}. Because this application
is being used merely to illustrate how a Per-C can be used for missile system evalu-
ation, and we do not have access to domain experts, interval end-point data were
not collected for these words in the context of this application. Instead, the code-
book from Table 3.6 [see also Liu and Mendel (2008)] is used. Unfortunately, none
of the six words that are actually used in this application appear in that codebook.
So, each word was mapped into a word that was felt to be a synonym for it. The
mappings are:

(9.2)

(9.3)

The IT2 FS models of the six words are shown in Fig. 9.3.
As in Chapter 7, where it was first observed that some subcriteria may have a

positive connotation and others may have a negative connotation, a similar situation

P oor � Small

Average � Medium

Good � Large

Very Good � Very Large
}

Low � Low Amount

High � High Amount

x i � x i =
10x i

max( x 1 , x 2 , x 3)
�
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occurs here. Observe from Table 9.1 that the following six subcriteria have a nega-
tive connotation:

1. Flight height. The lower the flight height, the better, because it is then more
difficult for a missile to be detected by radar.

2. Missile scale. A smaller missile is harder to detect by radar.

3. Reaction time. A missile with shorter reaction time can respond more quickly.

4. System cost. The cheaper the better.

5. Operation condition requirement. A missile with a lower operation condition
require-ment can be deployed more easily and widely.

6. Material limitation. A missile with a lower material limitation can be pro-
duced more easily, especially during wartime.

The first four of these subcriteria have numbers as their inputs. For them, a pre-
processing step is needed to convert a large x�i into a small number x*i and a small x�i
into a large number x*i , that is

(9.4)

and then equation (9.1) is applied to x*i:

(9.5)

Equations (9.4) and (9.5) can be summarized by one equation:

(9.6)

Example 9.1. Suppose that x1 = 3, x2 = 4, and x3 = 5. Then when these numbers are
mapped into [0, 10] using equation (9.1) they become x�1 = 10(3/5) = 6, x�2 = 10(4/5)
= 8, and x�3 = 10(5/5) = 10. On the other hand, for subcriteria with negative connota-

x i � x � =
10 min( x 1 , x 2 , x 3)

x i

x *
i � x �

i =
10x *

i

max( x *
1 , x *

2 , x *
3 )

x i � x *
i = 1 /xi
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Figure 9.3. IT2 FS models for the six words used in missile evaluation.

Low High Poor 

Average Good Very Good
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tion, these numbers are mapped into [0, 10] using equation (9.6), and they become
x�1 = 10(3/3) = 10, x�2 = 10(3/4) = 7.5, and x�3 = 10(3/5) = 6. 

For the other two subcriteria with a negative connotation (operation condition re-
quirement and material limitation), antonyms [Kim et al. (2000), Novák (2001),
Soto and Trillas (1999), Zadeh (2005)] are used for the words in equations (9.2) and
(9.3):

(9.7)

where 10 – A is the antonym of a T1 FS A, and 10 is the right end of the domain of
all FSs used in this chapter. The definition in equation (9.7) can easily be extended
to IT2 FSs:

(9.8)

where 10 – ~A is the antonym of an IT2 FS ~A. Because an IT2 FS is completely char-
acterized by its LMF and UMF, each of which is a T1 FS, �10– ~A (x) in equation (9.8)
is obtained by applying equation (9.7) to both A and A�.

Comment: Using these mappings, the highest score for the numerical subcriteria
that have a positive connotation is always assigned the value 10, and the lowest
score for the numerical subcriteria that have a negative connotation is also always
assigned the value 10. What if such scores are not actually “good” scores? Assign-
ing it our highest value does not then seem to be correct.

In this type of procurement competition, the contractor often sets specifications
on numerical performance subcriteria. Unfortunately, such specifications do not ap-
pear in any of the published articles about this application, so we have had to do the
best we can without them. If, for example, the contractor had set a specification for
reliability as at least 85%, then (see Table 9.1) no company should get a 10. A dif-
ferent kind of normalization would then have to be used.

9.3.2 CWW Engine

NWAs are used as our CWW engine. Each major criterion has an NWA computed
for it. Consider System A as an example. Examining Table 9.1, observe that the
NWA for Tactics (~YA1) is a FWA (because the weights are T1 FSs and the subcrite-
ria evaluations are numbers), whereas the NWAs for Technology (~YA2), Mainte-
nance (~YA3), Economy (~YA4), and Advancement (~YA5) are LWAs (because at least
one subcriterion evaluation is a word modeled by an IT2 FS). More specifically:

(9.9)

(9.10)ỸA2 =
12
i =8 X̃ Ai W̃ i

12
i =8 W̃ i

�
�

ỸA1 =
7
i =1 X Ai W i

7
i =1 W i�

�

µ10 − Ã (x ) = µÃ (10 − x ), �x

µ10 − A (x ) = µA (10 − x ), �x
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(9.11)

(9.12)

(9.13)

These five NWAs are then aggregated by another NWA to obtain the overall per-
formance of System A, ~YA, as follows:

(9.14)

As a reminder to the reader, when i = {2, 8, 9, 18}, equation (9.4) must be used,
and when i = {13, 20}, the antonyms of the corresponding word-IT2 FSs must be
used. For all other values of i, the numbers or word-IT2 FSs are used directly.

9.3.3 Decoder

The decoder computes ranking, similarity, and centroid. Rankings of the three sys-
tems are obtained for the six NWA results in equations (9.9)–(9.14) using the cen-
troid-based ranking method introduced in Section 4.3.3.

Similarity is computed only for the three systems’ overall performances ~YA, ~YB,
and ~YC so that one can observe how similar the overall performances are for them.

Centroids are also computed for the three systems’ ~YA, ~YB, and ~YC, and provide
a measure of uncertainty for each system’s overall ranking, since ~YA, ~YB, and ~YC

have propagated both numerical and linguistic uncertainties through their calcula-
tions.

9.4 PER-C FOR MISSILE EVALUATION: EXAMPLES

This section contains examples that illustrate the missile evaluation results for dif-
ferent scenarios. Example 9.2 uses the data that are in Table 9.1 as is. Examples 9.4
and 9.5 use intervals for all numerical values (Example 9.3 explains how such inter-
vals can be normalized); for example, in Example 9.4 each numerical value x (ex-
cept Missile scale) is changed to the interval [x – 10%x, x + 10%x] for all three
companies, and in Example 9.5 x is changed to [x – 10%x, x + 10%x] for System A,
[x – 20%x, x + 20%x] for System B, and [x – 5%x, x + 5%x] for System C. Using
more realistic data intervals instead of numbers is something that was mentioned
earlier at the end of Section 9.2 in Item 6.

ỸA =
9̃ỸA1 + 3̃ỸA2 + 1̃ỸA3 + 5̃ỸA4 + 7̃ỸA5

9̃ + 3̃ + 1̃ + 5̃ + 7̃

ỸA5 =
23
i =21 X̃ Ai W̃ i

�23
i =21 W̃ i

�

ỸA4 =
20
i =18 X̃ Ai W̃ i

20
i =18 W̃ i

�
�

ỸA3 =
17
i =13 X̃ Ai W̃ i

17
i =13 W̃ i

�
�
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Example 9.2. As just mentioned, this example uses the data that are in Table 9.1 as
is. In all figures, System A is represented by the solid curve, System B is represent-
ed by the dashed curve, and System C is represented by the dotted curve. In order to
simplify the notation in the figures, the notations ~YAj,

~YBj, and ~YCj are used for ag-
gregated results for Criterion j and for Systems A, B, and C, respectively. The cap-
tion of each figure indicates the name of Criterion j (j = 1, 2, . . . , 5) and the num-
bering of the criteria corresponds to their numbering in Table 9.1.

FOUs for Tactics, Technology, Maintenance, Economy, and Advancement are
depicted in Figs. 9.4(a)–(e), respectively. FOUs for Overall Performance are de-
picted in Fig. 9.4(f). Observe from Fig. 9.4(f) that not only is FOU(~YB) visually well
to the right of the other two FOUs, but its average centroid (which is on the hori-
zontal axis) is also well to the right of those for Systems A and C. So, based on
ranking alone, System B would be declared the winner. This happens because Sys-
tem B ranks first in Maintenance, Economy, and Advancement by significant
amounts. Although it ranks last for Tactics and Technology, its FOUs for these two
criteria are very close to those of Systems A and C.
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Figure 9.4. Example 9.2. Aggregation results for (a) Criterion 1: Tactics; (b) Criterion 2:
Technology; (c) Criterion 3: Maintenance; (d) Criterion 4: Economy; (e) Criterion 5: Ad-
vancement; and, (f) Overall performances of the three systems. The average centroids for
Systems A, B, and C are shown in all figures by *, �, and �, respectively. The FOUs in
(b)–(f) are not filled in so that the three IT2 FSs can be distinguished more easily.
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Table 9.3 summarizes the similarities between ~YA, ~YB, and ~YC. Observe that ~YB is
not very similar to either ~YA or ~YC, so choosing System B as the winner is further re-
inforced, that is, it is not a close call.

Finally, the centroids of ~YA, ~YB, and ~YC (Table 9.4) are CA = [6.92, 7.67], CB =
[8.59, 9.19], and CC = [7.99, 8.65]. Let the numerical rankings be the average cen-
troids. It follows that cA = 7.30, cB = 8.89, and cC = 8.32.

Define

(9.15)

where cA,l and cA,r are the left and right endpoints of CA, respectively. Similarly, de-
fine �B and �C as

(9.16)

(9.17)

Then, �A = 0.37, �B = 0.30, and �C = 0.33. One way to use these half-lengths is to
summarize the rankings as r = c ± �, that is, rB = 8.89 ± 0.30, rC = 8.32 ± 0.33, and
rA = 7.30 ± 0.37. Note that the centroids can also be interpreted as ranking bands
and that there is no or little overlap of these bands in this example. All these results
are summarized in Table 9.4.

Not only does System B have the largest ranking but it also has the smallest un-
certainty band about that ranking and ~YB is not very similar to either ~YA or ~YC.
Choosing System B as the winner seems the right thing to do. This decision is also
consistent with those obtained in [Chen (1996a, 1996b), Chen (1999), and Mon et
al. (1994)].

As we have explained in Item 6 of Section 9.2, in reality there are uncertainties
about each of the numbers in Table 9.1 except Missile scale, which is fixed once
the missile design is finished. In the remaining examples, uncertainty intervals
are assigned to each of these numbers, except Missile scale, so that the effects
of such uncertainties on the overall performances of the three companies can be
studied.

δC =
cC,r − cC,l

2

δB =
cB,r − cB,l

2

δA =
cA,r − cA,l

2
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Table 9.3. Similarities of ~Y in Example 9.2 for the three
companies

System ~YA
~YB

~YC

~YA 1 0.05 0.18
~YB 0.05 1 0.31
~YC 0.18 0.31 1

c09.qxd  3/18/2010  8:32 AM  Page 268

www.it-ebooks.info

http://www.it-ebooks.info/


For the 10 subcriteria that have a positive connotation, the uncertainty intervals
are

(9.18)

Note that max(x1, x2, x3) is used as an upper limit so that the converted number is
not larger than 10 [see equation (9.19)]. The specific choice(s) made for v are ex-
plained in the examples. Equation (9.1) is then used for the two end-points in equa-
tion (9.18), i.e.,

(9.19)

For the two subcriteria (Flight height and Reaction time) that have a negative
connotation, the uncertainty intervals are

(9.20)

Note that min(x1, x2, x3) is used as a lower limit so that the converted number is not
larger than 10 [see equation (9.21)]. Equation (9.6) is then used for the two end
points in equation (9.20), so that

(9.21)

The following example illustrates equations (9.18)–(9.21).

Example 9.3. As in Example 9.1, suppose that x1 = 3, x2 = 4, and x3 = 5. Let v = 10.
For a subcriterion with positive connotation, it follows from equation (9.18) that x1

� [2.7, 3.3], x2 � [3.6, 4.4], and x3 � [4.5, 5]. Using (9.19), one finds that

[α �
i , β �

i ] →
10 min( α �

1 , α �
2 , α �

3)
β �

i

,
10 min( α �

1 , α �
2 , α �

3)
α �

i

⎡
⎣

⎤
⎦

⎢ ⎥

x i → [max( x i − v%x i , min( x 1 , x 2 , x 3)) , x i + v%x i )] ≡ [α �
i , β �

i ], i = 1 , 2, 3

[α i , β i ] →
10α i

max( β1 , β2 , β3)
,

10β i

max( β1 , β2 , β3)
⎡
⎣

⎤
⎦

⎢ ⎥

x i → [x i − v%x i , min( x i + v%x i , max( x 1 , x 2 , x 3))] ≡ [α i , β i ], i = 1 , 2, 3
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Table 9.4. Centroids, centers of centroid, and ranking bands of ~Y for various uncertainties

±10% for System A, 
0% for all ±10% for all ±20% for System B, 

three systems, three systems, and ±5% for System C, 
System Example 9.2 Example 9.4 Example 9.5

A CA [6.92, 7.67] [6.59, 7.53] [6.48, 7.42]
cA 7.30 7.06 6.95
rA 7.30 ± 0.37 7.06 ± 0.47 6.95 ± 0.47

B CB [8.59, 9.19] [8.24, 8.99] [7.93, 8.83]
cB 8.89 8.61 8.38
rB 8.89 ± 0.30 8.61 ± 0.37 8.38 ± 0.45

C CC [7.99, 8.65] [7.70, 8.58] [7.66, 8.42]
cC 8.32 8.14 8.04
rC 8.32 ± 0.33 8.14 ± 0.44 8.04 ± 0.38
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[2.7, 3.3] � [10(2.7/5), 10(3.3/5)] = [5.4, 6.6]

[3.6, 4.4] � [10(3.6/5), 10(4.4/5)] = [7.2, 8.8]

[4.5, 5] � [10(4.5/5), 10(5/5)] = [9, 10];

For a subcriterion with negative connotation, it follows from equation (9.20) that
x1 � [3, 3.3], x2 � [3.6, 4.4], and x3 � [4.5, 5.5]. Using equation (9.21), one finds
that

[3, 3.3] � [10(3/3.3), 10(3/3)] = [9.1, 10]

[3.6, 4.4] � [10(3/4.4), 10(3/3.6)] = [6.8, 8.3]

[4.5, 5.5] � [10(3/5.5), 10(3/4.5)] = [5.5, 6.7].

Example 9.4. In this example each numerical value x in Table 9.1 except Missile
scale is changed by the same percentage amount to the interval [x – 10%x, x +
10%x]. We are interested to learn if such uncertainty intervals change the rankings
of the three companies. FOUs for Tactics, Technology, Maintenance, Economy, and
Advancement are depicted in Figs. 9.5(a)–(e), respectively. The overall perfor-
mances of the three systems are depicted in Fig. 9.5(f). System B still appears to be
the winning system.

Comparing the results in Fig. 9.5 with their counterparts in Fig. 9.4, observe that
generally the FOUs have larger support. Particularly, the T1 FSs in Fig. 9.4(a) are
triangular whereas the T1 FSs in Fig. 9.5(a) are trapezoidal. This is because in Fig.
9.4(a) the inputs to the subcriteria are numbers and the weights are triangular T1
FSs and, hence, the � =1 �-cut on ~YA1 (~YB1, or ~YC1) is an AWA, whereas in Fig.
9.5(a) the inputs to the subcriteria are intervals and the weights are triangular T1
FSs and, hence, the � = 1 �-cut on ~YA1 (~YB1, or ~YC1) is an IWA.

Table 9.5 summarizes the similarities between ~YA, ~YB, and ~YC. Observe that ~YC is
much more similar to ~YB in this example than it was in Example 9.2. Consequently,
one may be less certain about choosing System B as the winner when there is ±10%
uncertainty on all of the numbers in Table 9.1 than when there is no uncertainty on
those numbers.

The centroids, centers of centroids, and the ranking bands of ~YA, ~YB, and ~YC are
shown in Table 9.4. Observe that not only does System B still have the largest rank-
ing but it still has the smallest uncertainty band about that ranking. However, when
there is ±10% uncertainty on all of the numbers in Table 9.1, not only do the nu-
merical rankings for the three companies shift to the left (to lower values) but the
uncertainty bands about those rankings increase. The overlap between the ranking
bands of Systems B and C also increases.

In short, even though System B could still be declared the winner, one is less certain
about doing this when there is ±10% uncertainty on all of the numbers in Table 9.1.

Example 9.5. In this example each numerical value x in Table 9.1 is changed to [x –
10%x, x + 10%x] for System A, [x – 20%x, x + 20%x] for System B and [x – 5%x, x
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+ 5%x] for System C. FOUs for Tactics, Technology, Maintenance, Economy, and
Advancement are depicted in Figs. 9.6(a)–(e), respectively. The overall perfor-
mances of the three systems are depicted in Fig. 9.6(f). Observe that the UMF
(LMF) of ~YC is completely inside the UMF (LFM) of ~YB; so, it is difficult to declare
System B the winner.

Table 9.6 summarizes the similarities between ~YA, ~YB, and ~YC. Observe that ~YC is
more similar to ~YB in this example than in Example 9.4, so one may be less certain
about choosing System B as the winner in this case.
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Figure 9.5. Example 9.4. Aggregation results for (a) Criterion 1: Tactics; (b) Criterion 2:
Technology; (c) Criterion 3: Maintenance; (d) Criterion 4: Economy; (e) Criterion 5: Ad-
vancement; and, (f) Overall performances of the three systems. The average centroids for
Systems A, B, and C are shown in all figures by *, �, and �, respectively.
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Table 9.5. Similarities of ~Y in Example 9.4 for the three
companies

System ~YA
~YB

~YC

~YA 1 0.14 0.33
~YB 0.14 1 0.59
~YC 0.33 0.59 1
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The centroids, centers of centroids, and the ranking bands of ~YA, ~YB, and ~YC are
shown in Table 9.4. Now the ranking bands for Systems B and C overlap a lot,
which is why it is difficult to declare System B the winner.

This example clearly demonstrates that providing only average values for the
subcriteria in Table 9.1 can lead to misleading conclusions. Uncertainty bands
about those average values can change conclusions dramatically.

In summary, our Per-C approach can consider scenarios with different levels of
uncertainties and, hence, evaluate the robustness of the final decision, for example,
the numerical rankings of the three companies (c) when  v [see equations (9.18) and
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Figure 9.6. Example 9.5. Aggregation results for (a) Criterion 1: Tactics; (b) Criterion 2:
Technology; (c) Criterion 3: Maintenance; (d) Criterion 4: Economy; (e) Criterion 5: Ad-
vancement; and, (f) Overall performances of the three systems. The average centroids for
Systems A, B, and C are shown in all figures by *, �, and �, respectively.

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

y

u

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

y

u

W1 = 9
~~ ~

~ ~

~

W2 = 3
~

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

y

u

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

y

u

W3 = 1
~

W4 = 5
~

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

y

u

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

y

u

W5 = 7
~

YB1YA1YC1
~ ~ ~

YB2YA2YC2
~ ~ ~

YA3YC3YB3
~ ~ ~

YA4YC4   YB4
~ ~ ~

YA5
~

YB5YC5
~ ~

YBYA YC
~ ~ ~

(b)(a)

(d)(c)

(f)(e)

Table 9.6. Similarities of ~Y in Example 9.5 for the three
companies

System ~YA
~YB

~YC

~YA 1 0.24 0.27
~YB 0.24 1 0.64
~YC 0.27 0.64 1
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(9.20)] changes by the same amount for all three systems from 0 to 20, are shown in
Fig. 9.7(a), and the corresponding � [see equations (9.15)–(9.17)] are shown in Fig.
9.7(b). Observe that System B is always the best choice, but as v increases, c de-
creases and � increases, which means that the ranking band overlap between ~YB and
~YC increases and, hence, the lead of System B over System C decreases.

9.5 COMPARISONS WITH PREVIOUS APPROACHES

In this section, the results from our Per-C approach are compared with results from
three previous approaches to the missile evaluation problem. We are only able to do
this for the 0% situation of Example 9.2, because none of the previous methods
were developed to handle intervals of numbers for the subcriteria.

9.5.1 Comparison with Mon et al.’s Approach

Mon et al. (1994) appear to be the first to work on “performance evaluation and op-
timal design of weapon systems [as] multiple criteria decision making problems”
using FSs. They perform the following steps (we comment on some of these steps
below):

1. Convert each subcriterion entry in Table 9.1 into either 1 if the (contractor’s
specified) subcriterion is satisfied or 0.5 or 0 if the subcriterion is not satisfied.3

2. Aggregate the subcriteria crisp scores by first adding them (implying that
they are given the same weight) to provide a total score, and then mapping it
into a fuzzy number. The fuzzy numbers are then put into a 3 × 5 fuzzy judg-
ment matrix X. An example of computing the total scores for Tactics and
Maintenance, based on the entries in Table 9.1, is shown in Table 9.7 and4 the
fuzzy judgment matrix is given in equation (9.22):

(9.22)

A

X = B

C

Tactics Technology Maintenance Economy Advancement

⎡

⎢
⎢
⎣

5̃ 1̃ 7̃ 3̃ 1̃

7̃ 5̃ 5̃ 5̃ 7̃

1̃ 3̃ 1̃ 1̃ 5̃

⎤

⎥
⎥
⎦

⎢ ⎥
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3For Tactics, the following specifications are given [Mon et al. (1994)]: “If the effective range is further
than 40 km, the flight height is smaller than 20 m, the flight velocity is greater than 0.8 Mach number, re-
liability is greater than 80%, firing accuracy is greater than 65%, destruction rate is greater than 85%,
and kill radius is greater than 15 m, then the corresponding score of the [each] subcriterion is 1; other-
wise, the score is 0.5.” For Maintenance, the following specifications are given [Mon et al. (1994)]: “If
the subcriteria are good or higher, their scores are 1; if they are poor the score is 0; otherwise, the scores
are 0.5.” Specifications are not provided in [Mon et al. (1994)] for Technology, Economy, and Advance-
ment.
4There is no obvious connection between the total scores in Table 9.7 and their fuzzy counterparts in
equation (9.22), something that we comment upon later in this section.
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3. Assign fuzzy importance weights (fuzzy numbers) to each of the five criteria.
These weights are indicated in Table 9.1.

4. Compute a total fuzzy judgment matrix Y by multiplying each element of X by
its fuzzy weight:

(9.23)

The multiplications are performed using �-cuts, for many values of �, the re-
sult for each � being Y�, where:

A

Y = B

C

Tactics Technology Maintenance Economy Advancement

⎡
⎢

⎢⎣

5̃ × 9̃ 1̃ × 3̃ 7̃ × 1̃ 3̃ × 5̃ 1̃ × 7̃

7̃ × 9̃ 5̃ × 3̃ 5̃ × 1̃ 5̃ × 5̃ 7̃ × 7̃

1̃ × 9̃ 3̃ × 3̃ 1̃ × 1̃ 1̃ × 5̃ 5̃ × 7̃

⎤
⎥

⎥⎦

⎢
⎢

⎥⎥
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Figure 9.7. (a) Ranking of the three systems, c, and (b) half-length of ranking band, �, when
v changes from 0 to 20.
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Table 9.7. Mon et al.’s (1994) scores and total scores for the tactics and maintenance
criteria for the three missile systems

Tactics Maintenance
__________________ __________________

System A B C System A B C

Effective range 1 0.5 0.5 Operation 1 0.5 0.5
Flight height 0.5 1 0.5 condition
Flight velocity 0.5 1 0.5 requirement
Reliability 1 1 0.5 Safety 1 0.5 0.5
Firing accuracy 1 1 0.5 Defilade 0.5 1 0.5
Destruction rate 0.5 1 1 Simplicity 0.5 0.5 0.5
Kill radius 1 0.5 1 Assembly 0.5 0.5 0

Total score 5.5 6 4.5 Total score 3.5 3 2
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(9.24)

Each element of Y� is an interval (yil)� = [(yl
il)�, (yr

il)�] (i = 1, 2, 3 and l = 1,
. . . , 5).

5. Construct a crisp judgment matrix J(�) = {jik(�)}i=1,2,3,k=1,2,. . . ,5, where

(9.25)

in which � � [0, 1] is called an index of optimism and jik(�) is called the de-
gree of satisfaction. When jik(�) is 0 or ½ or 1 the decision maker is called
pessimistic, moderate, or optimistic, respectively. In Mon et al. (1994) results
are provide for these three values of �.

6. Compute the entropy, ei, for each system, as

(9.26)

where

(9.27)

7. Normalize the three entropies by diving each entropy number by the sum of the
three entropy numbers, leading to three entropy weights, one for each compa-
ny. This is done for sampled values of � � [0, 1] and for specified values of �.

8. Choose the winning company as the one that has the largest entropy.

Mon et al. (1994) demonstrate that System B is the winner (which agrees with
our results) and System A is better than System C (which does not agree with our
results; see Table 9.4, column 3) for the three values of � mentioned in Step 5, and
for all values of �. Note that in their approach:

1. Words are not modeled (probably because they did not know how to do this);
instead, they are ranked in an ad hoc manner using the crisp numbers 0, 0.5,
and 1.

2. When a numerical subcriterion is not satisfied, a company is assigned a score
of 0.5 (or 0) regardless of how far away its score is from its specification;
hence, useful information is lost.

3. Each subcriterion is weighted the same when the total score is computed,
which is counterintuitive, and is very different from the weightings that are
used in Table 9.1.

f ik =
j ik (α )

max
k

j ik (α )

ei = −
5

�
k =1

f ik log2( f ik ), i = 1 , 2, 3

j ik (α ) = λy l
ik (α ) + (1 − λ )yr

ik (α )

A

Yα = B

C

Tactics Technology Maintenance Economy Advancement

⎡
⎢

⎢⎣

(5̃ × 9̃)α (1̃ × 3̃)α (7̃ × 1̃)α (3̃ × 5̃)α (1̃ × 7̃)α
(7̃ × 9̃)α (5̃ × 3̃)α (5̃ × 1̃)α (5̃ × 5̃)α (7̃ × 7̃)α
(1̃ × 9̃)α (3̃ × 3̃)α (1̃ × 1̃)α (1̃ × 5̃)α (5̃ × 7̃)α

⎤
⎥

⎥⎦

⎢
⎢

⎥⎥
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4. How the “total score” is converted into a fuzzy number is not explained and
seems very strange and inconsistent (e.g., for Tactics, 5.5 � 5̃, 6 � 7̃, and 4.5
� 1̃, and for Maintenance, 3.5 � 7̃, 3 � 5̃, and 2 � 1̃). Information is lost
when this is done.

5. Step 6 is controversial since entropy is a measure of uncertainty rather than a
measure of overall performance of a system.

6. Their procedure has to be repeated for many values of � and �. Although the
same result was obtained in Mon et al. (1994) for all values of � and �, there
is no guarantee that results could not depend on both � and �, in which case
conflicting conclusions could be reached.

9.5.2 Comparison with Chen’s First Approach

Chen has published two approaches (1996a, 1996b) for the same missile evaluation
problem. In Chen (1996a), he:

1. Converts each subcriterion entry in Table 9.1 into either 1 if the (contractor’s
specified) subcriterion is satisfied or 2 or 3 if the subcriterion is not satisfied.

2. Aggregates the subcriteria crisp scores by first adding them (implying that
they are given the same weight) to provide a total score, and then mapping it
into a fuzzy number. The fuzzy numbers are then put into a 3 × 5 fuzzy rank
score matrix5 X. An example for computing the total scores of Tactics and
Maintenance, based on the entries in Table 9.1, is shown in Table 9.8 and the
fuzzy rank score matrix is given in equation (9.28). Observe that Table 9.8 is
quite similar to Table 9.7, except that scores 0, 0.5, and 1 have been replaced
by 3, 2, and 1, respectively, and equation (9.28) is analogous to equation
(9.22):

(9.28)

3. Assigns fuzzy importance weights (fuzzy numbers) to each of the five crite-
ria. These weights are indicated in Table 9.1.

4. Multiplies each element of X by its fuzzy importance weight, and then adds
the resulting five fuzzy numbers for each company to obtain three (triangle)
fuzzy numbers,6 RA, RB, and RC. For triangle and trapezoidal fuzzy numbers
(as in Table 9.2) Chen explains how to do this without having to use �-cuts.
His results are:

A

X = B

C

Tactics Technology Maintenance Economy Advancement

⎡

⎢

⎢

⎣

1̃0 9̃ 8̃ 5̃ 7̃

9̃ 7̃ 9̃ 4̃ 4̃

1̃2 8̃ 1̃1 6̃ 5̃

⎤
⎥

⎥
⎦

⎢ ⎥
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5This term is synonymous with Mon et al.’s (1994) “fuzzy judgment matrix.”
6Recall that a triangle fuzzy number can be specified as (a, b, c), where a and c are its base end points
and b is its apex location.
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RA = (140, 199, 257),  RB = (106, 159, 222),  RC = (146, 208, 290) (9.29)

5. Defuzzifies each of these fuzzy numbers to obtain the rank of the three com-
panies,  namely:

R�A = 198.75,  R�B = 161.5,  R�C = 210.5 (9.30)

6. Chooses the winning company as the one that has the smallest rank. The
smallest number is the winner because in Chen (1996a) 1 is of higher rank
than 2 or 3.

By this method, Chen arrives at the same results as Mon et al., namely System B
is the winner and System A is better than System C.

Comparing Chen’s first approach with Mon et al.’s, we see that:

1. Words are still not modeled; instead, they are ranked in an ad hoc manner us-
ing the crisp numbers 3, 2, and 1.

2. It appears that Chen started with Mon et al.’s scores and mapped 1 into 1, 0.5
into 2, and 0 into 3, regardless of how far away a score is from its specifica-
tion hence, again useful information is lost.

3. Each subcriterion is weighted the same when the total score is computed,
which again is counterintuitive and very different from the weightings that
are used in Table 9.1.

4. How the “total score” is converted into a fuzzy number is now transparent,
for example, 9 � 9̃, which overcomes one of our objections to Mon et al.’s
approach.

5. Chen’s first approach only has to be performed one time since it does not de-
pend on �-cuts nor does it use a (variable) index of optimism, which over-
comes another one of our objections to Mon et al.’s approach.
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Table 9.8. Chen’s (1996a) scores and total scores for the tactics and maintenance criteria
for the three missile systems

Tactics Maintenance
__________________ __________________

System A B C System A B C

Effective range 1 2 2 Operation 1 2 2
Flight height 2 1 2 condition
Flight velocity 2 1 2 requirement
Reliability 1 1 2 Safety 1 2 2
Firing accuracy 1 1 2 Defilade 2 1 2
Destruction rate 2 1 1 Simplicity 2 2 2
Kill radius 1 2 1 Assembly 2 2 3

Total score 10 9 12 Total score 8 9 11

c09.qxd  3/18/2010  8:32 AM  Page 277

www.it-ebooks.info

http://www.it-ebooks.info/


9.5.3 Comparison with Chen’s Second Approach

In Chen (1996b), Chen uses the index of optimism introduced in Mon et al.’s
(1994) approach, that is, he:

1. Assigns (for the first time) a fuzzy importance number to each of the subcriteria.

2. Ranks the subcriteria by using fuzzy ranking (1̃, 2̃, or 3̃), where now 3̃ is the
highest rank and 1̃ is the lowest rank. An example of this ranking for Tactics
and Maintenance, based on the entries in Table 9.1 that is consistent with
those entries, is shown in Table 9.9.

3. Computes a fuzzy score for each company by multiplying each subcriterion’s
fuzzy importance number by its fuzzy ranking and then adding all of these prod-
ucts to obtain three (triangle) fuzzy numbers, TA, TB, and TC. His results are:

(9.31)

4. Computes the �-cuts of TA, TB, and TC, for many values of �, where the �-
cuts of TA, TB, and TC are denoted [a1

(�), a2
(�)], [b1

(�), b2
(�)] and [c1

(�), c2
(�)], re-

spectively.

5. Lets � � [0, 1] be an index of optimism and constructs the following three
crisp scores:

(9.32)

6. Normalizes these crisp scores to obtain:

(9.33)

⎧⎪
⎪
⎨⎪⎪
⎩

N λ
a (A |α ) = D λ

a (A |α ) / [D λ
a (A |α ) + D λ

b (B |α ) + D λ
c (C |α )]

N λ
b (A |α ) = D λ

b (A |α ) / [D λ
a (A |α ) + D λ

b (B |α ) + D λ
c (C |α )]

N λ
c (A |α ) = D λ

c (A |α ) / [D λ
a (A |α ) + D λ

b (B |α ) + D λ
c (C |α )]

⎧⎪
⎪
⎨⎪⎪
⎩

D λ
a (A |α ) = λa (α )

1 + (1 − λ )a(α )
2

D λ
b (B |α ) = λb (α )

1 + (1 − λ )b(α )
2

D λ
c (C |α ) = λc (α )

1 + (1 − λ )c(α )
2

TA = (134, 234, 418), TB = (174, 276, 467), TC = (125, 226, 412)
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Table 9.9. Chen’s (1996b) scores for the tactics and maintenance criteria for the three
missile systems

Tactics Maintenance
__________________ __________________

System A B C System A B C

Effective range 3̃ 1̃ 2̃ Operation 3̃ 1̃ 1̃
Flight height 1̃ 3̃ 2̃ condition
Flight velocity 1̃ 3̃ 2̃ requirement
Reliability 2̃ 3̃ 1̃ Safety 2̃ 1̃ 1̃
Firing accuracy 2̃ 3̃ 1̃ Defilade 1̃ 2̃ 1̃
Destruction rate 1̃ 3̃ 2̃ Simplicity 1̃ 1̃ 1̃
Kill radius 2̃ 1̃ 3̃ Assembly 2̃ 2̃ 1̃
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7. Choose the winning company as the one that has the largest normalized crisp
score.

Chen (1996b) demonstrates that System B is again the winner and System A is
again better than System C for � = 0, 0.5 and 1, and for all values of �.

Comparing Chen’s second approach with his first approach and with Mon et
al.’s approach, we see that:

1. By assigning a fuzzy importance number to each subcriterion, Chen not only
overcomes the objection to Mon et al.’s method and his first approach, that
every subcriterion is weighted the same, but also introduces some uncertainty
into the importance of each subcriterion; however, he is still losing informa-
tion by first assigning a fuzzy importance number to each subcriterion and
then processing the ranked subcriteria.

2. Chen’s rankings are now consistent with the entries in Table 9.1.

3. Unlike Mon et al. (1994) and Chen (1996a), who used the fuzzy importance
weights that are shown in Table 9.1 for the main criteria, Chen does not use
them in his Step 3. In effect, this means that he is weighting each of the five
main criteria the same, which does not agree with the two previous studies.
Most likely, this was done because Chen did not know how to perform hierar-
chical aggregation involving fuzzy numbers.

4. As in Mon et al.’s approach (1994), Chen’s second approach has to be repeat-
ed for many values of � and �; and, although the same result was obtained in
Chen (1996b) for all values of � and �, there is no guarantee that results could
not depend on both � and �, in which case conflicting conclusions could again
be reached.

9.5.4 Discussion

Cheng (1999) has pointed out that because the fuzzy scores in Chen’s second ap-
proach (1996b) are not normalized, each score may be unduly influenced by one
large fuzzy number. He introduces a normalization method that “uses the fuzzy
numbers 1̃, 3̃,  5̃, 7̃, and 9̃ to indicate the relative contribution or impact of each ele-
ment on each governing objective or criterion . . . the fuzzy numbers are assigned
through comparison of the performance scores in the same criterion.”7 The actual
implementation of this is subjective, that is, it is possible for different people to
choose different fuzzy numbers.

Cheng obtains the results that System B is still the winner (which agrees with our
result), but now System C is better than System A (which also agrees with our result).

By this time, the reader will have noticed that each of the above approaches con-
tains questionable steps. The Per-C approach avoids all of them because of its dis-
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7Here 1̃ denotes almost equal importance, 3̃ denotes moderate importance of one over another, 5̃ denotes
strong importance, 7̃ denotes very strong importance, and 9̃ denotes extreme importance. These scales
are similar to those used in Saaty’s analytic hierarchy process (AHP) [Saaty (1980, 1982)], except that in
AHP crisp numbers instead of fuzzy numbers are used.
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tinguishing features, which are listed below in the Conclusions section. Because the
Per-C uses a NWA that includes a normalization of the subcriterion weights, it is
able to automatically overcome Cheng’s objection to Chen’s second approach with-
out having to introduce another subjective step.

9.6 CONCLUSIONS

This chapter has shown how the Per-C can be applied to a missile evaluation prob-
lem, which is a hierarchical multicriteria decision making problem, in which a con-
tractor has to decide which of three companies will be awarded a contract to manu-
facture a missile weapon system. It is representative of a class of procurement
judgment applications. Distinguishing features of our approach are:

1. No preprocessing of the subcriteria scores (e.g., by ranking) is done and,
therefore, no information is lost.

2. A wide range of mixed data can be used, from numbers to words. By not hav-
ing to convert words into a preprocessed rank, information is again not lost.

3. Uncertainties about the subcriteria scores as well as their weights flow
through all NWA calculations, so that our final company-performance FOUs
not only contain ranking and similarity information but also uncertainty in-
formation. No other existing method contains such uncertainty information.

4. Normalization automatically occurs in a NWA.

APPENDIX 9A: SOME HIERARCHICAL MULTICRITERIA DECISION-
MAKING APPLICATIONS

A fuzzy multiobjective transportation selection problem [Tzeng and Teng (1993)]
has already been described in Chapter 1. In this appendix, brief descriptions are
provided for six other hierarchical multicriteria decision-making applications in
which FSs have already been used. These applications are a sampling of the appli-
cations in which FSs have been used and others can be found in the literature.

� Tool Steel Material Selection. Wang and Chang (1995) considered FS based
multiple-criteria decision making in a manufacturing application, for exam-
ple, to select the most suitable tool steel materials for die design. Linguistic
terms, which were represented by T1 FSs, were used to describe the material
suitability ratings of various alternatives under different criteria and also for
the weights of the criteria. After a weighted aggregation, a ranking method
was used to find the most suitable tool steel material.

� New Product Screening [Zadeh (2005)]. New product development is both
complex and risky. It requires between six to seven ideas to generate a suc-
cessful product, and it is important to eliminate inferior products as soon as
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possible. Since most new product evaluation criteria ratings and their impor-
tance are described subjectively by linguistic terms, the FWA was used to ag-
gregate them into a fuzzy-possible-success rating (FPSR) of the product.
Then, the FPSR was translated back into linguistic terms to assist in decision
making. Compared with crisp-number-based approaches, the FWA approach
coped better with ambiguity and was also more user friendly.

� Network Security Systems Evaluation [Chang and Hung (2005)]. This appli-
cation is very similar to the missile systems evaluation application. The aim
was to select the best alternative from three different information technology
companies who provide alternatives of network security systems for the mili-
tary. A team of experts from the military decided on the ratings for the criteria
and their importance. Since the ratings and importance were vague and ex-
pressed by linguistic terms, the evaluation was carried out by the FWA. The
aggregated results were ranked to provide decision references.

� Competitiveness of Manufacturing Firms Evaluation [Kao and Liu (1999)].
In this application, competitiveness indices were computed for 15 firms se-
lected from the 74 largest machinery firms in Taiwan. Two main criteria—
technology and management—were used in the evaluation. Each criterion
also consisted of several subcriteria. Since the ratings for and the importance
of the subcriteria and criteria were represented by linguistic terms, FWAs
were used in the aggregation process.

� Damage Assessment of Existing Transmission Towers. Hathout (1993) intro-
duced a transmission structure damage assessment model that can be used for
fuzzy inferences made by an expert system about the overall stability of the
structure. In the proposed model, a transmission tower was decomposed into
six major components that were ranked by their importance to the overall sta-
bility of the tower. The FWA was used to combine the fuzzy condition ratings
of the structural components. In this way, the inherent human bias and subjec-
tive judgment that prevail during visual inspection of existing transmission
structures were incorporated into the transmission structure damage assess-
ment model.

� Engineering Design Evaluation. According to Vanegas and Labib (2001),
“engineering design evaluation is characterized by imprecise (vague) impor-
tance and satisfaction levels of criteria, which are better treated as fuzzy vari-
ables rather than as subjective crisp variables.” In this case study, steel, poly-
mer composite, and an aluminum alloy were compared for bumper beam
material using three criteria. Ratings to and the importance of the three crite-
ria were represented by linguistic terms. After FWA aggregation, the cen-
troids were used to rank the candidates.  

Note that none of the preceding applications have used IT2 FSs nor have they
collected data from a group of subjects in order to obtain the FSs that are used to
model their linguistic terms; hence, no further details are provided for them here-
in.
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CHAPTER 10

Assisting in Hierarchical and
Distributed Decision Making—
Journal Publication Judgment
Advisor (JPJA) 

10.1 INTRODUCTION 

Recall from Chapter 1 that by “hierarchical and distributed decision making” is
meant decision making that is ultimately made by a single individual, group or or-
ganization, but is based on aggregating independently made recommendations
about an object from other individuals, groups or organizations (i.e., judges). An
object could be a person being considered for a job, an article being reviewed for
publication in a journal, a military objective, and so on. It is the independent nature
of the recommendations that leads to this being called “distributed,” and it is the ag-
gregation of the distributed recommendations at a higher level that leads to this be-
ing called “hierarchical.” 

There can be multiple levels of hierarchy in this process, because each of the in-
dependent recommendations may also involve a hierarchical decision making
process, as described in Chapter 9. Additionally, the individuals, groups, or organi-
zations making their independent recommendations may not be of equal expertise,
so a weight has to be assigned to each of them when they are aggregated. The inde-
pendent recommendations can involve aggregating numbers, intervals, T1 FSs, and
words modeled by IT2 FSs. The final recommendation (or decision) is made by a
decision maker who not only uses an aggregated recommendation that is made
across all of the judges but may also use the aggregated recommendation from each
of the judges. 

In this chapter, our attention is directed to the hierarchical and distributed jour-
nal publication judgment advisor (JPJA) in which, for the first time, only words
are used at every level. This application is representative of other distributed and
hierarchical decision-making applications, so its results should be extendable to
them. 

The rest of this chapter is organized as follows: Section 10.2 introduces the tradi-
tional journal paper review process, Section 10.3 describes how the Per-C is used to
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construct the JPJA, Section 10.4 illustrates the performance of the JPJA using sev-
eral examples, and, finally, Section 10.5 draws conclusions. 

10.2 THE JOURNAL PUBLICATION JUDGMENT ADVISOR (JPJA) 

When an author submits a paper to a journal [Wu and Mendel (2007)], the Editor usu-
ally assigns its review to an Associate Editor (AE), who then sends it to at least three
reviewers. The reviewers send their reviews back to the AE who then makes a publi-
cation recommendation to the Editor based on these reviews. The Editor uses this
publication recommendation to assist in making a final decision about the paper. 

In addition to the “comments for the author(s),” each reviewer usually has to
complete a form similar to the one shown in Table 10.1 in which the reviewer has to
evaluate the paper based on two major criteria, Technical Merit and Presentation.
Technical Merit has three subcriteria: Importance, Content, and Depth; and Presen-
tation has four subcriteria, Style, Organization, Clarity, and References. Observe
that each subcriterion has an assessment level that is characterized by a starting
word and an ending word (e.g., Valuable is the starting word for Importance and
Useless is its ending word) and there are five boxes between them. A reviewer
chooses one assessment level by checking-off one of the five boxes. This is very
subjective because no one knows what words are associated with the middle three
boxes. Usually, the reviewer is also asked to give an overall evaluation of the paper
and make a recommendation to the AE. The AE then makes a final decision based
on the opinions of the three reviewers. 

The distributed and hierarchical nature of the decision-making process is shown
in Fig. 10.1. Observe that there are three levels in the hierarchy: (1) aggregation of
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Table 10.1. Paper review form for a generic journal

Technical Merit: 
Importance Valuable � � � � � Useless 
Content Original � � � � � Derivative 
Depth Deep � � � � � Shallow

Presentation:
Style Readable � � � � � Incoherent
Organization Precise � � � � � Ambiguous
Clarity Clear � � � � � Confusing
References Complete � � � � � Incomplete  

Overall: 
Overall Evaluation Excellent � � � � � Dreadful 

Recommendation: 
� ACCEPT: as written (editorial corrections as noted are necessary) 
� REWRITE: needs substantial changes and rereview 
� REJECT: material is unsuitable for publication in this journal 
� TRANSFER: more suitable for publication in ________________

c10.qxd  3/17/2010  8:57 AM  Page 284

www.it-ebooks.info

http://www.it-ebooks.info/


the subcriteria for the two major criteria, (2) aggregation of the two major criteria,
and (3) aggregation of the three reviewers’ recommendations. 

Sometimes, a reviewer may feel it is difficult to give an overall evaluation of a pa-
per because it gets high assessment levels on some of the subcriteria but does poorly
on the others. In that case, the reviewer may give an evaluation based on the reputa-
tion of the author(s) or randomly choose an evaluation from several comparable
evaluations. A similar situation may occur at the AE level; for example, if one re-
viewer suggests rejection of the paper, another suggests a revision of the paper, and a
third reviewer suggests acceptance of the paper, what should the final decision be? 

Because this evaluation process is often difficult and subjective, it may be better
to leave it to a computer, that is, each reviewer should only be asked to provide a
subjective evaluation of a paper for each of the seven subcriteria [as well as the
“Comments for the author(s)”], after which linguistic weighted averages (LWAs)
would automatically compute the reviewer’s overall judgment of the paper. Once
the opinion of all the reviewers are obtained, another LWA would compute an over-
all aggregated opinion for the AE. This automatic process has the potential to re-
lieve much of the burden of the reviewers and the AE, and, moreover, it may be
more accurate and less subjective. 

10.3 PER-C FOR THE JPJA 

This section explains how a Per-C can be used as a JPJA. 

10.3.1 Modified Paper Review Form 

To begin, a modified version of the Table 10.1 paper review form is needed, one
that removes the uncertainty about the words that are associated with the three mid-
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Associate Editor

Reviewer 1 Reviewer 2 Reviewer 3

Technical
Merit

Presentation Presentation

Content

Importance Depth Organization

Style Clarity

References

Technical
Merit

Presentation

Content

Importance Depth Organization

Style Clarity

References

Technical
Merit

Figure 10.1. The paper review process. (Wu and Mendel, 2007; © 2007, IEEE.) 
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dle boxes for each subcriterion, and that asks each reviewer to indicate their level of
expertise for reviewing the paper. The modified paper review form (for a generic
journal) is depicted in Table 10.2. 

Comparing the review forms in Tables 10.1 and 10.2, observe that: 

1. The same words are now used for all seven subcriteria: Poor, Marginal, Ade-
quate, Good, and Excellent. These five words are linguistically appropriate
for each of the seven subcriteria. Of course, fewer or more than five words
could be used, and different words could be used for each subcriterion. 

2. Three words are used for a reviewer’s level of expertise: Low, Moderate, and
High. While it is doubtful that fewer than three words should be used, it is
possible that more than three words could be used. 

3. A reviewer is no longer asked to provide a recommendation. 

When perceptual computing is used for the JPJA, each of the three components
of a Per-C—encoder, CWW engine, and decoder—must be considered. 

10.3.2 Encoder 

Two codebooks are needed, one for the words that will be used by a reviewer and the
other for weights, and each of these codebooks has subcodebooks, as explained next. 

10.3.2.1 Codebook Words Used by a Reviewer. The reviewer codebook
has two subcodebooks:

1. Subcodebook R1. This codebook contains the five words (Poor, Marginal,
Adequate, Good, and Excellent) and their FOUs that are used to assess the
seven subcriteria. FOUs for these words are depicted in Fig. 10.2. They were
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Table 10.2. Modified paper review form for a generic journal

Poor Marginal Adequate Good Excellent

Technical Merit:  
Importance � � � � �
Content � � � � �
Depth � � � � �

Presentation:  
Style � � � � �
Organization � � � � �
Clarity � � � � �
References � � � � �

Expertise: Low Moderate High  
Your Expertise � � �
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not obtained by collecting data from a group of subjects,1 for example, AEs
and reviewers, but instead were generated by the authors. Consequently, all
of the results that are in this chapter are synthetic. In order to get more accu-
rate results, a pool of knowledgeable AEs and reviewers should be surveyed
and then their data intervals should be mapped into word FOUs using the IA
introduced in Chapter 3. 

2. Subcodebook R2. This codebook contains the three words (Low, Moderate, and
High) and their FOUs that describe a reviewer’s level of expertise. FOUs for
these words are depicted in Fig. 10.3. They also were not obtained by collecting
data from a group of subjects, but instead were generated by the authors; so the
admonition just given for the FOUs in Subcodebook R1 applies here as well.

10.3.2.2 Codebook for the Weights. The weights codebook has three sub-
codebooks, each of which is described next. A major difference between the
weights subcodebooks and the two reviewer subcodebooks is that for the latter each
FOU has a word associated with it, whereas for the weight subcodebooks each FOU
is associated with a weight that has no word associated with it. The weight FOUs
are only used in LWAs and are not available to a reviewer; hence, they are assigned
symbols rather than words. 

1. Subcodebook W1. This codebook contains labels and FOUs for the relative
weighting of the three subcriteria that are associated with the criterion of
Technical Merit. FOUs for these weights are depicted in Fig. 10.4. These
FOUs were also generated by the authors; however, the relative orderings of
the three subcriteria were first established (in 2007) with the help of Dr.
Nikhil Pal (Editor-in-Chief of the IEEE Transactions on Fuzzy Systems).
That ordering is: Content (Co) is more important than Importance (I) which
in turn is more important that Depth (D); hence, ~WCo � ~WI � ~WD. 
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Poor Marginal Adequate Good Excellent

Figure 10.2. FOUs for the five-word Subcodebook R1. 

1Intervals could be collected from a group of subjects by stating: 

You are to assign an interval or a “range” of numbers that falls somewhere between 0 and 10
to each of following three subcriteria that are associated with judging the Technical Merit of a
journal article submission: Content, Importance, and Depth. The interval corresponds to a lin-
guistic weighting that you assign to each subcriterion. It is important to note that not all ranges
have to be the same and ranges can overlap. Subjects are then asked a question like: “Where on
a scale of 0–10 would you locate the end points of an interval that you assign to Content (Im-
portance, Depth) is Poor?” 
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2. Subcodebook W2. This codebook contains labels and FOUs for the relative
weighting of the four subcriteria that are associated with the criterion of Pre-
sentation. FOUs for these weights are depicted in Fig. 10.5. Again, with the
help of Dr. Nikhil Pal, it was decided that Organization (O) and References
(R) were indistinguishable, as were Style (S) and Clarity (C), and the Style
and Clarity are more important than Organization and References; hence, ~WS

= ~WCl � ~WO = ~WD.

3. Subcodebook W3. This codebook contains labels and FOUs for the relative
weighting of the two criteria Technical Merit and Presentation. Clearly Tech-
nical Merit (T) is more important than Presentation (P), that is, ~WT � ~WP.
Again, with the help of Dr. Nikhil Pal, it was decided that the FOUs for these
weights should be located as depicted in Fig. 10.6. 

If interval data are collected from AEs and reviewers for subcodebooks W1, W2
and W3, and the FOUs are determined using the IA, then the shapes of the FOUs as
well as the amount that they overlap will be different from the ones in Figs. 10.4-10.6.
Those details, while important for the application of the JPJA to a specific journal, do
not change the methodology of the JPJA that is further explained below. 

10.3.3 CWW Engine 

For the CWW Engine of the JPJA, LWAs are used because one of the unique fea-
tures of this application is that all assessments and weights are words (or FOUs). To
begin, each of the two major criteria (Technical Merit and Presentation) has an
LWA computed for it, that is, (j = 1, 2, . . . , nR):
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Figure 10.3. FOUs for the three-word Subcodebook R2. 
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Figure 10.4. FOUs for the three-word Subcodebook W1. Weights correspond to Importance
( ~WI), Content ( ~WCo), and Depth ( ~WD). 
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(10.1)

(10.2) 

where nR is the number of reviewers,2 ~YjT is the LWA for Technical Merit in which
~XjI,

~XjCo, and ~XjD are the linguistic assessments provided by Reviewer j for Impor-
tance, Content, and Depth, respectively, and ~YjP is the LWA for Presentation in
which ~XjS,

~XjO, ~XjCl, and ~XjR are the linguistic assessments provided by Reviewer j
for Style, Organization, Clarity, and References, respectively. 

Next, ~YjT and ~YjP are aggregated using the following Reviewer LWAs, ~YRj (j = 1,
2, . . . , nR): 

(10.3)

Finally, the nR Reviewer LWAs are aggregated using the following AE LWA: 

(10.4)

in which ~WRj � {Low, Moderate, High}. 

ỸAE =
�

n R

j =1 ỸRj W̃ Rj

�
n R

j =1 W̃ Rj

ỸRj =
ỸjT W̃ T + ỸjP W̃ P

W̃ T + W̃ P

ỸjP =
X̃ jS W̃ S + X̃ jO W̃ O + X̃ jCl W̃ Cl + X̃ jR W̃ R

W̃ S + W̃ O + W̃ Cl + W̃ R

ỸjT =
X̃ jI W̃ I + X̃ jCo W̃ Co + X̃ jD W̃ D

W̃ I + W̃ Co + W̃ D
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Figure 10.5. FOUs for the four-word Subcodebook W2. Weights correspond to Style ( ~WS),
Organization ( ~WO), Clarity ( ~WCl), and Reference ( ~WR). 
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Figure 10.6. FOUs for the two-word Subcodebook W3. Weights correspond to Technical
Merit ( ~WT) and Presentation ( ~WP). 

2Although Fig. 10.1 shows three reviewers, the number of reviewers is treated here as a variable. 

c10.qxd  3/17/2010  8:57 AM  Page 289

www.it-ebooks.info

http://www.it-ebooks.info/


10.3.4 Decoder 

The decoder for the JPJA is actually a classifier, that is, it classifies the overall qual-
ity of a paper, ~YAE, into one of three classes: Accept, Rewrite, or Reject. A decoding
codebook is needed to store the FOUs for these three words. Two approaches for
constructing such a codebook are described next, as well as our preferred method
for decoding. 

10.3.4.1 Construct the Decoding Codebook Using a Survey. In this ap-
proach, AEs are surveyed using a statement and question like: 

A reviewer of a journal submission must score the submission using a number be-
tween 0 and 10, where 0 is the lowest score and 10 is the highest score. The reviewer’s
score must then be mapped into one of three classes—Accept, Rewrite, or Reject.
Where on the scale of 0–10 would you locate the ends points of an interval that you as-
sign to Accept (Rewrite, Reject)? 

The IA (Chapter 3) can then be used to map the crisp intervals into IT2 FS FOUs
for Accept, Rewrite, and Reject. 

10.3.4.2 Construct the Decoding Codebook Using Training Exam-
ples. A training dataset is a collection of training examples, each of which consists
of nR reviewers’ completed review forms, the AE’s FOU for a specific journal sub-
mission, and the final recommendation made for the paper by the Editor-in-Chief
(Accept, Rewrite, or Reject). For instance, for the kth submission (k = 1, . . . , NT) in
the training dataset, a training example is 

Instead of prespecifying the FOUs for Accept, Rewrite, and Reject, their shapes are
chosen like the ones in Fig. 10.7 but their specific parameters that completely de-
fine each FOU are not fixed ahead of time. Instead, the FOU parameters are tuned
using search algorithms to minimize the errors between the given Final Recommen-
dation and an Estimated Recommendation for all NT elements in the training
dataset. The Estimated Recommendation for each training example is obtained as

{(X̃ k
jI , X̃ k

jCo , X̃ k
jD , X̃ k

jS , X̃ k
jO , X̃ k

jCl , X̃ k
jR , W̃ k

Rj ), j = 1 , ..., n R ;

Ỹ k
AE , Final Recommendation(k)}
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Figure 10.7. FOUs for the three-classes decoding codebook. 
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follows: (1) FOU parameters for Accept, Rewrite, and Reject are specified (or up-
dated using an optimization algorithm); (2) the average subsethoods of ~Y k

AE in Ac-
cept, Rewrite, and Reject are computed; and (3) the paper is assigned to the class
with the maximum average subsethood. 

10.3.4.3 Remarks. In principle, either approach could be used; however, be-
cause the generic review form in Table 10.2 has yet to be used, no training exam-
ples are available. So, for the present, only the approach described in Section
10.3.4.1 can be used for constructing the decoding codebook. 

Because we did not have access to a pool of AEs and reviewers, the decoding
codebook used in this chapter is shown in Fig. 10.7. Its FOUs were synthesized
with the help of Dr. Nikhil Pal. 

10.3.4.4 Decoding. Vlachos and Sergiadis’s IT2FS subsethood measure (Sec-
tion 4.4.4) is computed between ~YAE and Accept, Rewrite, and Reject, namely,
ssVS(

~YAE, Accept), ssVS(
~YAE, Rewrite), and ssVS(

~YAE, Reject), after which the decoder
recommends to the AE the publication class of maximum subsethood. The decoder
also provides ~YAE and the values of the three subsethoods to the AE, because the AE
may want to make some subjective adjustments to the publication class when two
subsethoods are very close. 

10.4 EXAMPLES 

This section contains some examples that illustrate the automatic paper review
process. First the different levels of aggregation are examined to demonstrate that
reasonable results are obtained, and then three complete paper reviews are provided. 

10.4.1 Aggregation of Technical Merit Subcriteria 

To consider all possible combinations of the inputs to the criterion of Technical
Merit, one would need to examine a total of 53 = 125 cases, because each of its
three subcriteria has five possible linguistic terms (Fig. 10.2) that can be chosen
by a reviewer. This is impractical for us to do so, instead, our focus is on whether
or not Content dominates the other subcriteria of Importance and Depth as it
should, since in equation (10.1) and Subcodebook W1 it has already been estab-
lished that ~WCo � ~WI � ~WD. To do this, 15 of the 125 possible cases are studied.
In all cases, ~YT in equation (10.1) is computed for the three weight FOUs that are
depicted in Fig. 10.4, and only ~XI,

~XCo, and ~XD are varied. If Content dominates
the other subcriteria of Importance and Depth, then regardless of the words cho-
sen for Importance and Depth, one expects to see ~YT move from left to right as
~XCo moves from left to right. 

10.4.1.1 Importance is Good, Depth is Excellent, and Content Varies
from Poor to Excellent. The FOUs of ~YT for these five cases are depicted in the

10.4 EXAMPLES 291

c10.qxd  3/17/2010  8:57 AM  Page 291

www.it-ebooks.info

http://www.it-ebooks.info/


right-hand figures of Fig. 10.8. Each of the left-hand figures in Fig. 10.8 depicts the
respective FOUs for ~XI,

~XCo, and ~XD. Note that ~XI = Good and ~XD = Excellent are
the ones in Fig. 10.2. Only ~XCo changes in the left-hand figures, and its FOUs
match the ones in Fig. 10.2 for all five words. 

Observe that as the reviewer’s response to Content varies from Poor to Excel-
lent, ~YT does move from left to right toward the maximal score of 10, which sup-
ports our expectation that Content dominates. 

10.4.1.2 Importance is Poor, Depth is Excellent, and Content Varies
from Poor to Excellent. Starting with the choices that were made for
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Figure 10.8. Technical Merit when Importance is Good, Depth is Excellent, and Content
varies. (a), (c), (e), (g), (i): Input FOUs when a reviewer’s response to Content changes from
Poor to Excellent; (b), (d), (f), (h), (j): Output ~YT when a reviewer’s response to Content
changes from Poor to Excellent. The corresponding weights for the three subcriteria are
shown in Fig. 10.4. 
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Importance, Depth, and Content in Fig. 10.8, Importance is changed from Good to
Poor, and everything else is kept the same. The FOUs of ~YT for the present five
cases are depicted in the right-hand figures of Fig. 10.9. Each of the left-hand fig-
ures in Fig. 10.9 depicts the respective FOUs for ~XI,

~XCo, and ~XD. Note that ~XI =
Poor and ~XD = Excellent are the ones in Fig. 10.2. As in Fig. 10.8, only ~XCo

changes in the left-hand figures, and its FOUs match the ones in Fig. 10.2 for all
five words.

Observe that as the reviewer’s response to the subcriterion Content varies from
Poor to Excellent, ~YT moves from left to right toward the maximal score of 10
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Figure 10.9. Technical Merit when Importance is Poor, Depth is Excellent, and Content
varies. (a), (c), (e), (g), (i): Input FOUs when a reviewer’s response to Content changes from
Poor to Excellent; (b), (d), (f), (h), (j): Output ~YT when a reviewer’s response to Content
changes from Poor to Excellent. The corresponding weights for the three subcriteria are
shown in Fig. 10.4. 

c10.qxd  3/17/2010  8:57 AM  Page 293

www.it-ebooks.info

http://www.it-ebooks.info/


(but never reaches it), which again supports our expectation that Content domi-
nates. 

By comparing each line of the two sets of right-hand figures in Figs. 10.8 and
10.9, observe that each of the FOUs of ~YT for when Importance is Good lies farther
to the right of its respective FOU for when Importance is Poor. This also agrees
with our expectation, because improving the assessment of Importance should im-
prove ~YT, that is, move ~YT further to the right. 

10.4.1.3 Importance is Poor, Depth is Marginal, and Content Varies
from Poor to Excellent. Starting with the choices that were made for Impor-
tance, Depth, and Content in Fig. 10.9, Depth is changed from Excellent to Margin-
al, and everything else is kept the same. The FOUs of ~YT for the present five cases
are depicted in the right-hand figures of Fig. 10.10. Each of the left-hand figures in
Fig. 10.10 depicts the respective FOUs for ~XI,

~XCo, and ~XD. Note that ~XI = Poor
and ~XD = Marginal are the ones in Fig. 10.2. As in Figs. 10.8 and 10.9, only ~XCo

changes in the left-hand figures, and its FOUs again match the ones in Fig. 10.2 for
all five words.

Observe again that as the reviewer’s response to the subcriterion Content varies
from Poor to Excellent, ~YT moves from left to right toward the maximal score of 10
(which, again, it never reaches), which again supports our expectation that Content
dominates. 

By comparing each line of the two sets of right-hand figures in Figs. 10.9 and
10.10, observe that each of the FOUs of ~XT for when Depth is Excellent lies farther
to the right of its respective FOU for when Depth is Marginal. This also agrees with
our expectation, because improving the assessment of Depth should improve ~YT,
that is, move ~YT further to the right. 

Finally, observe that the five cases in Fig. 10.9 represent a deterioration of the
respective cases in Fig. 10.8, and the five cases in Fig. 10.10 represent an even
greater deterioration of those cases. These deteriorations (which correspond to
poorer reviews within the criterion of Technical Merit) are evident in all respective
right-hand figure FOUs in Figs. 10.8–10.10 by their moving toward the left. For ex-
ample, comparing Fig. (j) in these figures, one observes that in Fig. 10.8(j) the very
right portion of ~YT almost reaches y = 10, but in Figs. 10.9(j) and 10.10(j) the very
right portion of ~YT only reaches y � 9 and y � 8.7. This all seems quite sensible in
that one would expect poorer assessments of any of the three subcriteria to move ~YT

to the left. 

10.4.1.4 Conclusions. These 15 cases have demonstrated that Content does
indeed dominate Importance and Depth and that a higher assessment for any of the
three subcriteria will move ~YT to the right. 

10.4.2 Aggregation of Presentation Subcriteria 

To consider all possible combinations of the inputs to the criterion of Presentation, one
would need to examine a total of 54 = 625 cases, because each of its four subcriteria

294 ASSISTING IN HIERARCHICAL AND DISTRIBUTED DECISION MAKING

c10.qxd  3/17/2010  8:57 AM  Page 294

www.it-ebooks.info

http://www.it-ebooks.info/


has five possible linguistic terms (Fig. 10.2) that can be chosen by a reviewer. This is
even more impractical to do than it was to examine all 125 possible cases for
Technical Merit so, instead, our focus is on observing the effect that subcriterion Style
has on ~YP when Clarity is fixed at Excellent and Organization and References are var-
ied by the same amounts (recall that the weights for both Organization and References
are the same; see Fig. 10.5). To do this, 15 of the 625 possible cases are studied. In all
cases, ~YP in (10.2) is computed for the four weight FOUs that are depicted in Fig. 10.5.
Because ~WS = ~WCl, one expects to see ~YP move from left to right as ~XS moves from left
to right and also as ~XO and ~XR simultaneously move from left to right. 
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Figure 10.10. Technical Merit when Importance is Poor, Depth is Marginal, and Content
varies. (a), (c), (e), (g), (i): Input FOUs when a reviewer’s response to Content changes from
Poor to Excellent; (b), (d), (f), (h), (j): Output ~YT when a reviewer’s response to Content
changes from Poor to Excellent. The corresponding weights for the three subcriteria are
shown in Fig. 10.4. 
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10.4.2.1 Clarity is Excellent, Organization and References are Poor,
and Style Varies from Poor to Excellent. The FOUs of ~YP for these five
cases are depicted in the right-hand figures of Fig. 10.11. Each of the left-hand
figures in Fig. 10.11 depicts the respective FOUs for ~XCl,

~XO, ~XR, and ~XS. Note
that ~XCl = Excellent and ~XO = ~XR = Poor are the ones in Fig. 10.2. Only ~XS

changes in the left-hand figures, and its FOUs match the ones in Fig. 10.2 for all
five words. 

Observe that as the reviewer’s response to Style varies from Poor to Excellent,
YP does move from left to right toward the maximal score of 10, which supports
our expectation that ~YP moves from left to right as ~XS moves from left to right. 

10.4.2.2 Clarity is Excellent, Organization and References are Ade-
quate, and Style Varies from Poor to Excellent. The FOUs of ~YP for these
five cases are depicted in the right-hand figures of Fig. 10.12. Each of the left-hand
figures in Fig. 10.12 depicts the respective FOUs for ~XCl,

~XO, ~XR, and ~XS. Note that,
as in Fig. 10.11, ~XCl = Excellent but now ~XO = ~XR = Adequate and these FOUs are
the ones in Fig. 10.2. Again, only ~XS changes in the left-hand figures, and its FOUs
match the ones in Fig. 10.2 for all five words. 

Observe that as the reviewer’s response to Style varies from Poor to Excellent,
~YP does move from left to right toward the maximal score of 10, which again sup-
ports our expectation that ~YP moves from left to right as ~XCl moves from left to
right. 

By comparing each line of the two sets of right-hand figures in Figs. 10.11 and
10.12, observe that each of the FOUs of ~YP for when Organization and References
are Adequate are somewhat to the right of its respective FOU for when Organiza-
tion and References are Poor. This also agrees with our expectation, because im-
proving the assessments of Organization and References should improve ~YP, that is,
move ~YP further to the right. 

10.4.2.3 Clarity, Organization and References are Excellent and Style
Varies from Poor to Excellent. The FOUs of ~YP for these five cases are depict-
ed in the right-hand figures of Fig. 10.13. Each of the left-hand figures in Fig. 10.13
depicts the respective FOUs for ~XCl,

~XO, ~XR, and ~XS. Note that, as in Figs. 10.11
and 10.12, ~XCl = Excellent but now ~XO = ~XR = Excellent, where Excellent is depict-
ed in Fig. 10.2. Again, only ~XS changes in the left-hand figures, and its FOUs match
the ones in Fig. 10.2 for all five words. 

Observe that as the reviewer’s response to Style varies from Poor to Excellent,
~YP once again moves from left to right toward the maximal score of 10, which con-
tinues to support our expectation that ~YP moves from left to right as ~XCl moves from
left to right. 

By comparing each line of the two sets of right-hand figures in Figs. 10.13 and
10.12, observe that each of the FOUs of ~YP for when Organization and References
are Excellent are somewhat to the right of their respective FOUs for when Organi-
zation and References are Adequate. This also continues to agree with our expecta-
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tion, because improving the assessments of Organization and References should
improve ~YP, that is, move ~YP further to the right. 

Finally, observe that the five cases in Fig. 10.12 represent an improvement of
the respective cases in Fig. 10.11, and the five cases in Fig. 10.13 represent an
even greater improvement of those cases. These improvements (which correspond
to better reviews within the criterion of Presentation) are evident in all respective
right-hand figure FOUs in Figs. 10.11–10.13 by their moving toward the right.
For example, comparing Fig. (j) in these figures, one observes that in Fig. 10.11(j)

10.4 EXAMPLES 297

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

x

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

y

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

x

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

y

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

x

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

y

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

x

u

0 1 2 3 4 5 6 7 8 9 10
0

0.25
0.5

0.75
1

y

u

0 1 2 3 4 5
(a)

(c)

6 7 8 9 10
0

0.25
0.5

0.75
1

x

u XS = XO = XR
˜ ˜ ˜

XO = XR = XS
˜ ˜ ˜

XO = XR
˜ ˜ ˜

Xcl
˜

Xcl
˜

Xcl
˜

0 1 2 3 4
(b)

(d)

(e) (f)

(g) (h)

(i) (j)

5 6 7 8 9 10
0

0.25
0.5

0.75
1

y

u YP
˜

YP
˜

YP
˜XS

XO = XR
˜ ˜

XO = XR
˜ ˜ XS = XCl

˜ ˜

˜ Xcl
˜XS YP

˜

YP
˜

Figure 10.11. Presentation when Clarity is Excellent, Organization and References are
Poor, and Style varies. (a), (c), (e), (g), (i): Input FOUs when a reviewer’s response to Style
changes from Poor to Excellent; (b), (d), (f), (h), (j): Output ~YP when a reviewer’s response to
Style changes from Poor to Excellent. The corresponding weights for the three subcriteria are
shown in Fig. 10.5. 
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the left portion of ~YP begins at y � 3.3 and the very right portion of ~YP reaches y
= 10, in Fig. 10.12(j) the left portion of ~YP begins at y � 4.5 and the very right
portion of ~YP also reaches y = 10, and, in Fig. 10.13(j) the left portion of ~YP be-
gins at y � 6.5 and not only does the very right portion of ~YP also reach y = 10,
but ~YP has changed its shape from that of an interior FOU to that of a right-shoul-
der FOU. 

This all seems quite sensible in that one would expect higher assessments of any
of the three subcriteria to move ~YP to the right. 
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Figure 10.12. Presentation when Clarity is Excellent, Organization and References are Ade-
quate, and Style varies. (a), (c), (e), (g), (i): Input FOUs when a reviewer’s response to Style
changes from Poor to Excellent; (b), (d), (f), (h), (j): Output ~YP when a reviewer’s response to
Style changes from Poor to Excellent. The corresponding weights for the three subcriteria are
shown in Fig. 10.5. 
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10.4.2.4 Conclusions. These 15 cases have demonstrated that ~YP moves from
left to right as ~XS moves from left to right and also as ~XO and ~XR simultaneously
move from left to right. 

10.4.3 Aggregation at the Reviewer Level 

This section assumes that there are three reviewers for a paper submission, and that
Technical Merit and Presentation have already had their subcategories aggregated,
leading to ~YjT and ~YjP (j = 1, 2, 3). ~YjT and ~YjP, whose shapes in this section are pre-
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Ỹp

Ỹp
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Figure 10.13. Presentation when Clarity, Organization and References are Excellent, and
Style varies. (a), (c), (e), (g), (i): Input FOUs when a reviewer’s response to Style changes
from Poor to Excellent; (b), (d), (f), (h), (j): Output ~YP when a reviewer’s response to Style
changes from Poor to Excellent. The corresponding weights for the three subcriteria are
shown in Fig. 10.5. 
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specified by us,3 are then aggregated using the LWA in equation (10.3), in which
~YjT and ~YjP are weighted using their respective weight FOUs that are depicted in Fig.
10.6, where, as previously agreed upon, heavier weight is given to Technical Merit
than to Presentation. The results are ~YRj, j = 1, 2, 3. 

10.4.3.1 Presentation is Good and Technical Merit Varies. In this case,
all of the reviewers agree that Presentation is Good, but they disagree about Techni-
cal Merit. Reviewer 1 rates Technical Merit as Poor, Reviewer 2 rates Technical
Merit as Adequate, and Reviewer 3 rates Technical Merit as Excellent, where
Good, Poor, Adequate, and Excellent are in Fig. 10.2. ~YjT and ~YjP are depicted in
Figs. 10.14(a)–(c) for Reviewers 1–3, respectively. In those figures, ~YjP is fixed at
Good and only ~YjT varies from one figure to the next. Figure 10.14(d) depicts ~YR1,~YR2, and ~YR3. Observe that these FOUs are spread out, indicating substantial dis-
agreement among the reviewers, and that as the rating for Technical Merit im-
proves, ~YRj moves to the right; hence, ~YR3 � ~YR2 � ~YR1, where � is used here to de-
note “further to the right of.” 

10.4.3.2 Technical Merit is Good and Presentation Varies. In this case,
all of the reviewers agree that Technical Merit is Good, but they disagree about
Presentation; hence, this case is the opposite of the one in Section 10.4.3.1. Reviewer
1 now rates Presentation as Poor, Reviewer 2 rates Presentation as Adequate, and
Reviewer 3 rates Presentation as Excellent. ~YjT and ~YjP are depicted in Figs.
10.15(a)–(c) for Reviewers 1–3, respectively. In those figures, ~YjT is fixed at Good
and only ~YjP varies from one figure to the next. Fig. 10.15(d) depicts ~YR1,

~YR2, and ~YR3.
Observe that these FOUs are much more bunched together and have consider-

ably more overlap than the ones in Fig. 10.14(d). So, even though there is consider-
able disagreement among the reviewers about Presentation, this does not make as
much difference in ~YRj as did the disagreement about Technical Merit in Fig.
10.14(d). While it is true that an improved rating for Presentation moves ~YRj further
to the right, this effect on ~YRj is nowhere as dramatic as the effect of an improved
rating for Technical Merit has on ~YRj. 

10.4.3.3 Conclusions. As expected, a higher rating for Technical Merit has a
much greater effect on ~YRj than does a comparable rating for Presentation. 

10.4.4 Aggregation at the AE Level 

This section builds upon the results in Section 10.4.3. It assumes there are three
reviewers of a submission and their reviews have been aggregated using equation
(10.3). Here, the focus is on what effects different levels of reviewer expertise
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have on ~YAE as computed by equation (10.4). One expects that reviews from re-
viewers who have high expertise will have more effect on ~YAE than those from re-
viewers who have moderate or low levels of expertise, because according to Fig.
10.3, High � Moderate � Low, where, again, � is used to denote “further to the
right of.” 

10.4.4.1 Presentation is Good, Technical Merit Varies, and Reviewer
Expertise Varies. This is a continuation of Section 10.4.3.1, and starts with ~YR1,
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Figure 10.14. The three reviewers have the same opinion about Presentation (Good) and
different opinions about Technical Merit. (a), (b), and (c): Reviewers 1, 2, and 3’s aggregated
FOUs on Technical Merit and Presentation, respectively. (d): Reviewers 1, 2, and 3’s overall
FOU. The corresponding weights for the two criteria are shown in Fig. 10.6. 
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~YR2, and ~YR3 that are in Fig. 10.14(d) and that are quite spread out. When Reviewer 1
is of high expertise, Reviewer 2 is of moderate expertise, and Reviewer 3 is of low
expertise, their weights are depicted in Fig. 10.16(a), and equation (10.4) leads to
~YAE, which is depicted in Fig. 10.16(b). On the other hand, when all three reviewers
are of moderate expertise, their weights are depicted in Fig. 10.16(c), and the result-
ing ~YAE is in Fig. 10.16(d). Finally, when Reviewers 1, 2, and 3 are of low, moder-
ate, and high expertise, respectively, their weights are depicted in Fig. 10.16(e), and
the resulting ~YAE is depicted in Fig. 10.16(f). 

What can be concluded from all of this? First, observe that regardless of the re-
viewer’s expertise ~YAE is very spread out, so that it is very likely that the AE will
recommend that the paper be rewritten. Next, observe that a better ~YAE is obtained
when a reviewer’s ~YRj in Fig. 10.14(d) is farther to the right (e.g., Reviewer 3) and
the reviewer is of high expertise. So, the expertise of the reviewer is important, as
can be seen by comparing ~YAE in Figs. 10.16(b), (d), and (f). 

10.4.4.2 Technical Merit is Good, Presentation Varies, and Reviewer
Expertise Varies. This is a continuation of Section 10.4.3.2, and starts with ~YR1,
~YR2, and ~YR3 that are in Fig. 10.15(d) and are much more bunched together and have
considerably more overlap than the ones in Fig. 10.14(d). When Reviewer 1 is of
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Figure 10.16. Aggregation at the AE level for the three reviewers’ opinions shown in Fig.
10.14(d), when reviewer expertise varies. (a), (c), (e): weights for the three reviewers; (b), (d)
and (f): the corresponding ~YAE. 
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high expertise, Reviewer 2 is of moderate expertise, and Reviewer 3 is of low ex-
pertise, their weights are depicted in Fig. 10.17(a), and equation (10.4) leads to ~YAE

that is depicted in Fig. 10.17(b). On the other hand, when all three reviewers are of
moderate expertise, their weights are depicted in Fig. 10.17(c), and the resulting
~YAE is in Fig. 10.17(d). Finally, when Reviewers 1, 2, and 3 are of low, moderate,
and high expertise, respectively, their weights are depicted in Fig. 10.17(e), and the
resulting ~YAE is depicted in Fig. 10.17(f). 

As in Fig. 10.16, one may ask: “What can be concluded from all of this?” Again,
observe from Fig. 10.17 that, regardless of the reviewer’s expertise, ~YAE is very
spread out (although not quite as much as in Fig. 10.16), so that, again, it is very
likely that the AE will recommend that the paper be rewritten. Observe again that a
better ~YAE is obtained when a reviewer’s ~YRj in Fig. 10.15(d) is farther to the right
(e.g., Reviewer 3) and the reviewer is of high expertise. So, again the expertise of
the reviewer is important, as can be seen by comparing ~YAE in Figs. 10.17(b), (d),
and (f). 

Finally, when the respective right-hand figures in Figs. 10.16 and 10.17 are com-
pared one observes that they are quite similar looking; however, the FOUs in Fig.
10.17 are shifted to the right of their comparable FOUs in Fig. 10.16. This is be-
cause Reviewer 3 provides the highest assessment for this paper, so that, as his
weight increases, his review dominates the reviews from the two other reviewers. 
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Figure 10.17. Aggregation at the AE level for the three reviewers’ opinions shown in Fig.
10.15(d), when reviewer expertise varies. (a), (c), (e): weights for the three reviewers; (b),
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10.4.4.3 Conclusions. In practice when an AE receives three widely different
reviews the result is a recommendation that the paper be rewritten. The JPJA gives
results that seem to be consistent with this. 

10.4.5 Complete Reviews 

This section provides three examples of the complete JPJA for different kinds of re-
views so that one can gain confidence that the JPJA will be a useful assistant to an
AE. In all examples, there are three reviewers. 

10.4.5.1 A Submission that Would be Accepted. The reviewers’ three
completed generic review forms are depicted in Figs. 10.18(a)–(c). Observe that all
of the linguistic assessments are in the Good or Excellent columns, suggesting that
this paper probably will be accepted. Will the JPJA arrive at this recommendation? 

The three reviewers’ aggregated FOUs for Technical Merit and Presentation are
depicted in Figs. 10.18(d)–(f). These FOUs were computed using equations (10.1)
and (10.2). Observe that all of the FOUs are toward the right side of the scale 0–10,
suggesting that things are looking good for this submission. 

The reviewers’ overall FOUs are shown in Fig. 10.18(g). These FOUs were
computed using equation (10.3). The three overall FOUs look very similar because
the three review forms are very similar. Observe that all of the overall FOUs are
also toward the right side of the scale 0–10, suggesting that things are looking even
better for this submission. 

The weights for each of the reviewers are shown in Fig. 10.18(h). They are
used together with the overall FOUs in Fig. 10.18(g) in equation (10.4) to obtain
the aggregated FOU for the AE, ~YAE, depicted in Fig. 10.18(i). Observe that ~YAE is
also toward the right side of the scale 0–10, suggesting that things are looking
very good for this submission; however, we are not going to leave things to a sub-
jective “look” to make the final publication judgment. Instead, ~YAE is sent to the
decoder. 

The decoder computes Vlachos and Sergiadis’s subsethood measure (see Section
4.4.3) between ~YAE and the three words in the decoding codebook (Fig. 10.7):

Because ssVS(
~YAE, Accept) is much larger than the other two subsethoods and it is

greater than 0.5, the AE can recommend “Accept” with high confidence, so the
JPJA has made the recommendation that agrees with our earlier stated intuition. 

10.4.5.2 A Submission that Would be Rejected. The reviewer’s three
completed generic review forms are depicted in Figs. 10.19(a)–(c). Reviewer 1 has

ss V S (ỸAE , Reject ) = 0

ss V S (ỸAE , Rewrite ) = 0 .23

ss V S (ỸAE , Accept) = 0 .77
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Figure 10.18. The first complete paper review example. (a), (b), (c): the completed review
forms; (d), (e), (f): aggregated Technical Merit and Presentation FOUs for the three review-
ers; (g): overall FOUs of the three reviewers; (h): the weights associated with the three re-
viewers; (i): the aggregated AE’s FOU in relation to the three categories. 
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assessed all of the subcategories as either Adequate or Good, but his expertise is
Low. Reviewers 2 and 3 have assessed all of the subcategories as Poor, Marginal, or
Adequate, and their levels of expertise are Moderate and High, respectively. An AE
will tend to put more credence on the reviews from Reviewers 2 and 3 than on the
review from Reviewer 1, suggesting that this paper will probably be rejected. Will
the JPJA also arrive at this recommendation? 

The three reviewers’ aggregated FOUs for Technical Merit and Presentation are
depicted in Figs. 10.19(d)–(f). Observe that the FOUs for the more knowledgeable
Reviewers 2 and 3 are toward the left on the scale 0–10. This suggests that things
are not looking good for this submission. 

The reviewers’ overall FOUs are shown in Fig. 10.19(g). The overall FOUs for
the more knowledgeable Reviewers 2 and 3 are very clearly shifted to the left on the
scale 0–10, suggesting that things are looking even worse for this submission. 

The weights for each of the reviewers are shown in Fig. 10.19(h). They are used
together with the overall FOUs in Fig. 10.19(g) in equation (10.4) to obtain the ag-
gregated FOU for the AE, ~YAE, depicted in Fig. 10.19(i). Observe that ~YAE is also to-
ward the left side of the scale 0–10, suggesting that things are looking very bad for
this submission. 

Indeed, when ~YAE is sent to the decoder the following results are obtained: 

Because ssVS(
~YAE, Reject) is much larger than the other two subsethoods and it is

larger than 0.5, the AE can recommend Reject with high confidence. Once again,
the JPJA has provided a recommendation that agrees with our earlier stated intu-
ition. 

10.4.5.3 A Submission that Would be Rewritten. The reviewer’s three
completed generic review forms are depicted in Figs. 10.20(a)–(c). Reviewers 1 and
2 have assessed all of the subcategories as Adequate, Good, or Excellent and their
levels of expertise are High and Moderate, respectively. Reviewer 3 has assessed all
of the subcategories as Good and Excellent, but his level of expertise is Low. An
AE will, therefore, tend to put more credence on the reviews from Reviewers 1 and
2 than on the review from Reviewer 3; however, it is not clear from the actual re-
views whether the paper will be accepted or will have to be rewritten. How (or) will
this ambiguity be seen by the JPJA? 

The three reviewers’ aggregated FOUs for Technical Merit and Presentation are
depicted in Figs. 10.20(d)–(f). Observe that the FOUs for the more knowledgeable
Reviewers 1 and 2 are more toward the center of the scale 0–10, whereas the FOU
for the least knowledgeable Reviewer 3 is more toward the right of that scale. This
suggests mixed reviews for this submission. 

ss V S (ỸAE , Reject ) = 0 .67

ss V S (ỸAE , Rewrite ) = 0 .35

ss V S (ỸAE , Accept) = 0 .01
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Figure 10.19. The second complete paper review example. (a), (b), (c): the completed re-
view forms; (d), (e), (f): aggregated Technical Merit and Presentation FOUs for the three re-
viewers; (g): overall FOUs of the three reviewers; (h): the weights associated with the three
reviewers; (i): the aggregated AE’s FOU in relation to the three categories. 
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Figure 10.20. The third complete paper review example. (a), (b), (c): the completed review
forms; (d), (e), (f): aggregated Technical Merit and Presentation FOUs for the three review-
ers; (g): overall FOUs of the three reviewers; (h): the weights associated with the three re-
viewers; (i): the aggregated AE’s FOU in relation to the three categories. 
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The reviewers’ overall FOUs are shown in Fig. 10.20(g). Comparing this figure
with Fig. 10.18(g), it is clear that the reviewers’ overall FOUs for the accepted pa-
per are all to the right of 5 on the scale of 0–10, whereas the reviewers’ overall
FOUs for the present case cover a larger range on that scale, going from around 3.7
to 9.8, some of which lies to the left of 5. This again supports the notion of mixed
reviews for this submission. 

The weights for each of the reviewers are shown in Fig. 10.20(h). They are used
together with the overall FOUs in Fig. 10.20(g) in equation (10.4) to obtain the ag-
gregated FOU for the AE, ~YAE, depicted in Fig. 10.20(i). Observe that ~YAE covers a
large range on the scale of 0–10, going from around 3.8 to 9.7, some of which lies
to the left of 5. Compare this to ~YAE in Fig. 10.18(i) that lies to the right of 5. It
seems that the AE is getting mixed reviews for this submission. 

Indeed, when ~YAE is sent to the decoder the following results are obtained: 

Because ssVS(
~YAE, Rewrite) and ssVS(

~YAE, Accept) are close in value and both are be-
low 0.5, the AE must recommend either Accept or Rewrite. Past history for such
close calls indicates that the AE will choose the Rewrite category because ssVS(

~YAE,
Accept) is well below 0.5 and is too close to ssVS(

~YAE, Rewrite) for him to rationally
choose the Accept category. 

So, when a submission receives reviews from which it is unclear whether the pa-
per will be accepted or will have to be rewritten this shows up in the JPJA as sub-
sethoods of two categories that are very close and both are less than 0.5. A compa-
rable situation would occur for a paper whose reviews led to close values of
ssVS(

~YAE, Reject) and ssVS(
~YAE, Rewrite). 

10.4.5.4 Conclusions. From these three complete examples, the JPJA is pro-
viding recommendations that agree with anticipated recommendations. This sug-
gests that the JPJA will be a very useful assistant to an AE. 

10.5 CONCLUSIONS 

The examples in this chapter have demonstrated that the Per-C is a very useful tool
for hierarchical and distributed decision making. In this chapter, all inputs to the
JPJA have been words that were modeled as IT2 FSs; however, from the results in
Chapter 9, we know that the Per-C can also easily aggregate mixed inputs of num-
bers, intervals, and words; hence, the Per-C has great potential in complex hierar-
chical and distributed decision-making problems. 

ss V S (ỸAE , Reject ) = 0 .01

ss V S (ỸAE , Rewrite ) = 0 .48

ss V S (ỸAE , Accept) = 0 .43
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CHAPTER 11

Conclusions 

11.1 PERCEPTUAL COMPUTING METHODOLOGY 

Perceptual computing is a methodology for assisting people to make subjective
judgments. The perceptual computer (Per-C) is our instantiation of perceptual com-
puting. Although there are lots of details needed in order to implement the Per-C’s
three components—encoder, decoder, and CWW engine—and they are covered in
Chapters 2–6, it is when the Per-C is applied to specific applications, as is done in
Chapters 7–10, that the focus on the methodology becomes clear. Stepping back
from those details, the methodology of perceptual computing is: 

1. Focus on an application (A). 

2. Establish a vocabulary (or vocabularies) for A. 

3. Collect interval end-point data from a group of subjects (representative of the
subjects who will use the Per-C) for all of the words in the vocabulary. 

4. Map the collected word data into word FOUs by using the Interval Approach
(Chapter 3). The result of doing this is the codebook (or codebooks) for A,
and completes the design of the encoder of the Per-C. 

5. Choose an appropriate CWW engine for A. It will map IT2 FSs into one or
more IT2 FS. 

6. If an existing CWW engine is available for A, then use its available mathe-
matics to compute its output(s) (Chapters 5 and 6). Otherwise, develop such
mathematics for your new kind of CWW engine. Your new CWW engine
should be constrained so that its output(s) resemble the FOUs in the code-
book(s) for A. 

7. Map the IT2 FS outputs from the CWW engine into a recommendation at the
output of the decoder. If the recommendation is a word, rank, or class, then
use existing mathematics to accomplish this mapping (Chapter 4). Otherwise,
develop such mathematics for your new kind of decoder. 

The constraint in Step 6, that the output FOU of the CWW engine should resem-
ble the FOUs in the codebook(s) for A, is the major difference between perceptual
computing and function approximation applications of FSs and systems. 
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11.2 PROPOSED GUIDELINES FOR CALLING SOMETHING CWW 

Guidelines are needed for when something such as the Per-C is called computing
with words (CWW), or else CWW will just be a relabeling of what we are already
doing. The following proposed guidelines are in the form of three tests, all of which
we suggest must be passed or else the work should not be called CWW. A fourth
test is optional but is strongly suggested. 

1. A word must lead to a membership function rather than a membership func-
tion leading to a word. When one begins with an FS, one begins with the MF
of that set, that is, a mathematical description of that set. It matters not what
that FS is called because the same MF is associated with each and every
name chosen for the set, and when the FS is programmed for a computer, the
computer does not care about the name of the FS, it only implements the
mathematical formula of the MF. For example, if temperature is partitioned
into three overlapping intervals, and FSs are established for the three parti-
tions, these sets could be called low, medium, and high, T1, T2, and T3, or any
other three names. 

On the other hand, when one begins with a word and wants to use a FS
to model it, then some knowledge or information about the word has to lead
to the FS. Just as there can be different kinds of models that describe a dy-
namical system, there can be different kinds of FS models that describe a
word. When physical laws are used to model a dynamical system, then one
obtains an internal representation of the system. When only data are available
about a dynamical system, then one obtains an external representation of the
system. Similarly, when some laws about words are used to model them, then
one obtains an internal representation of the words. When data are available
about words, then one obtains an external representation about the words. So,
for example, when interval data are collected for words and those intervals
are then mapped into FOUs, an external IT2 FS model is obtained for each
word. 

2. Numbers alone may not activate the CWW engine (e.g., if–then rules). Num-
bers are modeled as singleton FSs and there is nothing fuzzy about them. At
least one word must activate the CWW engine and it must be modeled by a
nonsingleton FS, for example, a fuzzy number. If the CWW engine is com-
prised of rules, then singleton fuzzification alone is not permitted, because a
fuzzy singleton is not a legitimate model of a word. Rules must be activated
by FSs, and so in CWW one is always in the so-called nonsingleton fuzzifica-
tion situation. This is very different from a rule-based fuzzy logic system that
is used for function-approximation kinds of applications, in which almost
everyone uses singleton fuzzification to keep things simple. 

3. The output from CWW must be at least a word and not just a number. CWW
implies “words in and words out”; however, people also like to get data to
back up the words (e.g., if your supervisor tells you your performance is un-
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satisfactory, then you ask “why?” and the answer to this has to be backed up
with data), so words and data are okay as outputs from CWW. Words alone
are okay for CWW, but data alone are not okay as outputs from CWW, for
example, for a rule-based CWW engine, if the output is only a defuzzified
number, then this is not CWW (it’s a fuzzy logic system or a fuzzy logic con-
troller, etc.). If, however, that defuzzified number is somehow mapped into a
word, then this is CWW, and the combined defuzzified number and its asso-
ciated word are also CWW. An example of a mapping that leads to both a
number and a word is ranking. For example, proposals A, B, C, and D are
ranked 2 (next to the best), 4 (worst), 1 (best), and 3 (next to the worst), re-
spectively. Of course, in CWW something other than defuzzification may be
used to aggregate fired-rule output sets, for example, a fuzzy weighted aver-
age or a linguistic weighted average, leading to another FS that is mapped
into the word it most closely resembles. 

4. Because words mean different things to different people, they should be mod-
eled using at least IT2 FSs. A consequence of using at least IT2 FSs as mod-
els for words is that all computations performed by a CWW engine will then
be valid for at least IT2 FSs. Another consequence of this requirement is that
researchers who have developed novel and interesting ideas for CWW in the
framework of T1 FSs could reexamine those ideas using at least IT2 FSs. 

This test is “optional” so as not to exclude much research on CWW that
uses T1 FSs, even though we strongly believe that this test should also be a
requirement for CWW, because, as we have explained in Chapter 3, it is sci-
entifically incorrect to model a word using a T1 FS. 

The above tests are easy to apply to any article that uses CWW in its title or
claims to be about CWW. If Tests 1–3 are passed, then using the phrase CWW is
okay; otherwise, it is not. Failing any one or all of these tests does not diminish the
work’s importance; it serves to distinguish the work from works about CWW. In
this way, a clear distinction will appear between fuzzy logic in CWW and fuzzy
logic as not in CWW. Confusion will be reduced and this will benefit the entire
fuzzy logic field. 
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Entropy, 275
Extension Principle, 151, 167–169

Falsificationism, 17
First-order uncertainty model of a word, 18
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upper membership function (UMF), 43
vertical slice, 42
vertical slice representation, 42

IT2 FS word models from interval data (see
also Interval approach; Interval end
points approach; Person FOU
approach for a group of subjects)

Interval weighted average (IWA)
computation, 147–148
definition, 146
example, 148–149
expressive way to summarize it, 148
statement, 147

Investment decision making, 3–5, 199–202
(see also, Investment Judgment
Advisor)

Investment Judgment Advisor (IJA)
codebooks, 203–204, 205, 206, 207
design of CWW engine, 214–215
design of decoder, 215–216
design of encoder, 202–204
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examples, 216–228
interactive software, 228
user-friendly codebooks, 204, 206,

208–214

Jaccard similarity measure, 121, 135, 216
Journal Publication Judgment Advisor

(JPJA), 284–310
codebook for the weights, 287–288
codebook words used by a reviewer,

286–287
decoding codebook constructed using

survey, 290
decoding codebook constructed using

training examples,290
description, 284–285
design of CWW engine, 288–289
design of decoder, 290–291
design of encoder, 286–288
examples, 291–309
modified paper review form, 285–286

Judgment, 5, 235
Judgment matrix

crisp, 275
fuzzy, 273
total fuzzy, 274

KM Algorithms (see also, Enhanced KM
Algorithms)

alternating projection algorithms, 56
derivations, 52–53
graphical interpretation, 56
properties, 54
statements, 53–54
switch points, 49

Linguistic term set, 102
Linguistic variable, 37
Linguistic weighted average (LWA)

algorithms, 160–161
computation, 157–160
definition, 147
example, 161–163, 165
expressive way to summarize it, 155
flowchart, 162
for IJA, 214
for JPJA, 288–289
special case, 163–165
statement, 154–155
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Membership functions
choice of, 36
multivariate, 36
shapes, 36
type-1 fuzzy set, 35

Methods for eliciting T1 MF information
from subjects

critique, 110–111
direct rating, 108
group-voting, 108
interval estimation-1, 109
interval estimation-2, 109
polling, 107–108
reverse rating, 108–109

Missile evaluation system, 8–9, 260–279
comparison with Chen’s first approach,

276–277
comparison with Chen’s second

approach, 278–279
comparison with Mon et al.’s approach,

273–276
design of CWW engine, 265–266
design of decoder, 266
design of encoder, 263–265
examples, 266–273
performance evaluation table, 8, 9, 261
problem statement, 260–263

Mixed signals, 256

Novel weighted averages, 146–147, 265
(see also, Fuzzy weighted average;
Interval weighted average;
Linguistic weighted average)

Occam’s Razor, 20
Occam, William of, 20
Ordered fuzzy weighted averages

(OFWAs), 166
Ordered linguistic weighted averages

(OLWAs), 166–167
Ordered weighted average (OWA),

165–166
Outlier processing, 86, 240–242
Overlapping, 120, 122, 130, 132

Parametric model
filled-in, 75

Parsimony, 73
Perceive, 2
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Perceptions, 2
computational theory of, 12

Perceptual, 2
Perceptual Computer (Per-C)

decoder, 2
encoder, 2
CWW engine, 2
validation, 15–16 (see also, Turing Test)
choice of fuzzy set models for, 16–19
keeping it as simple as possible, 19–20

Perceptual computing, 2
architecture for, 2
historical origins, 11–15
methodology, 311

Perceptual reasoning, 180–195
computing firing levels, 181–182
computing FOU, 182–184
examples, 187–190
origin of the term, 30
properties, 184–187, 191–195
requirement, 181
statement, 181

Person FOU, 67, 69
Person FOU approach for a group of

subjects (see also, Person FOU;
Person IT2 FS)

interval type-2 person fuzzy set, 67
premises, 67, 70, 71, 73, 75

Person IT2 FS, 69
Popper, Sir Karl, 17
Procurement Judgment Advisor (PJA) (see

also Missile evaluation system)

Qualitative probability expression, 66

Ranking band, 129, 216
Ranking for IJA, 216
Ranking for PJA, 266
Ranking methods for IT2 FSs

centroid-based ranking method, 129
Mitchell’s method, 128
reasonable ordering properties, 128
simulation results (example), 129

Ranking methods for T1 FSs, 135, 137–138
Ranking words, 101
Rational calculation, 176
Rational description, 176
Reasonable-interval processing, 87
Reasonable-Interval Test   
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derivation, 111–114
statement, 87

Recommendations, 2
class, 118
rank, 117–118
word, 117

Reflexivity, 118, 120, 130, 132
Representations of IT2 FSs

vertical slice representation, 42
wavy slice representation, 45
Wavy Slice Representation Theorem

(RT), 45
Risk band, 215–216
Rules, 175 (see also, Implication)

antecedent, 175
consequent, 175

Set theoretic operations (see also Type-1
fuzzy sets; Interval type-2 fuzzy
sets)

Set theoretic operations for IT2 FSs
complement, 46
intersection, 46
union, 46, 58–59

Similarity for IJA, 215 (see also, Similarity
measure for IT2 FSs)

Similarity for PJA, 266 (see also, Similarity
measure for IT2 FSs)

Similarity measure for IT2 FSs
desirable properties, 119–120
example, 122–123, 125–127
Jacccard similarity measure, 121–122
problems with existing measures,

120–121
SJA design (see also, Data pre-processing

steps for SJA)
computing the output, 245–246
consensus, 245
data pre-processing, 238–242
first and succeeding encounters, 255
how to use it, 246–247
main differences with linear approaches,

255–256
methodology, 236–238
multiple indicators, 253, 255
rulebase generation, 242–245
single-antecedent rules, 247–251
survey results, 238
two-antecedent rules, 251–253
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variable structure model, 256
Social Judgment Advisor (SJA) examples,

187–190 (see also SJA design)
Social judgment making, 5–7 (see also,

Social Judgment Advisor)
Software URL, xv, 228
Sub-codebooks for the JPJA

reviewer, 286–287
weights, 287–288

Subcriteria, 145
Subjective judgment, 2
Subsethood measures for IT2 FSs

desirable properties, 130
examples, 132–135
problems with existing methods, 131
Vlachos and Sergiadis’s subsethood

measure, 131–132, 291
Subvocabulary, 102–103, 105, 123
Supervisory fuzzy controller, 14
Switch points, 49, 148 (see also, KM

Algorithms)
Symmetry, 118, 120, 122
Synopsis of technical details

Chapter 2, 24–26
Chapter 3, 26–27
Chapter 4, 27–28
Chapter 5, 29
Chapter 6, 29–31

Tolerance factor, 82, 83
Tolerance limits, 82, 86
Tolerance limit processing, 86
Transitivity, 118, 119, 120, 130, 132
Turing Test, 15, 16, 19
Type-1 fuzzy sets, 35–38 (see also,

Methods for eliciting T1 MF
information from subjects)

alpha-cut decomposition theorem, 150
antonym, 214
cardinality, 57
compatibility, 119
compatibility measures, 135, 136
complement 38
convex, 36
definition, 35
Function Decomposition Theorem, 152,

169–170
functions of, 151–152
intersection, 38
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Type-1 fuzzy sets (continued)
mean, 89, 90
membership function, 35
normal, 36
proximity relationship, 118
ranking methods, 135, 137, 138
similarity relationship, 118
standard deviation, 89, 90
support, 36
union, 38

Type-2 fuzzy sets (see also, Interval type-2
fuzzy sets)

antonym, 214–215
footprint of uncertainty, 41
secondary grades, 41
secondary MF, 41

Uncertainty
first-order, 67, 68, 70
inter-uncertainty, 67, 70
intra-uncertainty, 67, 70
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length of centroid, 50
linguistic, 81
random variables, 49
second-order, 68–69

Uniform distribution, 88

Variable structure model, 256
Vocabulary, 2

16 words, 78–81
32 words, 101–104
IJA, 202–203
JPJA, 286–288
missile evaluation system, 263
SJA, 238

Weighted average, 145
Weights, 145
Words (see also, Vocabulary)

randomized, 77
sufficiently dissimilar, 206
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