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Preface

This book is intended to guide readers on phase-locked loop (PLL) theory and
show practical applications, designs, simulations, and testing techniques. The book
emphasizes monolithic PLLs because of the growth in this area; however, the
techniques also apply to other PLLs. The majority of the material was generated
from presentations to customers, seminars, and work assignments at Texas Instru-
ments (TI).

Current PLL reference books emphasize system theory and circuits that can be
built in rack-mounted modules or soldered into printed circuit boards (PCBs). Most
of these techniques cannot be done in integrated circuits (ICs). Integrated circuits
require a lot more attention to transistor-level design detail than is feasible using
an IC process. This book balances the necessary system-level background with the
transistor-level design detail. The amount of design detail presented in this book
is unavailable in other current references.

The difficulty of PLLs has caused many years to be spent collecting and studying
a wide variety of books and articles to learn PLL concepts and develop PLL analysis,
simulation, and testing techniques. However, the information, solved practical
problems, SPICE listings, simulation techniques, and test setups in this book will
accelerate the learning process for readers. Easy access in one reference book will
allow readers to solve practical PLL problems, design PLLs, conceptualize new
PLLs, simulate phase locks loops, and test and troubleshoot PLLs immediately.

What makes PLLs difficult? PLLs are used as pipe cleaners for breaking simula-
tion tools. Cadence and Synopsys use a PLL to show the limitations of their tools.
The failure mode of the simulation tool is to show a working PLL when it does
not function in silicon. In addition, the PLL has long simulation times because the
high-frequency voltage-controlled oscillator (VCO) clock of 1 GHz requires small
time steps and the low reference frequency of 1 MHz requires hundreds of micro-
seconds of time for the simulation to settle. Because of these simulation problems,
there is not even close to 100% coverage of PLL performance. There is always a
gap. The question is how big a gap one leaves and how to minimize this gap. Next,
one simulation tool cannot measure all the characteristics and design requirements
of the PLL. Multiple methodologies and developing one’s own simulation tools
add to the difficulty. Laboratory measurements require specialized equipment and
measurements that have state-of-the-art accuracy.

A PLL engineer must have a breadth of knowledge in many disciplines covering
almost all of electronics. Familiarity with Z transforms, La Place transforms, Fourier
transforms, differential equations, numerical analysis, the C programming
language, digital circuits, analog circuits, RF circuits, control systems, and commu-
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nications are the recommended background areas. Very few engineers have this
background. Finally, to quote Behzad Razavi, the design of PLLs cannot be
described easily using a straight top-down or bottom-up approach because each
level of abstraction entails issues strongly related to other levels as well (Razavi,
B., Monolithic Phase-Locked Loops and Clock Recovery Circuits, New York: IEEE
Press, 1996).

The limit of 50 MHz for crystal-oscillator frequencies, the demand for higher-
speed integrated circuits, and the integration of all functions to create a system on
an integrated circuit has created an unprecedented demand for monolithic PLL
circuits. Microprocessors, digital signal processors, microcontrollers, and tele-
communications integrated circuits are demanding clock speeds from 200 to
4,000 MHz. PLL frequencies multiply 10–50-MHz crystal-oscillator frequencies
up to these required output frequency ranges. Current system designers are
demanding more functions (e.g., process, control, memory) to be integrated on one
integrated circuit (systems-on-a-chip concept) in order to meet consumer demands
for higher-powered and lower-cost electronic products. Because of these demands,
monolithic PLLs have a different design emphasis than the traditional PLL designs
of the past. New designs must provide maximum isolation from other circuits on
the chip, use low power, occupy small die area, use small-value capacitors, and
not use inductors. Strategies for testing PLLs on a chip also present new challenges
because, in many cases, only the input reference frequency and output frequency
pins are available, and integrated circuit testers require functional tests that take
only a few milliseconds to complete.

Traditional PLL design relied on different chip functions to make a PLL that
was connected together on a PCB. Understanding the details of many of these
devices was not necessary. Today, IC designers must know the transistor-level
details of VCOs, dividers, phase detectors, charge pumps, operational amplifiers,
lock detectors, and crystal-oscillator designs. This book gives the details of these
designs and gives SPICE listings so that readers can more completely understand
them by running their own simulations. In addition, the SPICE simulations show
methods for verifying the performance of individual functions within the PLL. This
book presents a practical guide for analyzing, designing, simulating, testing, and
troubleshooting monolithic PLLs.

Design engineers, system engineers, and test engineers are the audience for this
book. They will most need and use the information in this book. System engineers
will learn the hardware constraints on system performance, which will lead to
better functional divisions between chips, better floor planning in the chips, and
fewer redesigns because of better ranking of requirements.

Design engineers will learn about requirement trade-offs, synthesis of loop
components, PLL requirements, and analysis and troubleshooting of PLL problems.
Consequently, higher-performing loops will be designed that can be easily tested
on a tester.

Test engineers will be able to understand PLL requirements and the test proce-
dures necessary to verify PLL performance according to those requirements. These
engineers will be able to understand PLL requirements and more fully test all
functions on a PLL.
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The unique features of this book will make it an essential resource for engineers.
My methods of PLL design, hierarchical SPICE listings, and detailed design of
phase detectors, dividers, and oscillators will make it especially valuable to IC
design engineers. The engineering community has a high interest in these analysis
techniques.

Almost all of the equations were developed and analyzed using Mathcad. These
verified equations were directly copied into the book, which enhances the accuracy
of the equations by avoiding typos and other possible errors. In addition, some of
the plots from Mathcad were also included.

Finally, the SPICE listings, which are used to analyze and understand PLL
concepts, is another unique feature that is included on the CD for the book. Years
of learning PLL concepts and developing PLL analysis techniques will be shortened.
The SPICE simulations will accelerate the learning process for the readers and
allow them to solve practical problems immediately.

Book Summary

This book has nine chapters and two appendixes. Chapters 1 through 5 discuss
the basic tools that are required to do PLL analysis and specify PLL requirements.
Chapters 6 through 9 extend the basics to practical simulation, application, and
testing problems.

Chapter 1 gives an overview of PLLs, presents background information to
understand how a loop operates, and gives reference material for further study of
loops. Key signals of interest within a PLL and the major components are discussed
so that engineers can immediately identify performance by monitoring these signals
or major components on the test bench or in simulations. Key design requirements
are presented so that engineers will be able to identify the important requirements
among the many trivial ones that can be found in statements of work or specifica-
tions. A history of PLLs is presented to show the progression from the first imple-
mentations with large racks of equipment to today’s tiny monolithic versions.

Applications of PLLs are presented to show the many applications in modern
systems. In addition, the reader needs to understand the differences in specification
requirements for these applications because the design differences in the PLL litera-
ture are driven by these application differences. Good design engineers must under-
stand how their circuits will be used in order to provide the optimum circuit for
the customer. Not everything the customer desires is in the specification, and the
ranking of the importance of specifications must be determined.

Chapter 2 covers system analysis of PLLs. Control-systems theory and analysis
of PLLs is covered in this chapter. Bode plot analysis of PLLs is studied so that
stability requirements can be designed. The relationship between step response and
stability is studied. Finally, error tracking of a PLL to various stimuli is studied.
Understanding control systems helps an engineer build stable and robust loops.

Chapter 3 discusses system requirements for a PLL. Noise basics, phase noise,
time-domain response, acquisition, jitter, and spurious signals are the system
requirements that are studied in detail. First, noise basics are discussed in order to
get a foundation for analyzing noise requirements and their relationship to circuit
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design. In this section, the sources of noise, a discription of each noise type, active
noise models, equivalent input noise, noise figure, and the trade-offs between
bipolar and Complementary metal oxide semiconductor (CMOS) transistors will be
discussed. Understanding these topics will help readers decipher noise specifications,
understand the physical limitations of the circuit design, and design low-noise
circuits.

Next, frequency modulation (FM) theory and its relationship to phase noise
are reviewed. The phase-noise characteristics of oscillators are discussed, and a
model is developed. The relationships in this chapter have been discussed in several
articles and seminars. The VCO and reference phase-noise combination in a PLL
are discussed. Understanding this relationship helps engineers design low-noise
loops. Phase noise is a measure of the stability of the loop. Lower-phase-noise
designs allow the loop to be used in higher-precision applications (e.g., high-quality
audio products).

Linear time-domain responses are studied to give an engineer the understanding
of the relationship between loop variables and a faster switching time. Almost all
PLL responses can be modeled by these classic equations. Next, these equations
can be used to study the relationship between loop gain and tracking error. Reducing
tracking error allows the output edges to more closely track the reference input
edges, which can be critical in clock recovery and resynching circuits. In addition,
these equations can be used to determine the natural frequency and damping factor
by adjusting these parameters to fit the measured data.

Nonlinear acquisition is studied to give an engineer an understanding of loop
responses to various external stimulus. Understanding these responses will help
explain loop responses that seem to be inconsistant. The second-order, nonlinear,
ordinary differential equation is derived. Then, the equation is simplified and
converted to a difference equation to make it easier to program. Finally, responses
inside and outside the separatrix are studied.

The causes of jitter, the effect of jitter on the PLL, the relationship of phase
noise to jitter, and the relationship of spurious signals to jitter are covered. Jitter
reduces the timing margin in digital circuits, which reduces the speed at which
digital circuits can operate. Understanding the relationship of PLL parameters to
jitter will allow the design of faster digital circuits. For synchronizing circuits,
additional jitter increases the bit-error rate of the interface.

Spurious signals are studied because these signals cause jitter and reduce the
precision of the output frequency. The intermodulation products of a mixer are
studied because many spurious signals result from some nonlinear transfer function
that performs the mixing operation. Understanding the mixing operation allows
engineers to design methods for suppressing these products. Spurious signals at
the output from the reference frequency are among the largest spurious signals in
a loop. Feed-through from the phase detector output to the VCO tune line is the
biggest contributor. Understanding this feed-through mechanism will help engineers
design lower-jitter and lower-noise PLLs.

Chapter 4 discusses the design of the individual components in a PLL. Detailed
designs of programmable dividers, VCOs, crystal oscillators, phase detectors, lock
detectors, and acquisition aids are studied. Design techniques for programmable
dividers are discussed to prevent a PLL from hanging up on one of the power rails.
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VCO performance accounts for more of the PLL’s characteristics than any other
component. Design trade-offs and techniques for single-ended ring, differential
ring, multivibrator, and LC resonant VCOs are discussed.

Crystal reference oscillators are also being incorporated on integrated circuits
with the PLLs. Consequently, crystal-oscillator design techniques are covered.
Maintaining oscillation and startup time are the main concerns of IC designers
in crystal-oscillator design. Analysis of stability and computing startup time are
presented.

In Chapter 5, phase detectors are studied because understanding how phase
detectors work is one of the major keys to understanding how PLLs work. First,
the phase/frequency detector is studied because of its wide use in the industry. The
operation of the phase/frequency detector, the frequency-difference response, the
phase-difference response, the generation of the phase detector transfer function,
and the distortion zone are covered.

Many systems use the lock detector to reset the system. This is a disastrous
change to the operation of most systems. In a PLL, a reset can start the loop
operating at a very low frequency (or no output); it then reacquires lock at the
normally much higher output operating frequency. Consequently, a small phase
shift in a PLL that would marginally affect the system can cause a huge disruption
in the operation of the system if a reset occurs. The key to lock detection is to
detect behavior that shows the PLL is broken. The quadrature phase detector, time-
window edge comparison, the tune-voltage window comparator, and cycle-slip
detection are the lock-detection methods that are covered.

Open-loop sweep, closed-loop sweep, and discriminator-aided acquisitions are
the methods that are covered. The phase/frequency detector uses discriminator-
aided acquisition and is the most popular choice. Clock recovery circuits cannot
use phase/frequency detectors. Consequently, these circuits require an acquisition
aid. Understanding the design details and trade-offs in these components is critical
to designing monolithic PLLs.

Chapter 6 presents loop-compensation synthesis. The synthesis of loop-compen-
sation components in the loop are application dependent. Consequently, several
examples of the most popular compensation schemes are presented to give an
engineer an intuitive feel that allows him or her to extend these methods to designs
that are not presented. These examples include passive, active, charge pump, sam-
pling delay, optimum phase-noise, low active filter noise, and minimum capacitance
design.

Chapter 7 discusses test measurements of PLLs. Measurements of PLLs are
critical in verifying the performance of the PLL. Many of the tests can only be
done on the bench because the length of test time (greater than tens of milliseconds)
makes testing on the tester in production impractical. Understanding how a PLL
is tested can help the designer incorporate testing aids into the PLL.

This chapter discusses several phase-noise measuring methods. An explanation
of the advantages and disadvantages of each method and several phase-noise plots
of sources and measuring equipment aids the reader in selecting the appropriate
phase-noise method. Step-response measurements are discussed. Results from step-
response measurements verify damping and bandwidth design goals. Jitter and
spurious-signal measurements are also discussed. Understanding these issues will



xviii Preface

help design lower-noise loops. Finally, this chapter presents troubleshooting tech-
niques for PLLs. The testing and troubleshooting of PLLs in integrated circuits
presents unique problems. In order to determine which tests need to be run on a
particular design, the reader must understand how to troubleshoot various problems
that occur in a PLL.

Chapter 8 covers simulation techniques for PLLs. The types of PLL simulators
vary from equation solutions, to behavioral-model solutions, and to SPICE
transistor-level solutions. The choice of simulation depends on the speed and accu-
racy of the results. For instance, accurate SPICE simulations can take several weeks
to run when looking at acquisition times. This chapter will help the reader make
an informed choice as to which method to use.

Chapter 9 presents PLL applications and extensions. PLLs are used to generate
frequencies, to do clock recovery of a signal, and to resynchronize signals. Design
solutions will be studied to illustrate solutions for particular design problems. This
will familiarize readers with the various design approaches, which they can then
extrapolate to their particular solutions.

In clock recovery, many systems transmit or receive data without any additional
timing reference. To an ever-increasing extent, communication links use digital
formats to transmit information synchronously in a continuous, uniform pulse
stream. Clock-recovery techniques are covered because every digital communication
link uses a PLL in the reception of this information.

Communication systems, radar systems, data-acquisition systems, and test
equipment convert analog signals to digital words for digital processing. Digital
processing assumes equally spaced time samples; however, actual samples from
analog-to-digital (A/D) converters have slightly unequal time spacing. Phase noise
from the oscillator that generates the sampling clock produces this change in time
spacing. In digital processing, equally spaced time samples are critical to system
performance. The phase noise of the sampling clock affects the dynamic range of
the A/D converter by adding noise. The limitations of the conversion process will
be covered so that adjustments can be made to PLL designs that can overcome
these limits.

As digital processes reduce the cost of circuit functions and design tools to
handle large-scale digital circuits, design in the digital domain becomes easier.
Consequently, it has created a demand for all-digital PLLs (ADPLL). ADPLLs will
be covered to improve the reader’s ability to recognize the correspondence between
the fundamentals and structures that look very different from the basic PLL.

The variety of design topics covered illustrates solutions to particular design
problems. This will familiarize the reader with the various design approaches so
that they can extrapolate them to their particular solutions.

The appendixes contain a glossary of terms and symbols and other reference
material. The glossary defines and identifies terms, letter symbols, and abbrevia-
tions. The IEEE standards were followed to generate the definition of these terms
and the symbols.

Finally, TI transistor-level processes are not included (it is best to substitute
MOSIS transistor models). The circuits in this book do not reflect TI’s implementa-
tion of any product, and there is no guarantee that they will work for anyone’s
application or that the simulations will work. References to software tool vendors
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and test equipment manufacturers do not represent the current performances of
these tools and are included only to show the methodology that would be used to
evaluate these tools.
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C H A P T E R 1

Getting Started with PLLs

A phase-locked loop (PLL) helps keep the electronic world orderly. In a television
set, one PLL keeps the head at the top of the screen and the feet at the bottom of
the screen. Another PLL makes the color green remain green and the color red
remain red.

This chapter presents background information to understand how a loop oper-
ates and gives reference material for further study of loops. Key signals of interest
within a PLL and the major components are discussed so that we can immediately
identify performance by monitoring these signals or major components on the test
bench or in simulations. Key design requirements are presented so that we will be
able to identify the important requirements from among the many trivial ones that
can be found in statements of work or specifications. A history of PLL is presented
to show the progression from the first implementations with large racks of equip-
ment to today’s tiny monolithic versions.

Applications of PLLs are presented to show the many applications in modern
systems. We will need to understand the differences in specification requirements
for these applications because the design differences in the PLL literature are driven
by these application differences. Good design engineers must understand how their
circuits will be used in order to provide the optimum circuit for the customer. Not
everything the customer desires is in the specification, and the ranking of the
importance of specifications must be determined.

1.1 Definition and Operation

More precisely, a PLL synchronizes the output phase and frequency of a controllable
oscillator to match the output phase and frequency of a reference oscillator. Ideally,
the steady-state condition will show a zero difference in phase and frequency
between the controlled oscillator output and the reference output.

The simplest PLL consists of four basic functional blocks:

1. Voltage-controlled oscillator (VCO);
2. Phase detector (PD or PFD);
3. Loop filter;
4. Feedback divider (which equals 1 for the simplest case).

To maintain synchronization, a phase comparison (by a phase detector) of the
outputs of the reference and controllable oscillators generates an error signal that

1



2 Getting Started with PLLs

is processed by the loop filter to control the controllable oscillator for minimum
phase error. An increase in phase error produces a control signal that changes the
controllable oscillator to decrease the phase error and vice versa. Consequently,
the loop tracks changes in the phase and frequency of the reference oscillator.

To be more specific about the operation of the loop, a phase comparison by
the phase detector occurs for each rising edge of the reference oscillator. The output
of the phase detector produces a pulsed error voltage that has a pulse width equal
to the difference in phase of the two signals. The loop-filter processes the pulsed
error voltage (average) to produce a dc voltage for controlling the VCO. Figure
1.1 shows the ideal transfer function for a phase detector with a 5-MHz reference
frequency.

Equation (1.1) shows the mathematical description for the ideal phase detector:

Vpdavg = Kdue (1.1)

where

Kd = Phase detector gain (V/rad);

ue = Phase error (rad).

From the control voltage, the VCO slightly changes the frequency in a direction
that reduces the phase difference. Figure 1.2 shows the ideal tune-voltage-versus-
frequency curve transfer function for a VCO. Equation (1.2) shows a mathematical
description of the ideal VCO transfer function:

vout = voff + KvVtune (1.2)

Figure 1.1 Ideal phase detector transfer function.
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Figure 1.2 Ideal transfer function for a VCO (frequency versus tune voltage).

where

vout = Duout /Dt

voff = offset frequency of the VCO, frequency with 0V on the tune line, (rad/s);

Kv = VCO gain, slope of the VCO transfer function (rad/s/V).

The next cycle begins again with a phase detector comparison with the reference-
clock rising edge. This cycle repeats for each reference-oscillator period until the
phase difference is minimized.

From a network-analysis point of view, the phase detector is a transducer that
converts a frequency difference to a voltage. The loop-filter processes the output
voltage of the phase detector and produces the control voltage to the VCO. The
VCO is another transducer that converts the processed voltage from the loop filter
to frequency. The output frequency is then fed back to the phase detector for
comparison with the input frequency. Consequently, network functions between
the output of the phase detector and the input of the VCO are expressed in terms
of voltage. Network functions from the VCO to the phase detector are expressed
in terms of phase or its derivative frequency.

Key signals of interest within a PLL include:

1. Input frequency or reference frequency;
2. Output frequency;
3. Tune voltage or current input to the VCO or CCO;
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4. Comparison of the positive edge of the reference input signal to the phase
detector with the positive edge of the fed-back signal from the VCO to the
phase detector, with the positive edge of the reference input as the trigger
source (phase error).

When the PLL is locked, the output frequency should follow the input fre-
quency. The ratio of the output frequency to the input frequency should be unity.
The tune voltage or current input to the VCO should also vary smoothly with the
changing input frequency. Finally, the positive edge of the fed-back signal from
the VCO should smoothly track the positive edge of the reference input signal with
changing input frequency.

A PLL has several states of operation. Initially, the loop begins in the unlocked
state, which occurs at the moment when power is applied to the PLL. After a
transition period, a locked state arrives, in which the frequency of the VCO equals
the average frequency of the input signal, and each input cycle has only one cycle
of VCO output. The transition from the unlocked to the locked state defines the
acquisition response for a PLL.

Figure 1.3 shows a transient response of a PLL acquiring lock. The loop starts
from a high-frequency, unlocked state and finishes in a locked state. In the unlocked
state, multiple cycle slips in phase occur. The maximum pulse width of the phase

Figure 1.3 A transient response of a PLL acquiring lock.
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detector, followed by a minimum pulse width at the next phase comparison, defines
the occurrence of a cycle slip as shown in the figure.

One of the most common applications of a PLL is the multiplication of the
reference frequency. A frequency divider placed in the feedback path of the loop
between the VCO output and the phase detector input multiplies the reference
frequency by the frequency-divide ratio. This multiplication occurs because, in
order for the frequency after the frequency divider to be equal to the reference
frequency, the VCO frequency at the input of the frequency divider must be at the
reference frequency times the divide ratio. For example, with a frequency divider
that has a divide ratio of 2, the frequency of the signal at the output of the VCO
will be twice that of the reference.

Key design considerations for monolithic applications include:

• Timing jitter;
• Loop stability;
• Noise immunity;
• Architecture.

Low timing jitter for a loop allows the widest variation in digital timing for
the logic in the core. High loop stability and high noise immunity provide a loop
that stays locked in a harsh electronic environment. An unlocked loop (worst-case
failure mode) causes accumulated phase and frequency errors that can result in
system failures. PLL architecture decisions affect the system requirements that will
be met. Single PLL, multiple PLL, direct digital synthesis with a PLL, multivibrator
VCO, ring oscillator VCO, phase/frequency detector, and XOR phase detector are
some example architecture choices.

1.2 Phase-Lock Loop Literature

1.2.1 Books

Several noteworthy introductory books have been published on PLLs. I will critique
the ones that I am most familiar with. Floyd Gardner’s book [1] stresses physical
understanding of basic PLL characteristics. He uses mathematical descriptions of
PLLs and avoids long mathematical derivations. Roland Best’s book [2] provides
explanations of PLL behavior with an easy-to-understand methodology that
includes analogies of PLLs to mechanical systems. He covers analog, digital, all-
digital, and software PLLs. A computer-simulation program is provided that helps
readers look at PLL performance. Behzad Razavi’s book [3] provides a survey of
IEEE articles that cover the basics, building blocks, modeling, simulation, and
monolithic implementation of PLLs and carrier-recovery circuits. Vadim Man-
assewitsch’s book [4] emphasizes the application of PLLs to frequency synthesis.
He covers system issues of frequency synthesizer architectures, grounding and
shielding, troubleshooting techniques, atomic reference sources, and the need to
understand requirements. In addition, he covers circuit detail for the major compo-
nents in PLLs and synthesis of the loop filter. Other noteworthy books include
[5–7].
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1.2.2 Articles

Several introductory articles have also been published. The articles authored by
Andrzej Przedpelski are an excellent introduction to PLLs. They are:

• ‘‘Analyze, Don’t Estimate Phase-Lock-Loop,’’ Electronic Design, Vol. 26,
No. 10, May 10, 1978;

• ‘‘Optimize Phase-Lock Loops to Meet Your Needs—Or Determine Why
You Can’t,’’ Electronic Design, Vol. 26, No. 19, September 13, 1978;

• ‘‘Suppress Phase-Lock-Loop Sidebands without Introducing Instability,’’
Electronic Design, Vol. 27, No. 19, September 13, 1979;

• ‘‘Programmable Calculator Computes PLL Noise, Stability,’’ Electronic
Design, Vol. 29, No. 7, March 31, 1981.

In addition, Gardner’s article is extremely useful reading:

• ‘‘Charge-Pump Phase-Lock Loops,’’ IEEE Trans. Comm., Vol. COM-28,
November 1980, pp. 1849–1858.

The reader should not be deceived by the initial simplicity of PLLs. Understand-
ing PLLs involves a broad range of technical disciplines. Consequently, concentrat-
ing efforts on the immediate problem will help save time and reduce frustration. For
instance, if the reader is troubleshooting an existing design, he should concentrate on
system-response theory, understanding PLL requirements, grounding and shielding,
measurement techniques, and troubleshooting techniques. If the reader is designing
a PLL, he should concentrate on system architecture, understanding PLL require-
ments, feedback theory, detailed component design, and grounding and shielding.

1.2.3 Background Books

Full understanding and analysis of PLLs requires proficiency in several engineering
subjects. Familiarity with Z-transforms, La Place transforms, Fourier transforms,
differential equations, numerical analysis, the C programming language, digital
circuits, analog circuits, radio frequency (RF) circuits, control systems, and commu-
nications is the recommended background. The following textbooks cover most
of the minimum recommended background:

• Feedback Control Systems by Charles L. Phillips and Royce D. Harbor;
• The Fast Fourier Transform by E. Oran Brigham;
• Network Analysis by Van Valkenburg;
• Analysis and Design of Analog Integrated Circuits by Paul R. Gray and

Robert G. Meyer;
• Principles of CMOS VLSI Design by Neil H. E. Weste and Kamran

Eshraghian;
• Principles of Communication Systems by H. Taub and D. L. Schilling.
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1.2.4 Web Sites

Besides books and articles, the Internet provides several locations to find informa-
tion on PLLs:

• Texas Instruments (TI), high-performance PLLs: http://www.ti.com/sc/docs/
products/msp/clock/pll/overview.htm;

• National Semiconductor wireless Web site: http://www.national.com/
appinfo/wireless;

• Frequency response analysis and design tutorials: http://me.www.ecn.
purdue.edu/~me475/ctm/freq/freq.html;

• Chip directory: http://icat.snu.ac.kr/chipdir/f/pll.htm;
• PLL fundamentals (minicircuits): www.minicircuits.com/appnote/vco15-10.

pdf;
• Monolithic complementary metal oxide semiconductor (CMOS) RF trans-

ceiver (Berkeley): http://kabuki.eecs.berkeley.edu/rf/rf.html;
• Analog integrated circuit (IC) design, Dr. Hellums of the University of Texas,

Dallas: www.utdallas.edu/~hellums;
• PLLs, Stan Goldman: http://home.comcast.net/~sgold_1.

1.3 Loop Classifications

Figure 1.4 shows functional block diagrams for PLL classes. At the top, a pure
analog PLL (APLL) uses an analog multiplier for a phase detector [4]. Next, a
DLL does not generate a frequency different from [3]. This type corresponds to
a digital phase lock loop (DPLL) in some ASIC libraries. Next, the DPLL uses a
digital phase/frequency comparator, digital dividers, and analog loop filter and
VCO. It is really a hybrid analog/digital loop [2]. This type corresponds to an
APLL in some ASIC libraries. The all-digital PLL (ADPLL) does not use any analog
components (e.g., resistors, capacitors) [2]. Finally, a software PLL consists of code
in a DSP.

1.4 Example Applications

Applications of PLLs include:

1. Frequency multiplier by multiplying the frequency of the reference oscillator;
2. Modulator by adding the modulating signal to the phase error;
3. Demodulator by tracking the changes in modulation to the reference input;
4. Coherent receiver by operating as a narrowband, tunable filter to track the

carrier frequency;
5. Data synchronizer by operating as a narrowband tunable filter to recover

the clock.
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Figure 1.4 Functional block diagrams for PLL classes.

1.4.1 History

From a historical perspective, De Bellescize in 1932 published one of the earliest
descriptions of phase lock, which treated the synchronous reception of radio signals
(synchronous or homodyne receiver). This receiver consisted of a local oscillator,
a mixer, and an audio amplifier. Adjusting the oscillator using phase-lock techniques
to the incoming carrier frequency down-converted the incoming signal to 0 Hz at
the output of the mixer. Mixing to 0 Hz demodulates the input signal at the output
of the mixer. The audio amplifier increases the signal strength to the speaker. For
various reasons, the simple synchronous receiver has never been used extensively.

The synchronization of horizontal and vertical scan in television produced the
first widespread use of phase lock. A pulse transmitted with the video information
signals the start of each line and the start of each interlaced half-frame of a television
picture. To reconstruct a scan raster on the TV tube, the pulses, after being stripped
off the video, synchronize a pair of free-running relaxation oscillators to trigger a
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pair of single sweep generators. Consequently, the sweep generators continue to
operate even if synchronization is absent. Noise can cause starting time jitter and
occasional misfiring far out of phase. Horizontal jitter reduces horizontal resolution
and causes vertical lines to have a ragged appearance. Vertical jitter causes an
apparent vertical movement of the picture. Phase locking examines the phase
between each oscillator and many of its sync pulses and adjusts oscillator frequency
so that the average phase discrepancy is small. Because a PLL averages the effects
of many pulses, an occasional noise pulse does not disrupt the raster scan.

From earlier applications to those in use today, PLLs have spread to computers,
Doppler radar, satellite communications, cellular phones, and telecommunications.
In this next section, we will look at the basic operation of these applications. This
will be an quick, informal, and nonnumeric overview. The operation of the PLLs
in these applications will raise several key issues that need to be answered in
studying PLLs.

1.4.2 Doppler Radar

Figure 1.5 graphically depicts a Doppler radar system that uses a PLL. This is a
transmit-and-receive application. The Doppler frequency shift gives the information
needed to determine vehicle velocity, and the delay time from the object gives the
distance to the object. A PLL (synthesizer) provides a low-noise source to transmit
off an object and a low-noise reference frequency to determine the Doppler shift.
The field of view has a small radar return signal in front of a large radar return
signal. Phase noise from the PLL can mask the presence of a small moving target
next to a large stationery target.

A PLL has several key requirements for Doppler radar applications. The loop
requires low phase noise to maximize resolution between the size of objects. High
output frequency also helps in resolving objects. An accurate time base yields
accuracy in determining the distance to an object.

Figure 1.5 Graphical depiction of a PLL application in a Doppler radar system.
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1.4.3 Satellite Communications

Figure 1.6 graphically depicts a PLL application in a satellite communications
system. Ground station #1 transmits a signal to the processing satellite. The pro-
cessing satellite demodulates it, remodulates it, and frequency-shifts it to produce
a downlink to ground station #2. PLLs are used to frequency-translate the various
signals to the proper intermediate frequencies (IFs) in order to downconvert to the
demodulator and upconvert to the output transmit frequencies.

A PLL has several key requirements for satellite communications applications.
High phase noise from the PLLs will mask out a weak channel when it is surrounded
by strong channels. Fast switching speed from the PLL may be needed when
switching between channels.

1.4.4 Cellular Phones

Figure 1.7 shows a diagram of a PLL application in a cellular phone system. A
mobile telephone communicates with a cell site that connects to the public telephone
system. PLLs are used to frequency-translate the IF up to the 869–894-MHz trans-
mit frequency and downconvert the 824–849-MHz receive frequency to the IF (45
MHz) in the cell site. In the mobile telephone, PLLs are used to frequency-translate
the IF up to 824 to 849 MHz for transmission and to downconvert the received
869–894-MHz signal to the IF for reception.

A PLL has several key requirements for cellular phone applications. For all
applications, the handset must generate high frequencies with low power in order
to increase the time before it is necessary to recharge the battery. The PLL consumes

Figure 1.6 Graphical depiction of a PLL application in a satellite communications system.
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Figure 1.7 Diagram of a PLL application in a cellular phone system.

among the largest amounts of power because it has high-frequency circuitry. For
nonspread-spectrum formats, high phase noise from the PLLs will mask out a weak
channel when it is surrounded by strong channels. In spread-spectrum formats,
high phase noise will limit the number of channels that can be on at the same time.
Fast switching speed from a PLL is needed for spread-spectrum formats in order
to hop between frequencies in a wide-enough band to make the spread spectrum
effective.

1.4.5 Telecommunications Systems

Figure 1.8 shows a diagram of a PLL application in a telecommunications system.
PLLs are used at the head end to frequency-translate cable, digital video, and
telephony downstream in several 6-MHz channels from 50 to 750 MHz. At the
set-top box in the house, a loop downconverts the signals to a processor that sends
a video signal to a TV and telephony to a phone or computer. For interactive video
and telephony, the set-top box frequency-translates the signal to the upstream
central office in the 10–50-MHz band. At the head end, PLLs translate the inter-
active video and telephony for processing.

A PLL has several key requirements for telecommunications applications. Low
phase noise is required to prevent excess noise from getting into adjacent channels
and to maximize picture quality. Fast acquisition speed is required to lock a data
packet preamble quickly. Narrow bandwidths are required to reject data transitions.
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Figure 1.8 Diagram of a PLL application in a telecommunications system.

To summarize, this chapter presented background information to understand
how a loop operates and gave reference material for further study of loops. Key
signals of interest within a PLL and the major components were identified to help
monitor these signals or major components on the test bench or in simulations.
Key design requirements were identified so that we will be able to identify these
requirements from the trivial many that can be found in statements of work or
specifications. A history of PLLs was presented to show the progression from the
first implementations with large racks of equipment to today’s tiny monolithic
versions. Finally, applications of PLLs were presented that showed the many appli-
cations in modern systems. This background material will provide help in under-
standing the control-systems analysis in the next chapter and provides references
to which readers can turn for further explanation of PLLs or to refresh their
knowledge of the fundamentals necessary for understanding the material in this
book.

Questions

1.1 Name the three major components in a PLL.
1.2 Explain how a PLL operates.
1.3 What are the four key signals of interest in a PLL?
1.4 What are the three operational states of a PLL?
1.5 What are the four key design considerations for monolithic applications?
1.6 What are the four PLL classes?
1.7 What are the four application functions of PLL?
1.8 Name some applications of PLLs.
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System Analysis

Control-systems theory and analysis of PLLs is covered in this chapter. This chapter
could have been combined with the Chapter 3 on system requirements; however,
this chapter was separated to emphasize the importance of system analysis. In
addition, system analysis gives a deeper understanding of how a PLL works, building
upon the material covered in Chapter 1. A general system concept of how PLLs
work will help in understanding the following chapters.

First, VCO and phase detector mathematical relationships are discussed. Then,
Bode plot analysis of PLLs is studied so that stability requirements can be designed.
The relationship between step response and stability is studied in order to recognize
the stability of a loop and its measured step response. Error tracking of a PLL to
various stimuli is studied so that the correct loop architecture can be selected to
meet tracking requirements. Finally, a simple charge pump synthesis example of a
loop filter is studied to begin to understand the relationship between system analysis
and component-value synthesis to meet the system requirements. Understanding
control systems helps an engineer build stable and robust loops.

2.1 VCO Mathematical Description

We begin with a mathematical description of a VCO so that it can be used in the
analysis of the loop. Understanding this relationship will help with the linear
analysis of the loop. We will study the mathematical description of a phase-
modulated signal because that is what occurs in a VCO. Consequently, (2.1) gives
a mathematical description of a phase-modulated signal, from [1, p. 117] and
modified with VCO terminology:

Vo (t) = Va cosSvc t + Kv EVtune (t) dtD (2.1)

The output voltage amplitude is ignored in PLL analysis, and we concentrate
our attention on the argument of the cosine function, which is the time variation
of phase. Differentiating the terms in the argument produces (2.2) for the instanta-
neous frequency:

v =
d
dt Svc t + Kv EVtune (t) dtD = vc + KvVtune (t) (2.2)

15
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Next, we want to analyze the loop as a small change from the lock condition.
Consequently, the center frequency of the VCO, vc , must equal the input reference
frequency, vref . Then, our analysis is only concerned with modulation of the VCO
away from that center frequency, which is the deviation of instantaneous frequency
from that locked condition. Equation (2.3) gives the deviation of instantaneous
frequency from the locked frequency by subtracting the center frequency from
(2.2):

fo =
v − vc t

2p
=

KvVtune (t)
2p

(2.3)

Equation (2.4) gives the instantaneous phase, which is the argument of the
cosine function in (2.1):

uoi = vc t + Kv EVtune (t) dt (2.4)

Equation (2.5) gives the deviation of instantaneous phase from the lock condition
by the same procedure that was done for (2.3), followed by taking the La Place
transform:

uo = u − vc t = Kv EVtune (t) dt = Kv
1
s

Vtune (s) (2.5)

Equation (2.5) shows the origin of the 1/s term that will be used in the mathematical
model of the loop, and it shows the origin of this ideal integrator. This is the
relationship that will be used in the linear analysis.

2.2 Phase Detector Mathematical Relationship

Next, we study the mathematical relationship of the phase detector. A phase
detector is nothing more than a simple analog multiplier, which is a mixer. Conse-
quently, we mix two signals to show the resulting relationship. First, we have to
describe these two input signals mathematically. Equations (2.6) and (2.7) mathe-
matically describe the general signal inputs to the mixer:

V1(t) = Vp1 cos(vrf t + ue ) (2.6)

where

V1(t) = source 1 signal;

Vp1 = maximum amplitude of source 1 (V);

vrf = angular frequency of a signal at the radio frequency (RF) port of
the mixer (rad/s);

vrf = 2p frf

ue = phase-error difference between signal 1 and 2 (rad);

t = time variable (sec).
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V2(t) = Vp2 cos(v lo t) (2.7)

where

V2(t) = source 2 signal;

Vp2 = maximum amplitude of source 2 (V);

v lo = angular frequency of a signal at the local oscillator (LO) port of
a mixer (rad/s).

Mixing (analog multiplication) (2.6) and (2.7) produces (2.8):

V1(t)V2(t) = Vp1Vp2 cos(vrf t + ue ) cos(v lo t) (2.8)

Using the trigonometric identity for products of a trigonometric function produces
(2.9):

V1(t)V2(t) = Vp1Vp2 0.5[cos(vrf t − v lo t + ue ) + cos(vrf t + v lo t + ue )]
(2.9)

where

V1(t)V2(t) = mixing process.

Eliminating the high-frequency product with a lowpass filter yields (2.10):

V1(t)V2(t) = Vp1Vp2 0.5[cos(vrf t − v lo t + ue )] (2.10)

= Vpbeat cos(vbeat t + ue )

where

vbeat = vrf − vlo for vrf > v lo ;

Vpbeat = Vp1Vp2 × 0.5 × mixer losses;

= the resulting voltage level after mixing (V).

The derivative of (2.10) calculates the incremental phase slope. For the mixer
operating with a 0-beat frequency (vbeat = 0, which is dc) and 90° phase shift, the
derivative of (2.10) produces (2.11) and (2.12):

Vpds =
d

due
Vpbeat cos(ue ) = Vpbeat sin(ue ) (2.11)

where

Vpds (f ) = phase detector phase slope (V).

Vpds (ue ) = Vpbeat sin(ue ) (2.12)
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For a phase error ue equal to p /2 rad (quadrature) in (2.12), the phase slope
Vpds equals the peak resulting voltage Vpbeat and the gain of the phase detector
(V/rad), Kd = Vpbeat . For ue equal to 0 rad in (2.12), Kd equals 0 V/rad. This shows
that maximum phase sensitivity occurs for a 90° phase difference between the input
signals, while a minimum phase sensitivity of 0 occurs for a phase difference of
0°. With a 0-Hz beat frequency in (2.10), adjusting the phase to 90° phase difference
produces 0V at the intermediate frequency (IF) port of the mixer and gives maximum
phase sensitivity for a measurement. Adjusting the phase to 0° phase difference
produces a maximum voltage and gives minimum phase sensitivity for a measure-
ment. The terms LO, RF, and IF are from receiver terminology, where the LO is
the oscillator in the receiver, the RF is the signal from the antenna, and the IF is
the down-converted frequency received, which, in this case, is baseband (dc).

Figure 2.1 shows the sinusoidal phase detector transfer function to a phase
error ue with a 5-MHz reference frequency. This figure illustrates that phase can
be given in the units of time (20 ns for one period), cycles, phase in degrees, or
phase in radians. To prevent errors, it is simplest to do everything in radians and
at the end convert to the units of interest. Furthermore, Figure 2.1 shows that the
phase detector slope is maximized at p /2 and that is assumed to be the operating
point for the linear analysis when the loop is locked. Notice that the phase range
is restricted to ±90° and that the other points on the negative slope of the curve
cannot be locked conditions. One reason is that the negative slope turns the negative
feedback into positive feedback.

Figure 2.1 The sinusoidal phase detector transfer function and the different measures of phase
error.
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2.3 PLL Transfer Function and Control-Systems Theory

With the mathematical description of the VCO and phase detector completed, we
can now analyze the control systems of the PLL. Figure 2.2 shows the general
control-systems block diagram for a PLL.

The following control-system equation, which results from evaluating Figure
2.2, shows the general equation for a closed-loop transfer function [2]:

Co
Ri

(s) =
G(s)

1 ± G(s)H(s)
(2.13)

where

− = for positive feedback;

+ = for negative feedback;

Co
Ri

= the closed-loop transfer function;

G(s) = forward transfer function;

H(s) = feedback transfer function;

G(s)H(s) = open-loop transfer function;

G(s)H(s) = ratio of 1 and angle of 0° for positive feedback and 180°
for negative feedback; these are the conditions for oscillation.

Figure 2.2 General PLL block diagram.
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Equation (2.14) expresses the closed-loop transfer function for a PLL from the
above general equation for a control system in terms of phase, which is the control
variable in a PLL [3]:

uo
ui

(s) =
G(s)

1 + G(s)H(s)
(2.14)

where

uo = output phase (rad);

ui = input phase (rad).

The open-loop gain G(s)H(s) term determines the stability of a PLL. If G(s)H(s)
ever becomes equal to −1, then (2.14) becomes unstable. Therefore, the circuit
components in the G(s)H(s) function determine the stability of the PLL. Conse-
quently, the parameters that define the G(s)H(s) function must be chosen carefully.
Besides stability, the design of the control system determines the step response and
error tracking of the system.

Figure 2.3 shows the frequency step responses for various phase margins and
the significant difference in effect on the response of the loop. The reference fre-
quency for the loop is 32 kHz. The horizontal axis is time in seconds, and the
vertical axis is frequency in hertz. This figure shows the effects of the stability

Figure 2.3 Frequency step responses of a type 2 loop for increasingly better phase margins.
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margin on loop performance. Lower stability produces undesirable ringing and
longer settling time. A damping factor of 0.42 has 1 peak and 1 undershoot. A
damping factor of 0.2 has 3 peaks, and a damping factor of 0.035 has more than
18 peaks. Look at how much the first overshoot peak changes with the damping
factor, and for 0.035 damping factor, it is 100%. Later on, this characteristic will
be used to help us determine stability.

Next, Figure 2.4 shows a type 2 loop error-tracking response for step, ramp,
and parabolic phase stimulus. The horizontal axis is normalized time to vn , and
the vertical axis is normalized magnitude. The input stimulus is shown in dashed
lines. The loop tracking response is a solid line. The loop has a damping factor of
0.1, and the error is amplified in the ramp and parabolic responses so that the
tracking error can be easily identified. Notice for a type 2 loop, the parabolic
response has a constant error that lags behind the input stimulus.

Figure 2.5 adds transfer functions for the phase detector, loop filter, VCO,
and programmable divider to the control-systems block in Figure 2.2. These mathe-
matical relationships allow control-systems analysis to be done. From studying
Figure 2.5, the component transfer functions that are contained in the open-loop
gain can be identified as shown in (2.15):

G(s)H(s) = (phase detector gain)(filter transfer function) (2.15)

(VCO transfer function)(divider transfer function)

Figure 2.6 shows a type 2 second-order loop with an active loop compensation
that will be used to illustrate the analysis technique. This circuit configuration is
generally used in frequency-generation applications. Substituting component trans-
fer functions into (2.15) from Figure 2.6 produces (2.16):

G(s)H(s) =
KdKv

nmfCR1
S1

s2D (sCR2 + 1) (2.16)

Figure 2.4 Error tracking of a type 2 loop for step, ramp, and phase stimulus.
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Figure 2.5 PLL component block diagram.

Figure 2.6 Type 2 PLL component block diagram with active loop compensation.

Equation (2.16) computes the open-loop-gain function. Substituting (2.16) into
(2.14) produces (2.17), which computes the closed-loop transfer function:

G(s)
1 + G(s)H(s)

=

KdKv
CR1

(sCR2 + 1)

s2 + sSKdKv
nmf

R2
R1
D +

KdKv
nmfCR1

(2.17)
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where

Kd = phase detector gain (V/rad);

Kv = VCO transfer function gain constant (rad/s/V);

nmf = integer divider value;

nmf = loop frequency multiplication factor;

nmf = output frequency/input frequency;

C = capacitor in the feedback path of the operational amplifier (F);

R1 = resistor at the negative input terminal of the operational amplifier (V);

R2 = resistor in the feedback path of the operational amplifier (V).

2.4 Error Tracking

After all transients have died, remaining steady-state error tracking provides another
measure of the performance of a feedback-control system. This parameter measures
the amount of glue that keeps the loop locked. Tight tracking means it is more
difficult for a disturbance to unlock the loop. Loose tracking means a slight distur-
bance can cause the loop to lose lock. To understand this parameter, we have to start
by studying the control-system error function and apply the final-value theorem.
Equation (2.18) computes control-system error:

E(s) =
R(s)

1 + G(s)H(s)
(2.18)

Applying the final-value theorem of La Place transforms to the error equation
with the input forcing function computes the steady-state error. Equation (2.19)
shows the final-value theorem that needs to be applied to compute steady-state
error:

lim
t → ∞

e (t) = lim
s → 0

sE(s) (2.19)

For a stable feedback-control system, (2.20) computes the steady-state error:

Ess = lim
s → 0

sE(s) (2.20)

The amount of remaining error for step, ramp, and parabolic forcing functions
determines the difference in performance for different PLL circuits. Table 2.1
analytically presents these functions.

Table 2.2 shows the resulting steady-state error for type 1 and 2 PLL control
systems with step, ramp, and parabolic input forcing functions [4]. The remaining
steady-state error also distinguishes the responses for classification by type of a
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Table 2.1 System Forcing Functions

Mathematical Expression La Place Transform
Function (Time Domain) (Frequency Domain)

Step A A /s
Ramp vt v /s2

Parabolic 1/2at2 a /s3

control system as shown in Table 2.2. A type 0 system has no poles at the origin,
a type 1 system has one pole at the origin, a type 2 system has two poles at the
origin, and so on. The number of poles at the origin in the open-loop gain determines
the tracking performance of a PLL in the face of increasingly disturbing forcing
functions, as shown in Table 2.2. The highest polynomial exponent in the denomina-
tor of the closed loop defines the order of the loop. A type 2, order 2 PLL means
there are two integrators at the origin, and both of those integrators contribute to
the order of the loop in the polynomial in the denominator. A type 2, order 3 PLL
means there are two integrators at the origin, and another pole (usually a high-
frequency pole) adds an additional order to the polynomial in the denominator.
The biggest effect that these higher-order poles have on tracking is their reduction
of the damping factor.

The next section analyzes the effects of the circuit components in the G(s)H(s)
function on stability. Equation (2.16), the open-loop transfer function, is organized
into terms that can be expressed easily by using Bode plot graphic techniques. The
first term computes a gain constant; the other terms compute Bode plot functions
of frequency. The two poles at the origin compute two integrators, which force
the error function closer to zero with decreasing frequency. Equation (2.16) is from
[5, 6].

2.5 Type 2, Second-Order Active Loop–to–Servo Terminology

The most common designs of a PLL depend on the loop performance requirements
of loop bandwidth, output frequency (nmf ? reference frequency), and stability
(damping factor). The loop performance requirements and (2.16) (open-loop trans-
fer function) and (2.17) (closed-loop transfer function) determine the circuit values.
To ease computations, (2.17) is converted to (2.21) using servo terminology [7]:

G(s)
1 + G(s)H(s)

=
nmf (vn )2 Ss

2z
vn

+ 1D
s2 + s (2zvn ) + (vn )2 (2.21)

Equation (2.21) allows classical second-order differential equation solutions
to be applied. Consequently, decisions about desired step responses and error
tracking can be eased because of familiarity with these solutions. In addition, these
solutions include solving the quadratic equation for the roots of the denominator.
With servo terminology, the solution has a simple format where the roots are
vn [−z ± (z 2 − 1)0.5]. Finally, (2.21) gives a compact mathematical description of
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Table 2.2 Residual Phase Errors by Loop Type and Forcing Function [4]

System Type Step Input Ramp Input Parabolic Input

1
lim

s → 0

A
s

s
s

s + KvKd
= 0 lim

s → 0

v

s2
s

s
s + KvKd

=
v

KvKd
lim

s → 0

a

s3
s

s
s + KvKd

= ∞

1
lim

s → 0

A
s

s
s2

s2 + s (2zvn ) + (vn )2
= 0 lim

s → 0

v

s2
s

s2

s2 + s (2zvn ) + (vn )2
= 0 lim

s → 0

a

s3
s

s2

s2 + s (2zvn ) + (vn )2
=

a

(vn )2
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the loop with only three variables (vn , nmf , and z ) versus the six variables in
(2.17).

Equating (2.17) (closed-loop transfer function with component variables) and
(2.21) (closed-loop transfer function with servo terminology) produces (2.22) and
(2.23) for the servo terms of natural angular frequency and damping factor [8]:

vn = √ KdKv
R1Cnmf

(2.22)

z =
R2C

2 √ KdKv
R1Cnmf

(2.23)

The natural angular frequency determines the switching rise and fall time (10%–
90%) response, and the damping factor determines the amount of stability or, in
other words, the margin from the point of instability.

2.6 Loop Stability: Bode Plot Analysis

The phase response of the open-loop gain G(s)H(s) determines the stability of a
PLL. If the phase angle equals 180°, and the magnitude equals unity, then oscilla-
tions will occur. The frequency point where the magnitude of the open-loop transfer
function equals unity defines the 0-dB crossover frequency. The 0-dB crossover
frequency approximately equals the closed-loop natural frequency of the PLL for
damping factors less than 0.6.

The phase-angle value where the magnitude of the open-loop transfer function
equals unity determines stability. From this intersection, two stability margins can
be defined from the Bode plot of the open-loop gain in Figure 2.7. First, the number
of phase-angle degrees greater than −180° (i.e., instability point) defines the phase
margin. Next, the amount of gain increase to cause the unity gain crossover fre-
quency to increase to a −180° phase angle defines the gain margin. Comfortable
stability margins are greater than 30° for phase and 10 dB for gain [4].

Servo terminology relates damping factor and natural frequency to the open-
loop-gain Bode plot by (2.24) and (2.25) [14]:

umargin = atanX2z√2z 2 + √4z 4 + 1 C (2.24)

fx =
vn
2p √2z 2 + √4z 4 + 1 (2.25)

These equations allow design trade-offs to be evaluated between time response and
stability margins.

First, let’s study the relationship of phase margin to damping factor. Equation
(2.24) allows phase margin to be computed from damping factor, but the reverse
is more challenging. Consequently, let’s plot the relationship. Figure 2.8 plots the
phase margin versus damping factor in (2.24) to show the relationship of the two
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Figure 2.7 Bode plot showing phase and gain margin.

Figure 2.8 Relationship of phase margin to damping factor.

parameters. The vertical axis is phase margin in degrees and the horizontal axis is
damping factor, which is a ratio with no units.

A damping factor of 0 corresponds to a 0° phase margin. A damping factor
close to 1 has approximately 80° phase margin. Damping factors greater than 1
are not usually seen because other factors (e.g., higher-frequency poles) subtract
enough from the phase margin to prevent these higher damping factors. Also, you
can see an exponential approach to 90° with greater damping factors changing the
phase margin only slightly. Finally, for phase margins less than 40° 100 × damping
factor ≈ the phase margin.
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Now, let’s study the relationship of natural frequency to 0-dB crossover fre-
quency. Plotting the equation makes it easier to understand this relationship. Figure
2.9 plots the natural frequency normalized to a 0-dB-crossover-frequency-point-
versus-damping-factor curve in (2.35). For damping factors less than 0.5, the natural
angular frequency almost equals the 0-dB crossover frequency. For a damping
factor approximately equal to 0.9, the 0-dB crossover frequency is two times the
natural frequency. Also, this figure shows that the frequency of oscillation for a
damping factor equal to 0 defines the natural frequency of the loop in (2.21).

Figure 2.10 graphically shows the relationship between natural frequency, 0-dB
crossover point, and the 3-dB bandwidth. All of these points can be described by the
damping factor and the natural frequency, which makes a compact mathematical
description for the PLL that can be used in complicated analysis. For the same
natural frequency, adjusting the value of the damping factor toward zero moves
the zero location to higher frequencies and the 0-dB crossover point to the natural
frequency. Adjusting the damping factor to higher values moves the zero frequency
location to lower frequencies and moves the 0-dB crossover point to higher frequen-
cies. For the same damping factor, adjusting the natural frequency to higher or
lower frequencies moves the zero location point, the 0-dB frequency crossover
point, and the 3-dB bandwidth relative to the natural frequency. Consequently,
the phase margin remains the same.

2.7 Loop Stability: Root-Locus Analysis

Root locus is another method for studying stability. The denominator of the closed-
loop transfer function, which is the characteristic equation, is set to 0 and solved

Figure 2.9 Plot of natural frequency over 0-dB crossover-point ratio versus damping factor.
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Figure 2.10 Relationship between natural frequency, 0-dB crossover point, and 3-dB bandwidth
with (a) magnitude and (b) phase plots.

for its roots. Varying the VCO gain from zero to infinity and plotting the roots
produces a root-locus plot as shown in Figure 2.11 for a type 2 loop. Poles that
go into the right half-plane have unstable operating conditions. In Figure 2.11, the
loop is stable for all gains because it is a type 2, second-order loop. If another
high-frequency pole were added, then there would be a stability problem, and there
would be conditions where the poles would go into the right-hand plane.

Besides stability, the location of the poles in the root locus determine the time-
domain response. By observing the pole locations, we can interpret the time-domain
response. The contours of constant vn are circles in the s plane. The contours
of the constant damping ratio are straight lines through the origin. The contours
of constant damping zvn are straight lines parallel to the jv axis. Constant damping
zvn is the exponent multiplied by time in the time-domain solution for a damped
sinusoid. Fasterdamping occursat minus infinityon the negative real axis, and slower
damping occurs toward zero. Contours of constant frequency vn sqr(1 − z 2) are
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Figure 2.11 Root-locus plot of type 2 PLL with active compensation.

lines parallel to the real axis. The constant frequency term is the argument of the
cosine or sine function in the time-domain solution for a damped sinusoid. Higher
frequency occurs for larger values on the jv axis.

Now that we have reviewed root locus, let’s interpret the meaning of the PLL
plot in Figure 2.11. Both poles originate at the origin for low gain. With increasing
gain, the poles become complex and form a circle with the circle centered at −1/t2
(t2 = R2C) with a 1/t2 radius. Damping is small for small gain and increases with
increasing gain. With sufficiently high gain, the locus eventually returns to the
negative real axis, and the loop is overdamped. One branch of the locus terminates
at the finite zero; the other terminates at infinity.

A disadvantage of root locus is that no direct laboratory measurements measure
the pole locations. Furthermore, the circuits do not allow large enough variations
of the VCO gain (from zero to infinity or even a large number) without losing
lock. Consequently, the root locus is derived from theoretical data and does not
lend itself to verification, while Bode plot analysis does.

2.8 Charge Pump Synthesis Example of Loop-Component Values

The following is a charge pump example to illustrate one of the synthesis techniques
with one of the most common architectures in integrated circuits. First, the loop-
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compensation architecture is selected. In this case, charge pump compensation, as
shown in Figure 2.12, is selected because the application is for an integrated circuit.

Next, the limitations of the components in this PLL architecture are explored.
The VCO gain, the divide ratio, the charge pump gain, and the reference frequency
in Table 2.3 are usually given by the components chosen or by specifications.
Consequently, they either cannot be adjusted easily or have a narrow adjustment
range.

Next, Table 2.4 shows the control-system specifications requirements that give
the desired response for stability and switching speed. The natural frequency should
be selected to be at least a factor of 10 less than the reference frequency to avoid
sampling-delay effects. Higher bandwidths can be achieved but not with the
approach that is being used.

Consequently, the capacitor and resistor values are all that remain to synthesize
the loop compensation. With divide ratio, damping factor, and natural frequency
selected, and given Kp and Kv , (2.26) and (2.27) compute the final C and R2
component values:

Figure 2.12 Charge pump compensation PLL.

Table 2.3 Charge Pump Example Given Component Values

fref (Hz) N Kv (rad/s/V) Kp (A/rad)

80E6 1 400E6 0.0034

Table 2.4
Desired Control-
System Parameters

z fn

0.9 425 kHz
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C =
KvKp

2p (vn )2N
(2.26)

R2 = 2
2zvnpN

KvKp
(2.27)

Table 2.5 shows the calculated values. An additional capacitor (C2) across the
VCO tune line to ground is used for additional filtering of reference sidebands,
and its value is usually one-tenth the value of C.

The resistor and capacitor values have some practical limitations that can
require compromises in performance in order to get practical values. For instance,
capacitor values above 1 microfarad are electrolytic. Electrolytic capacitors are not
recommended for filters. Therefore, a 1-microfarad capacitor or less will make the
circuit component nonelectrolytic and insure excellent frequency-response charac-
teristics. In the above example, all the values are realizable.

Discussion of other approaches and architectures is beyond the scope of this
section and will be taken up in Chapter 6; however, this example does show the
tight relationship between design approach and system specifications that requires
the designer to identify the most important specifications from the trivial many.

2.9 Summary

VCO and phase detector mathematical relationships were discussed. Then, Bode
plot analysis of PLLs was studied. The relationship between step response and
stability was established. Error tracking of a PLL to various stimuli was studied.
Finally, a simple charge pump synthesis example of a loop filter was done.

This chapter made several important points about control systems in PLLs.
First, stability and bandwidth can be determined by frequency step response. Next,
the type of loop determines how closely the loop tracks the input and the loop’s
sensitivity to disturbances. Next, synthesis of loop-component values can be done
from servo terminology variables, which reduces the complexity of the mathematics.
Finally, Bode plot analysis can be used to determine stability. Understanding these
concepts about control systems helps an engineer build stable and robust loops.
This chapter introduced the relationship between system analysis and component-
value synthesis in meeting system requirements. The next chapter will study more
system requirements that effect component selection and component-value syn-
thesis.

Table 2.5 Component
Values Calculated from the
Charge Pump Example

C R2 C2

3E–8 22 0.3E–8
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Questions

2.1 For a damping factor of 0.707, what kind of response (overdamped,
underdamped, or critically damped) will occur for a frequency step and
why?

2.2 What phase margins are recommended in the literature for a stable loop?
2.3 What do type and order mean in a PLL?
2.4 What type of loop would you recommend to track a sweeping input

frequency?
2.5 What conditions must be met to cause oscillation in a PLL?
2.6 What three variables are necessary to describe a loop?
2.7 What three design variables specify a PLL?
2.8 What term describes the frequency of oscillation with a damping factor

of zero?
2.9 What are the input and output variables of a PLL?

2.10 Name two methods for determining the stability of a PLL?
2.11 What is wrong with the relationship of the following equation: uo /u i =

vo /v i?
2.12 For a 32-kHz-input to 16.384-MHz-output PLL with charge pump com-

pensation, and ignoring sampling-delay effects, compute the component
values R2 and C for a natural frequency of 300 Hz and a damping factor
of 0.5, given 400E6-rad/s/V VCO gain, N = 512, and a 3.4-ma/rad phase
detector/charge pump gain.

2.13 For a 10-MHz-input to 180-MHz-output PLL with charge pump compen-
sation, and ignoring sampling-delay effects, compute the component val-
ues R2 and C for a natural frequency of 145.1 kHz and a damping factor
of 2, given 1.88E9-rad/s/V VCO gain, N = 18, and a 5-ma/rad phase
detector/charge pump gain.

2.14 For a 10-MHz-input to 40-MHz-output PLL with charge pump compen-
sation, and ignoring sampling-delay effects, compute the component val-
ues R2 and C for a natural frequency of 1.125 MHz and a damping
factor of 1.061, given 6.283E9-rad/s/V VCO gain, N = 4, and a 20-ma/rad
phase detector/charge pump gain.

2.15 For a 2-MHz-input to 128-MHz-output PLL with charge pump compen-
sation, and ignoring sampling-delay effects, compute the natural fre-
quency, damping factor, and 0-dB crossover frequency point, given
300-MHz/V VCO gain, a 800-ma/rad phase detector/charge pump gain,
and the component values R1 = 0, R2 = 10, and C = 1,000 nF.
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System Requirements

This chapter discusses system requirements for a PLL. Noise basics, phase noise,
time-domain response, acquisition, jitter, and spurious signals are the system
requirements that are studied in detail. In the previous chapter, stability and feed-
back analysis were discussed, which are also system requirements; however, they
are in a chapter by themselves because of their importance and because these
requirements are fundamental to understanding how a PLL works.

First, noise basics are discussed in order to lay a foundation for analyzing noise
requirements and their relationship to circuit design. Next, phase-noise relationships
in oscillators are discussed to give background for analyzing noise and jitter in
oscillators. Linear time-domain responses are studied to give an engineer an under-
standing of the relationship between loop variables, faster switching time, and
tracking error. In addition, studying these responses allows damping factor and
natural frequency to be determined from measured or simulated step responses.
Next, nonlinear acquisition is studied to provide understanding of loop responses
to various external stimuli. Understanding these responses will help in understand-
ing loop responses that seem to be inconsistent. Then, the relationships of PLL
parameters to jitter are studied to show how to improve timing margin in digital
circuits. For synchronizing circuits, reducing jitter will improve the bit-error rate
(BER) of the interface. Finally, spurious signals are studied because these signals
cause jitter and reduce the precision of the output frequency. Spurious signals at
the output from the reference frequency are the largest spurious signals in a loop.
Feed-through from the phase detector output to the VCO tune line is the biggest
contributor. Understanding this feed-through mechanism will help in designing
lower-jitter and lower-noise PLLs.

3.1 Noise Basics

In this section, the sources of noise, a description of each noise type, active noise
models, equivalent input noise, noise figure, and the trade-offs between bipolar
and CMOS transistors will be discussed. Understanding these topics will help the
reader decipher noise specifications, understand the physical limitations of the
circuit design, and design low-noise circuits.

In this discussion, small voltage and current fluctuations generated within the
electrical device produce noise. This discussion does not include the coupling of
man-made signals to the circuit. Noise represents the lower limit to the size of an

35
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electrical signal. Oscillators upconvert noise to the oscillation frequency, which
puts a limit on the quality of the oscillator. Consequently, achieving a high signal-
to-noise ratio (SNR) will produce a desirable low-jitter and low-noise oscillator.
Designing a low-noise amplifier for the gain element in an oscillator will result in
a low-noise oscillator.

The analysis procedure is to find the gain and bandwidth, then the equivalent
input noise. Output noise then can be calculated from these components. In general,
analyzing the output noise level all together is too complicated because too many
variables make it easy to get confused.

Let’s review some statistics of noise. In many cases, noise has a Gaussian
amplitude distribution. For thermal noise, voltage models the amplitude distribu-
tion. This noise voltage has a probability-density function p(V ). Let’s assume that
the noise rides on a dc voltage Vdc . Multiplying the probability-density function
by the band of voltage of interest p(V )dV gives the probability that the voltage
lies between values V and (V + dV ) at any time. Given s for the standard deviation
of the Gaussian distribution, the voltage amplitude lies between the limits Vdc ± s
68% of the time. The mean-square value of the noise voltage minus its dc average
(V − Vdc ) defines the variance, s2. Theoretically, the noise amplitude can have
positive or negative values approaching infinity; however, the probability falls off
very quickly as amplitude increases. Consequently, ±3s gives an effective limit to
the noise amplitude. The noise signal lies within these limits 99.7% of the time.

3.1.1 Sources of Noise

3.1.1.1 Thermal

Random thermal motion of electrons in conductors produces thermal noise. Tem-
perature directly affects the level of thermal noise. Direct current does not affect
thermal noise. Resistors, resistive wire, radiation resistance of antennas, loud-
speakers, and microphones produce thermal noise [1]. A series voltage generator
with resistor R can represent thermal noise, as shown by (3.1):

(Vnstd )2 = 4kTRD f (3.1)

where

k = Boltzmann’s constant;

T = temperature in degrees Kelvin;

D f = bandwidth.

Alternatively, thermal noise can be represented by a parallel current source with
the resistor R, the Norton equivalent, as shown by (3.2):

(instd )2 = 4kT1/RD f (3.2)

These equations show noise spectral densities that are independent of frequencies.
Consequently, they are white-noise sources up to 1013 Hz and have Gaussian



3.1 Noise Basics 37

amplitude distributions. The 4kT term has the units of energy/Hz. Tracking energy
in noise calculations minimizes mistakes in calculations and derivations because
of the conservation of energy.

Equations (3.1) and (3.2) show that the noise voltage and current have a mean-
square value that is directly proportional to the bandwidth D f (in hertz) of the
measurement. Thus, a noise-current or noise-voltage spectral density (Vnstd )2/D f
(with units of square volts per hertz) has a constant level as a function of frequency.
White noise has this characteristic of a flat spectrum.

The randomness of noisy signal makes the instantaneous value of the waveform
unpredictable at any instant. Consequently, the only information available for use
in circuit calculations concerns the mean-square value of the signal, which is given
by (3.2).

The circuit that has the noise source determines the bandwidth D f in (3.2) [1].
The noise contribution of a low-noise figure amplifier to an input signal with high
SNR is minimal; however, a high attenuation of a signal in a system chain of
devices could bring the amplified input noise level down close to the thermal noise
floor, where the next amplifier in the chain will give a significant contribution.

The thermal noise floor provides a reference point for many noise calculations.
It represents the best performance that can be achieved. How close you are to the
noise floor determines whether you should continue making improvements and
how successful you are likely to be in making these improvements. Consequently,
this level should be studied closely. For k = 1.381 × 10−23 and T = 300K, the 4kT
term equals 1.66 × 10−20 W/Hz. On a log scale, this term equals −197 dBW/Hz
[10 log(4kT )] and −168 dBm/Hz [10 log(4kT 1,000)].

In almost all cases, one of the input noise sources is the equivalent source
resistance. From network theory, a maximum amount of power can be delivered
to a resistive load. The load must be equal to the source resistance to transfer the
maximum power. Equation (3.3) shows the transfer function for the maximum
available power condition:

Pavl =
( |Eg | )2

4Rl
(3.3)

where

Eg = voltage source in the network.

This equation shows the available power that can be delivered to the load Rl
from an equal source resistance. This same transfer function can be applied to a
resistive noise source. From (3.3) and (3.1), (3.4) shows the available noise power
to be delivered to the load R of equal noise-source resistance [2]:

Pnavl =
4kTR

4R
= kT (3.4)

Consequently, the available noise power to be delivered to the load equals −174
dBm/Hz [10 log(4kT 1,000/4] or −168 dBm/Hz − 6 dB). This is the power level
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that would be measured by a power meter and is the method that noise-figure
meters use to measure noise accurately.

3.1.1.2 Shot

Direct current flow produces shot noise in diodes and bipolar transistors. Studying
a diode and the carrier concentrations in the device in forward bias shows the
origin of shot noise. An electric field E exists in the depletion region and a voltage
(co − Vf ) exists between the p-type and n-type regions, where co is the built-in
potential and Vf is the forward bias on the diode. Holes from the p region and
electrons from the n region with sufficient energy to overcome the potential barrier
at the junction produce the forward current ID in the diode. After crossing the
junction, the carriers diffuse away as minority carriers. The carrier passage across
the junction has a random time interval. These events depend on the carrier’s
having sufficient energy and velocity directed toward the junction. Thus, external
current I appears to be a steady current. However, the current contains a large
number of random, independent current pulses [1].

A series of random, independent current pulses with average value ID produces
the following mean-square noise current as shown by (3.5):

(instd )2 = 2qIDD f (3.5)

The noise current has a mean-square value that is directly proportional to the
bandwidth D f (in hertz). Thus, the noise-current spectral density (instd )2/D f (with
units of square amperes per hertz) has a constant level as a function of frequency.
Equation (3.5) holds true until the frequency becomes comparable to l/t , where t
is the carrier transit time through the depletion region. For most practical electronic
devices, t has an extremely small value. Consequently, the accuracy of (3.5) holds
up well into the gigahertz region [1].

3.1.1.3 Flicker

All active devices, as well as some discrete passive elements, such as carbon resistors,
produce flicker noise. A flow of direct current produces flicker noise. The literature
has various origins of flicker noise. However, in bipolar transistors, traps associated
with contamination and crystal defects in the emitter-base depletion layer cause
flicker noise. The traps randomly capture and release carriers. The time constants
from this process give rise to a noise signal with energy concentrated at low
frequencies [1]. Equation (3.6) mathematically describes the spectral density of
flicker noise:

(instd )2 = K1
Ia

f b D f (3.6)

where
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D f = bandwidth at frequency f ;

I = direct current;

K1 = constant for a particular device;

a = constant in the range of 0.5 to 2;

b = constant of about unity.

For b = 1, the noise spectral density has a 1/f frequency dependence (hence, the
alternative name 1/f noise). Low frequencies have the highest levels of flicker noise.
In devices exhibiting high flicker noise levels, this noise source may dominate the
device noise into the megahertz frequency range.

For low-noise, low-frequency integrated circuits, external metal film resistors
(no flicker noise) should be used to carry direct current [1]; however, a carbon
resistor can be used with zero dc current flow because a zero direct current through
the resistor produces no flicker noise (thermal noise always exists in the resistor).

In Sections 3.1.1.1 and 3.1.1.2, we saw that shot and thermal noise signals
have well-defined mean-square values that can be expressed in terms of current
flow, resistance, and a number of well-known physical constants. By contrast, the
mean-square value of a flicker noise signal, as given by (3.6), contains an unknown
constant K1 . This constant varies by orders of magnitude from one device type to
the next. Furthermore, this constant can vary widely for different transistors or
integrated circuits from the same processed wafer. Contamination and crystal
imperfections, which are factors that can vary randomly, even on the same silicon
slice, produce this wide variation in flicker noise. However, from experiments,
measurements of K1 from a number of devices for a given process do predict
average, or typical, flicker noise performance for integrated circuits.

Finally, measurements of flicker noise show a non-Gaussian distribution
because of the nonflat spectral density. This is a significant characteristic because
most circuits and systems function under the assumption that noise is Gaussian.

3.1.1.4 Burst

Although not fully understood, the presence of heavy-metal ion contamination
relates to the presence of burst noise. For instance, gold-doped devices show very
high levels of burst noise. Some integrated circuits and discrete transistors produce
low-frequency burst noise. An oscilloscope trace of this type of noise shows bursts
of noise (hence, the name) on two or more discrete levels. The noise pulses have
a repetition rate usually in the audio frequency range (a few kilohertz or less).
Sending this noise into a loudspeaker produces a ‘‘popping’’ sound. Consequently,
this noise has been called ‘‘popcorn noise’’ [1]. Equation (3.7) shows the spectral
density of burst noise:

(instd )2 = K2
Ic

I + S f
fc
D2

D f (3.7)
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where

K2 = constant for a particular device;

I = direct current;

c = constant in the range 0.5 to 2;

fc = particular frequency for a given noise process.

The spectrum plot of burst noise typically has a hump. At higher frequencies,
the noise spectrum falls as 1/f 2. Burst noise processes often occur with multiple
time constants. Consequently, multiple humps can occur in the spectrum. Also,
flicker noise usually occurs with the burst noise. Therefore, Figure 3.1 shows the
composite low-frequency noise spectrum that often appears. As with flicker noise,
factor K2 for burst noise varies considerably and must be determined experimen-
tally. Finally, burst noise also has a non-Gaussian amplitude distribution [1].

3.1.1.5 Avalanche

Zener, or avalanche, breakdown in a pn junction produces avalanche noise. In
avalanche breakdown, holes and electrons in the depletion region of a reverse-
biased pn junction acquire sufficient energy to collide with silicon atoms. This
collision creates hole-electron pairs. This process produces a random series of large
noise spikes. Like flicker noise, avalanche noise requires a dc flow.

The avalanche noise process produces noise levels much greater than shot noise
for the same current. This greater noise level occurs because a single carrier can
start an avalanching process that results in the production of a current burst
containing many carriers moving together. The summation of the number of ran-
dom bursts of this type gives the higher total noise level. Since the use of Zener
diodes commonly causes avalanche noise problems, avoid using these devices with
low-noise circuits.

Figure 3.2 models the noise of the Zener diode. This figure shows a series
voltage generator (vnstd )2, a series resistor R, and a series dc voltage source Vz .
The dc voltage Vz models the breakdown voltage of the diode. The series resistance

Figure 3.1 Low-frequency noise spectrum shows the presence of burst and flicker noise. (From:
[1].  1993 Wiley Interscience. Reprinted with permission.)
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Figure 3.2 The symbol and noise model for a Zener diode. (From: [1].  1993 Wiley Interscience.
Reprinted with permission.)

R has a typical value of 10V to 100V. The magnitude of (vnstd )2 depends on the
device structure and the uniformity of the silicon crystal, both of which are difficult
to predict. A typical measured value is (vnstd )2/D f ∼ 10−14 V 2/Hz at a dc Zener
current of 0.5 mA. This value equates to the thermal noise voltage in a 600-kV

resistor. Consequently, this noise level completely overwhelms any thermal noise
in the series R in the model. Avalanche noise has an approximately flat spectral
density; however, it generally has a non-Gaussian amplitude distribution [1].

3.1.2 Noise Models

3.1.2.1 Diode

Figure 3.3 shows the noise model for a diode. A current generator shunting rd , as
shown in Figure 3.3, represents the low-frequency, small-signal equivalent circuit
of the diode for the effects of shot noise. This noise signal has random phase and
a mean-square magnitude. Thus, the arrow in the current source in Figure 3.3 has
no meaning and only identifies the generator as a current source. For this discussion,
we will follow this practice for dealing with independent noise generators.

Figure 3.3 Symbol and noise model for a diode. (From: [1].  1993 Wiley Interscience. Reprinted
with permission.)
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A series resistance rs completes the diode model as shown in Figure 3.3. The
resistor rs comes from the resistivity of the silicon. Consequently, a series thermal
noise model for the resistor is added to the diode model as mathematically modeled
by (3.8):

(vnstds )
2 = 4kTrsD f (3.8)

From experiments, a current generator in shunt with rd models the effects of
flicker noise. Rather than adding another current source symbol to the model, it
has been combined with the shot noise generator, as shown by (3.9) [1, 3]:

(instd )2 = (2qID D f ) + K
(ID )a

f
D f (3.9)

3.1.2.2 Bipolar

Figure 3.4 shows the full small-signal equivalent circuit, including noise for the
bipolar transistor. In the forward-active region, minority carriers diffuse and drift
across the base region to be collected at the collector-base junction. The field in
the collector-base depletion region accelerates the entry of minority carriers into
this region to the collector. The diffusing (or drifting) carriers arrive at the collector-
base junction at purely random time intervals. Thus, the transistor collector current
consists of a series of random current pulses. Consequently, collector current Ic
generates shot noise. A current generator (icstd )2 from collector to emitter represents
the shot noise as shown in the equivalent circuit of Figure 3.4. Equation (3.10)
represents the model:

(icstd )2 = 2qICD f (3.10)

Noise voltage generator (vbstd )2 represents the thermal noise of the transistor
base resistor rb , which is a physical resistor in the silicon. Equation (3.11) represents
the noise source:

(vbstd )2 = 4kTrbD f (3.11)

Figure 3.4 Small-signal equivalent circuit with noise generators for a bipolar transistor. (From: [1].  1993
Wiley Interscience. Reprinted with permission.)
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Collector series resistor rc also has thermal noise, and it is in series with the collector
node; however, the high-impedance of the collector node makes this noise negligible.
Consequently, it is usually not included in the model. Resistors rp and ro are
modeling resistors that mathematically model the response of the transistor. Conse-
quently, they do not have thermal noise.

Recombination in the base and base-emitter depletion regions and carrier injec-
tion from the base into the emitter produce base current IB in the transistor. These
are independent random processes. Consequently, they have shot noise. The noise-
current generator (ibstd )2 in Figure 3.4 represents the shot noise from the base
current. Furthermore, from experiments, current generators across the internal
base-emitter junction represent the flicker noise and burst noise in a bipolar transis-
tor. Consequently, they have been conveniently combined with the shot noise
generator (ibstd )2. Equation (3.12) shows the combination of these noise sources:

(i bstd )2 = 2qIBD f + K1
(IB )a

f
D f + K2

(IB )c

1 + S f
fc
D2

D f (3.12)

Since the noise generators arise from separate, independent physical mecha-
nisms, all the noise sources are independent of each other and have mean-square
values. For Vce 5V below the breakdown voltage BVceo , bipolar transistors have
negligible avalanche noise. Consequently, this source of noise will be neglected.
Finally, this equivalent circuit is valid for both npn and pnp transistors. For pnp
devices, the magnitudes of IB and Ic are used in the above equations [1, 3].

3.1.2.3 MOS

The structure of field-effect transistors (FET) has a resistive channel joining source
and drain. The gate-source voltage controls the drain current by modulating the
resistive channel. The resistive channel material exhibits thermal noise, which is
the major source of noise in FETs (both JFET and MOSFET).

A noise-current generator (idstd )2 from drain to source in the FET small-signal
equivalent circuit of Figure 3.5 represents this noise source. Also a drain-source
current generator represents flicker noise in the FET. Consequently, summing these
two lumps them into one noise generator (idstd )2. In addition, the gate leakage

Figure 3.5 Small-signal equivalent circuit with noise generators for an MOS transistor. (From: [1].
 1993 Wiley Interscience. Reprinted with permission.)
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current generates shot noise. The element (igstd )2 in Figure 3.5 represents this noise
source; however, this gate shot noise source usually has a very small level. Only
connecting a very large driving-source impedance to the FET gate will make this
shot noise level significant [1, 3]. Equations (3.13) and (3.14) model the independent
generators in Figure 3.5:

(igstd )2

D f
= 2qIG (3.13)

(idstd )2

D f
= F4kT S2

3
gmDG +

KI a
D

f
(3.14)

where

IG = gate leakage current;

ID = drain bias current;

K = flicker noise constant for a given device;

a = constant between 0.5 and 2;

gm = device transconductance at the operating point.

3.1.3 Equivalent Input Noise

Any active device, junction transistor, or FET has a certain amount of noise vi
(referred to the input) that is independent of source impedance. Another noise
component, ii , directly depends on the source impedance. The sqr(v2

i ) represents
the spectral density of the equivalent short-circuit noise-voltage generator at the
input of the MOSFET at a specified frequency and bandwidth.

Measuring the device noise output with the input ac shorted determines the
equivalent input noise voltage. Dividing the output noise voltage by the circuit
gain determines the input referred noise. Studying the measurement of equivalent
noise voltage gives us a deeper understanding the concept. Figure 3.6 shows the
test setup to measure the equivalent input noise voltage. For practical measurement
purposes, setting Rg = 100V makes an input ac short as illustrated in Figure
3.6. The following procedure can be used to make the equivalent noise voltage
measurement:

1. Set signal generator for 100 mV.
2. Then, set Vgs = 0.1 (100V/106V) = 10−5 = 10 mV.
3. Set total gain to 1,000.
4. Voltage meter at the output now reads 10 mV.
5. Short out the 100V resistor.
6. Voltage meter now reads 1 mV for every microvolt of noise.

Bipolar transistors use a similar procedure, except base current is supplied to obtain
the desired collector current [4].
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Figure 3.6 Test setup to measure equivalent input noise voltage.

The sqr(i2
i ) represents the spectral density of the equivalent open-circuit noise-

current generator at the input of the transistor at a specified frequency and band-
width. Dividing the output noise (with the input ac open-circuited) by the circuit
gain and input ac impedance determines the equivalent input noise current. Figure
3.7 shows the test setup to measure equivalent noise current. For practical measure-
ment purposes, setting Rg = 1,000 MV makes an input ac open as illustrated in
Figure 3.7. The following procedure can be used to make the equivalent noise-
current measurement:

1. Set signal generator for 10 mV with S1 in position 1.
2. Set total gain to 10.
3. Voltage meter now reads 100 mV.
4. Switch S1 to position 2.
5. Meter reads 1 mV for each 10−13A (0.1 pA) of noise.

Noise voltage and current depend on frequency. In MOSFETs, the former
increases while the latter decreases with decreasing frequency. The noise sources

Figure 3.7 Test setup to measure the equivalent input current.
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are relatively independent of drain current and drain-to-source voltage, which is
unlike the strong dependence of the noise source on collector current in a transistor
[4].

Figure 3.8 shows the basic equivalent input noise-source circuit. The situation
in Figure 3.8 represents a noiseless MOSFET with internal-noise sources removed
(the noiseless device) and with a noise voltage v2

i and current generator i2
i connected

at the input. This representation holds valid for any source impedance, provided
that the two noise generators are not correlated.

We cannot just assume that the two noise generators are independent in general
because they are both dependent on the same set of original noise sources; however,
a large number of practical circuits have a negligible amount of correlation between
the two noise generators. Consequently, these effects may be neglected. Further-
more, if either equivalent input generator v 2

i or i 2
i dominates, the correlation may

be neglected. This method of representation will be shown to be extremely useful.
The following discussion explains the need for both an equivalent input noise-

voltage generator and an equivalent input noise-current generator to represent the
noise performance of the circuit for any source resistance. Let’s consider the extreme
cases of source resistance Rs equal to zero or infinity. If Rs = 0, i 2

i in Figure 3.8
is shorted out. Since the original circuit will still show output noise in general, we
need an equivalent input noise voltage v 2

i to represent this behavior. Similarly, if
Rs = ∞, v 2

i in Figure 3.8 cannot produce output noise, and i 2
i represents the noise

performance of the original noisy network. For finite values of Rs , both v 2
i and

i 2
i contribute to the equivalent input noise of the circuit.

Figure 3.8 Equivalent input noise-source circuit concept.
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From schematics of circuits, shorting and opening the inputs to the original
noisy and the equivalent input circuit, as shown in Figure 3.8, determines the values
of the equivalent input generators. First, short-circuiting the input of both circuits
and equating the output noise in each case calculates v 2

i . Open-circuiting the input
of each circuit and equating the output noise in each case computes i 2

i . This will
now be done for the bipolar transistor and the MOS transistor [1].

Now the equations for the equivalent input noise sources for bipolar and MOS
transistors are shown. Equations (3.15) and (3.16) give the equivalent input noise
for a bipolar transistor:

(vistd )2

D f
= 4kT Srb +

1
2gm

D (3.15)

(iistd )2

D f
=

2qIC

b2 + 2qIB +

K1
2q

I a
B

f
(3.16)

Equations (3.17) and (3.18) give the equivalent input noise for an MOS transistor:

(vistd )2

D f
= 4kT S2

3
1

gm
D +

Kf

2mC2
oxWLf

(3.17)

(iistd )2

D f
= 2qIG (3.18)

where

m = mobility of electrons near the silicon surface that depends on the

process (e.g., mn = 0.06 m2/V s);

Cox = gate capacitance per unit area;

W = gate width of the transistor;

L = gate length of the transistor;

Kf = SPICE flicker noise constant.

The flicker noise constant Kf in (3.17) is different from the earlier flicker noise
constant because it refers to the SPICE definition of flicker noise, which has all
the noise as an output current source that is converted to the input voltage noise
source by the relationship of V 2

g = I 2
d /g 2

m . This Kf definition is most useful in
making noise calculations. These equations help us identify the sensitivity of transis-
tor parameters in generating noise. Converting vi and ii measurements to noise figure
in decibels as a function of a specified source resistance gives a more meaningful and
useful method of bipolar and MOS transistor noise measure.
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3.1.4 Noise Figure

The noise figure (F ) is a commonly used method of specifying the noise performance
of a circuit or a device. Its disadvantage is that it is limited to situations where the
source impedance is resistive, and this precludes its use in many applications where
noise performance is important; however, it is widely used as a measure of noise
performance in communication systems where the source impedance is often
resistive.

The definition of noise figure (F ) is the ratio of the input SNR divided by the
output SNR, and F is usually expressed in decibels. The advantage of the noise-
figure concept is apparent in its definition. Noise figure gives a direct measure of
the SNR degradation that is caused by the circuit. For example, if the SNR at the
input to a circuit is 50 dB, and the circuit noise figure is 5 dB, then the SNR at
the output of the circuit is 45 dB [1]. This concept is very convenient in tracking
noise degradation in every receiver branch of a complicated system.

Equation (3.19) computes the figure of merit of equivalent input noise voltage
and equivalent input noise current [1].

F = 1 +
N2

v
4kTRsD f

+
N 2

i

4kT
1

Rs
D f

(3.19)

Rearranging (3.19) and setting D f to 1 produces (3.20) in [4, pp. 6–14]. Nv and
Ni terms become voltage and current noise per square-root hertz.

NF = 10 log31 +
N2

v
4kTRs

+
N 2

i

4kT
1

Rs
4 (3.20)

Now we can enhance the understanding of noise figure to the transistor level
by substituting the equivalent input noise-source equations into the noise figure
equation (3.20). First, we substitute the MOS transistor equivalent noise equations
into the noise figure equations [(3.20)]. The equivalent input current is neglected
because we assume that it is small. Substituting (3.17) into (3.20) produces (3.21)
for the noise figure of an MOS transistor:

NF = 10 log51 +
F4kT S2

3
1

gm
D +

Kf

2mC2
oxWLf G

(4kTRs ) 6 (3.21)

Equation (3.21) can be rearranged to a simpler equation as shown by (3.22),
where the thermal noise figure and corner flicker frequency are used:

NF = 10 logFFS1 +
fl
f DG (3.22)
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Equation (3.22) makes it easier to model simulations and make substitutions into
Leeson’s phase-noise model. Equation (3.23) shows the thermal noise figure portion
of (3.22) for an MOS transistor:

F =

2
3

1
gm

+ Rs

Rs
(3.23)

Equation (3.24) shows the corner flicker frequency portion of (3.22) for an MOS
transistor:

fl =

Kf

2mC2
oxWLf

F4kT S2
3

1
gm

+ RsDG
(3.24)

Equation (3.25) shows the thermal noise figure portion of (3.22) for a bipolar
transistor:

F =
4kTrb + S2qIc

b2 R 2
s + 2qIbR 2

s D + 4kTRs

4kTRs
(3.25)

Equation (3.26) shows the corner flicker frequency portion of (3.22) for a bipolar
transistor:

f1 =
Kf IbR 2

s

4kTrb + S2qIc

b2 R 2
s + 2qIbR 2

s D + 4kTRs

(3.26)

The development of (3.23) to (3.26) allows us to substitute these values into
Leeson’s phase-noise model of an oscillator as shown by (3.27):

10

+( fm )amp

10 =
0.5F1kT0

Pavl
S1 +

fl
fm
D (3.27)

where
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+( fm )amp = phase noise transfer function for an amplifier (dBc/Hz);

T0 = temperature (K);
T0 = 290 at room temperature;

k = Boltzmann constant (mW/°K ? Hz));

k = 1.38 × 10−20;

10 log(kT0) = −174 dBm/Hz;

F1 = noise figure ratio of amplifier in oscillator;

fl = frequency of intersection of the amplifier’s flicker noise with
its constant noise figure (thermal noise floor) (Hz).

This relationship gives us a deeper understanding of the effects of transistor
parameters on the noise levels generated by an oscillator. This allows us to architect
oscillators and size transistors to make the trade-off between low-noise and low-
power performance.

3.1.5 Bipolar Versus CMOS Noise Comparison

One of the main questions that occur to circuit designers is how we make an
informed selection between bipolar and MOS transistors for a low-noise circuit.
From studying the equations above, a set of curves can be generated to help make
this decision. The curves show that the selection between transistors depends on
the source resistance presented to the circuit.

Figure 3.9 shows two bipolar transistor noise curves for 100 Hz and 100 kHz
versus source resistance. The y-axis is noise figure in decibels and the x-axis is
source resistance in ohms. The top 100-Hz curve shows the effect of flicker noise,
and the bottom 100-kHz curve shows the effect of thermal noise. This curve shows
that at high source resistance the bipolar transistor thermal noise figure goes up

Figure 3.9 Noise figure versus source resistance for a bipolar transistor at 100 Hz and 100 kHz.
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significantly. Furthermore, the flicker noise curve follows a similar pattern with
even higher noise figure. Now let’s look at the response of an MOS transistor.

Figure 3.10 shows MOS transistor curves for 100 Hz and 100 kHz. Again,
the 100-Hz curve shows the effect of flicker noise, and the 100-kHz curve shows
the effect of thermal noise. This figure shows that the noise figure goes down for
high-input source resistance, which is just the opposite of the bipolar transistor.
A comparison of the two figures shows high resistance (>10 kV) to be optimum
for MOS transistors and low resistance (<10 kV) to be optimum for bipolar
transistors.

Now let’s revisit the assumption about noise current being negligible for MOS
transistors in our noise figure equation development. For comparison purposes,
we will first look at the noise current versus collector current for a bipolar transistor.
Figure 3.11 shows that bipolar thermal and flicker noise current changes signifi-
cantly with collector current. Now let’s plot MOS transistor equivalent input noise
versus drain current. Figure 3.12 shows that MOS transistor thermal and flicker
noise current does not significantly change with drain current. Consequently, this
curve verifies that we can assume noise current has no significant impact on noise
figure for an MOS transistor.

Example 3.1

Let’s look at an example in SPICE with a 0.3-mm gate-length transistor from a
0.22-mm process connected as a common-source amplifier with an infinite load

Figure 3.10 Noise figure versus source resistance for an MOS transistor at 100 Hz and 100 kHz.
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Figure 3.11 Noise current versus collector current for a bipolar transistor at 100 Hz and 100 kHz.

Figure 3.12 Equivalent input noise versus drain current for an MOS transistor at 100 Hz and
100 kHz.

resistance to study the effects of noise. The transistor has 80 ma of drain bias
current, a 0.9V Vgs bias, 1V Vds bias, and a 1.2-mm gate width. Figure 3.13 shows
a plot of the SPICE output. The highest waveform is the gain of the amplifier, the
next highest waveform is the output noise, and the lowest waveform is the equivalent
input noise voltage. The difference between the input and output noise is the gain
of the amplifier. The noise level is in dBV/Hz.
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Figure 3.13 SPICE result of input and output noise and gain for an MOS transistor.

Figure 3.13 shows the relationship of equivalent input noise, output noise, and
gain in decibels. The output noise equals the input noise with the addition of
26 dB of gain until approximately 1 GHz. At 1 GHz, the gain rolls off, and the
output noise tracks this roll off.

Now let’s vary the gate width by a factor of 10 to 12 at a width of 120 mm
to see the effect on noise levels. From the equations, we should expect the flicker
noise corner frequency to decrease and the thermal noise to decrease until it hits
the thermal noise floor. Figure 3.14 shows the effect of increasing transistor gate
width on the noise. Flicker and thermal noise are reduced by 10 dB for increasing
the gate width by a factor of 10. On the last increase in gate width, the far-out
thermal noise did not decrease by 10 dB. Instead, it only decreased by a few decibels
due to the noise-floor limit set by the thermal noise kT. The existence of this limit
and the 10-dB change in noise is a good verification of the accuracy of the simulator
and the simulation test circuit.

3.2 Phase-Noise and Oscillator Theory

This section describes the basics of phase-noise analysis and applies the analysis
to oscillator design. A phase-noise modeling technique is developed that will allow
mathematical operations to be performed on phase-noise curves. Frequency modu-
lation (FM) waveform theory is investigated so that the relationship between nar-
rowband FM and single-sideband phase noise is established. Various measurement
relationships to phase noise are explained so that an engineer can interpret between
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Figure 3.14 Effect of increasing transistor gate width on the noise level.

oscillator stability specifications that use these measurements. With the establish-
ment of several phase-noise relationships, a general mathematical description for
oscillators is developed. Finally, the phase-noise power slopes of an oscillator are
modeled.

3.2.1 FM Theory

A study of FM theory typically begins with a mathematical model for an FM
waveform. Equation (3.28) mathematically describes an FM waveform as a function
of time:

V(t) = Vp cos[v c t + h sin(vmt)] (3.28)

where

Vp = maximum amplitude (V);

t = time variable (sec);

h = modulation index;

vm = angular frequency of modulation, which is usually less than the
carrier frequency (rad/s);

vm = 2p fm ;

v c = angular frequency of the carrier, usually greater than modulation
frequency (rad/s);

v c = 2p fc .
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The FM waveform function in (3.28) allows frequency, phase, and phase-noise
relationships to be developed. The argument of the cosine function in (3.28) is the
instantaneous phase. The derivative of instantaneous phase with respect to time is
frequency; therefore, the study of frequency-stability analysis includes the study of
instantaneous phase. The derivative of the cosine argument in (3.28) produces
(3.29), which is the instantaneous frequency:

v =
d
dt

f

f = fc +
d
dt Fh sin(vmt)

2p G (3.29)

f = fc + h fm cos(vmt)

where

v = angular frequency variable (rad/s);
v = 2p f ;

f = frequency variable (Hz).

From (3.29), the instantaneous frequency equals the carrier frequency plus an
FM term. The modulation term cosinusoidally sweeps frequency with a maximum
deviation from the carrier of the modulation index times the frequency of modula-
tion. The inverse of the modulation frequency determines the sweep rate of the
cosinusoidal frequency sweep. Equation (3.29) can be simulated in the laboratory
by using a swept frequency source (VCO) and sinusoidally modulating the voltage
tuning port. Equation (3.29) represents a sinusoidal sweep of frequency with a
center frequency of fc and a maximum frequency deviation from the carrier fre-
quency of fc + h fm and a minimum frequency deviation from the carrier frequency
of fc − h fm . From (3.29), (3.30) defines the maximum frequency deviation:

fd = h fm (3.30)

where

fd = maximum frequency deviation from the carrier frequency (Hz).

Rearranging (3.30) produces (3.28), which defines the modulation index [5]:

h =
fd
fm

(3.31)

3.2.2 Relationship of Phase Noise to FM

Further study of narrowband FM waveform theory shows the relationship of phase
noise to an FM signal waveform. Narrowband FM theory uses trigonometry and
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Bessel function identities. Equations (3.32) through (3.34) from [6] show the trigo-
nometry identities:

cos(A + B) = cos(A)cos(B) − sin(A)sin(B) (3.32)

cos(A)cos(B) = 0.5 cos(A − B) + 0.5 cos(A + B) (3.33)

and

sin(A)sin(B) = 0.5 cos(A − B) − 0.5 cos(A + B) (3.34)

Equations (3.32) and (3.34) from [5] show the Bessel function identities:

cos[X sin(B)] = J0(X) + 2J2(X) cos(2B) + 2J4(X) cos(4B) + . . . (3.35)

sin[X sin(B)] = 2J0(X) + 2J1(X) sin(3B) + 2J3(X) sin(5B) + . . . (3.36)

Substituting (3.32) into (3.28) expands (3.28) to (3.37):

V(t) = +Vp cos(v c t) cos[h sin(vmt)] − Vp sin(v c t) sin[h sin(vmt)]
(3.37)

Equation (3.37) contains two Bessel function identities [(3.35) and (3.36)].
Substituting the two Bessel functions into (3.37) produces (3.38):

V(t) = Vp5J0h cos(v c t) + 2 ∑
∞

n = 2
Jn (h ) cos(nvmt) cos(v c t) (3.38)

− 2 ∑
∞

k = 1
Jk (h ) sin(kvmt) sin(v c t)6

where

k = the odd harmonic integers 1, 3, 5, 7, . . . ∞;

n = the even harmonic integers 2, 4, 6, . . . ∞.

Substituting the trigonometric identities [(3.33) and (3.34)] into (3.38) reduces
(3.38) to (3.39):

V(t) = Vp5J0h cos(v c t) + ∑
∞

n = 2
Jn (h ) cos[(v c − nvm )t] + cos[(v c + nvm )t]

− ∑
∞

k = 1
Jk (h ) cos[(v c − kvm )t] − cos[(v c + kvm )t]6 (3.39)
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Equation (3.39) shows that the amount of power in each sideband depends
on the modulation index and that, for a large modulation index, several sidebands
appear. Figure 3.15 shows the many sidebands that appear for a large modulation
index. With each harmonic, the signs alternate in Figure 3.15, which is mathemati-
cally described by (3.38).

The conservation of energy, which applies to everything in physics, applies to
the total energy of FM sidebands. The Taylor series approximation for Bessel
functions and a Bessel function identity are used to show the conservation of energy
in FM sidebands. Equations (3.40) and (3.41) show the Taylor series approxima-
tions for the various orders of the Bessel function:

J0(h ) = 1 − Sh
2 D

2

(3.40)

Jp (h ) =
Sh

2 D
p

p!
(3.41)

where

p = harmonic integers 1, 2, 3, 4, . . . ∞.

Equation (3.42) defines the Bessel function identity to be used in the FM sideband
energy analysis [5]:

J0(h )2 + 2 ∑
∞

p = 1
Jp (h )2 = 1 (3.42)

Equation (3.42) states that the sum of the power levels in each of the sidebands,
plus the carrier, equals the total power regardless of the size of the modulation
index.

An experiment in the laboratory confirms the conservation of energy in FM
waveforms that is mathematically described in (3.42). This experiment connects a

Figure 3.15 Spectral components for an FM signal with a modulation index of 5. (From: [5].
 1971 McGraw-Hill. Reprinted with permission.)
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source with modulation index control, modulation frequency control, and power
control to a power meter and a spectrum analyzer. Leaving the power control
fixed, the modulation index is adjusted to a small value that produces a carrier
and an upper and lower sideband. Then, the power level is measured with the
power meter. Now, the modulation index is adjusted to a larger value that produces
many more sidebands, which are separated by the modulation frequency. Measuring
the power again results in the same answer as for the small modulation index;
however, large modulation indexes distribute the power between the carrier and
sidebands.

Phase noise relates the ratio of the sideband power to carrier power at a
particular modulation frequency offset from the carrier frequency. For accurate
phase-noise measurements, the small modulation index condition must be satisfied
because large modulation indexes affect the carrier power level. Substituting the
Bessel function into (3.42) produces (3.43):

Carrier power + Sideband power = 1 (3.43)

[J0(h )]2 + 2[J1(h )]2 = 1

In (3.43), the carrier-power and sideband-power levels depend on the value of the
modulation index. Small modulation indexes make the effects of the second- and
higher-order harmonics of the Bessel function in (3.42) insignificant [5].

A more exact expression for the single-sideband phase-noise power in a 1-Hz
bandwidth can now be defined from (3.43). For a small modulation index, almost
100% of the power is in the carrier. Consequently, the carrier power equals 1 for
the normalized power calculations in (3.43). This is a valid assumption for most
stable oscillators. Using one-half the power of the sideband to represent a single
sideband in (3.43) and dividing by the carrier power, which equals unity, produces
(3.44):

Pssb
Pc

=
[J(h )1]2

[J(h )0]2 (3.44)

Pssb
Pc

= [J(h )1]2

For h <<<< 1 and J0(h ) = 1, the single-sideband phase-noise-to-carrier ratio
in a 1-Hz bandwidth equals the sideband-power-to-carrier-power ratio in (3.44).
Unfortunately, (3.44) depends on the Bessel function as a function of the modulation
index. To eliminate the Bessel function, which is difficult to evaluate, the Taylor
series approximation for the first-order Bessel function is substituted into (3.44).
This substitution produces (3.45):
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Pssb
Pc

=
h2

4

Pssb
Pc

=
(h rms )

2

2

+( fm ) = 10 logSh2

4 D (3.45)

= 10 log(h2) − 6 dB

= 10 log(h2
rms ) − 3 dB

where

Pssb = power level in the sideband (mW);

Pc = power level at the carrier frequency (mW);

Pssb
Pc

= power ratio of the sideband to the carrier;

h rms =
h

√2
;

h rms = root-mean-square (RMS) of the modulation index;

+( fm ) = notation used for single-sideband phase noise in a 1-Hz bandwidth
(dBc/Hz).

Equation (3.45) expresses the single-sideband phase-noise power in a 1-Hz band-
width when a Taylor series approximation for the Bessel function is used. Figure
3.16 graphically shows the frequency-domain representation of single-sideband
phase noise [7].

3.2.3 Different Measures of Phase Noise

Several types of phase-noise measurements have appeared in various articles. Their
relationships to single-sideband phase noise are shown in (3.46) through (3.53).
Equation (3.46) defines the spectral density of phase fluctuations (double-sideband
phase noise):

Sf ( fm ) = h2
rms (3.46)

Sf ( fm ) = 2
Pssb
Pc

where

Sf ( fm ) = spectral density of phase fluctuations.
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Figure 3.16 The relationship of a spectrum analyzer waveform to a single-sideband phase-noise
measurement. The ratio of the single-sideband phase-noise-power level to the carrier
power level in a 1-Hz bandwidth fm Hz away from the carrier frequency defines a
single-sideband measurement on a spectrum analyzer. (From: [7, Figure 2].  1979
Agilent. Reprinted with permission.)

The spectral density of phase fluctuations is related to single-sideband phase
noise by a multiplication factor of 2. Equation (3.47) defines the spectral density
of frequency fluctuations:

SD f ( fm ) =
d
dt

(h rms )
2

SD f ( fm ) = ( fm )2(h rms )
2 (3.47)

SD f ( fm ) = ( fm )2F2 SPssb
Pc

DG
where

SD f ( fm ) = spectral density of frequency fluctuations.

The spectral density of frequency fluctuations is the derivative of phase fluctua-
tions; therefore, it relates phase noise in terms of frequency changes. Equation
(3.48) defines fractional spectral density of frequency fluctuations:
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Sy ( fm ) = S fm
fc
D2h2 (3.48)

Sy ( fm ) = S fm
fc
D2F2 SPssb

Pc
DG

where

Sy ( fm ) = fractional spectral density of frequency fluctuations.

Equation (3.48) normalizes the frequency fluctuations to the output frequency of
the oscillator for a comparison of oscillator purity at different operating frequencies.

Continuing with another measure of spectral purity, (3.49) defines residual
FM:

D fres = √2√ E
fmax

fmin

SPssb
Pc

D ( fm )2 dfm (3.49)

where

D fres = residual FM;

fmin = lowest frequency of integration;

fmax = highest frequency of integration.

Residual FM is the total RMS value of the frequency deviation within a specified
bandwidth. This method is frequently used to describe frequency stability with a
single value. Also, residual FM is a measure of the peak-to-peak deviation of
the carrier as displayed on a spectrum analyzer. Finally, (3.50) defines the Allan
variance:

s2
y (t ) =

1
2(m − 1) ∑

m − 1

k = 1

XY(k + 1) − Y(k) C2 (3.50)

where

s2
y (t ) = notation used for the Allan variance;

t = measurement time period (sec);

m = total number of data points;

Y(k) = an array of the average fractional frequency difference of the kth
sample, which is defined as the frequency deviation divided by the
center frequency of the oscillator;

k = Y(k) array element number.
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Equation (3.50) shows a time-domain measure of phase noise that calculates the
standard deviation of the fractional frequency fluctuations.

So far, phase noise has been studied in the frequency domain using FM theory.
However, because (3.50) shows phase noise in the time domain, phase noise in
the time domain will be discussed. Several electronic systems measure an external
frequency source by counting zero crossings in a time period determined by the
frequency source in the system. Simulating these systems, the Allan variance mea-
surement of phase noise uses counters to sample the fractional frequency change
of the output frequency of an oscillator over a fixed measurement time and measure-
ment bandwidth. Consequently, the Allan variance of the frequency source in the
system determines the frequency-measurement accuracy of the external source.
This time-domain representation of phase noise describes the amount of frequency
drift in parts per million over a period of time. Many engineers are familiar with
the parts per million format for the temperature drift of resistors, like the parts
per million format for the measure of frequency stability of a source.

Equation (3.51) integrates phase noise that is multiplied by a windowing func-
tion to compute Allan variance from phase noise [8]:

s2
y (t ) =

4

(p fct )2 E
fmax

fmin

10

+( fm )
10

sin(p fmt )4 dfm (3.51)

where

fmin = lowest frequency of integration value that is equal to 1 over the
largest time value of interest or at least 0.16 Hz (Hz);

fmax = largest frequency of integration value that is equal to the
measurement bandwidth (Hz).

The sin to the fourth term in (3.51) results from the measurement time window
and multiplies the phase noise before integration. This function effectively puts a
highpass filter at the inverse of half the measurement time. The more time between
measurements in the time domain slides the window to lower offset frequencies in
the frequency domain. Finally, care must be taken in the lower-frequency limit
because too high of a phase-noise level (> −10 dBc/Hz) can blow up the phase-
noise modeling equations.

Another measure of phase noise is phase error. This is not to be confused with
time jitter, which is a different measure. This measure would be the peak phase
error from an ideal sine wave. Equation (3.52) computes the peak phase error in
radians from the phase noise:

h e = √4 E
fm2

fm1

10

+( fm )osc
10

dfm (3.52)
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Another measure of phase noise is the signal-to-noise ratio (SNR). The SNR
becomes important in carrier-recovery or clock-recovery loops. The modulation
on the downconverting oscillator in the receiver will look like modulation on the
received signal with an ideal downconverting oscillator. A low SNR on the receiving
oscillator will increase the BER. Equation (3.53) computes the SNR by integrating
the phase noise:

S /N = E
fm2

fm1

10

+( fm )osc
10

dfm (3.53)

If (3.53) refers to baseband downconversion, then (3.53) must be multiplied by a
factor of 2.

3.2.4 Oscillator Design and Phase-Noise Modeling

Now, the basic equations and definitions for phase-noise analysis can be applied
to the design and phase-noise analysis of oscillators. Figure 3.17 shows a general
oscillator configuration that can be analyzed using feedback and control theory.
Equations (3.54) through (3.56) mathematically describe the elements in the block
diagram. Equation (3.54) mathematically describes the phase-noise transfer func-
tion of the amplifier in the oscillator [9–12]:

10

+( fm )amp

10 =
0.5F1kT0

Pavl
S1 +

fl
fm
D (3.54)

where

Figure 3.17 A general oscillator functional block diagram.
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+( fm )amp = phase-noise transfer function for an amplifier (dBc/Hz);

T0 = temperature (K);

T0 = 290 at room temperature;

k = Boltzmann constant (mW/°K ? Hz));

k = 1.38 × 10−20

10 log(kT0) = −174 dBm/Hz;

F1 = noise figure ratio of amplifier in osciallator;

fl = frequency of intersection of the amplifier’s flicker noise

with its constant noise figure (Hz);

Pavl = available input power to the amplifier, which also equals

the output power divided by the amplifier gain (mW);

Pavl = Pos /10Gn /10 ;

Pos = saturated output power of the amplifier in the oscillator (mW);

Gn = gain of the amplifier (dB).

Equation (3.54) describes the noise characteristics of the amplifier in the oscilla-
tor as a noise figure term plus a flicker noise (1/ f noise) term. Equation (3.55)
mathematically describes the phase-noise transfer of a resonator:

10

+( fm )res
10 =

1

1 +
2vm jQl

v0

(3.55)

where

+( fm )res = phase-noise equivalent transfer function of a resonator;

v0 = center angular frequency of the resonator;

Ql = loaded Q of the resonator;

vm = offset angular frequency from the center angular frequency of the
resonator (rad/s);

vm = 2p fm .

Equation (3.55) characterizes the equivalent highpass transfer function of a
resonator as described in [13]. Equation (3.56) mathematically describes the phase-
noise transfer function of a coupler and a buffer amplifier:

10

+( fm )coup

10 =
F2kT0

SPos
Lc
D (3.56)
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where

+( fm )coup = phase-noise transfer function of the coupler and buffer amplifier;

F2 = noise figure ratio of the buffer amplifier;

Lc = coupling loss to the buffer amplifier.

Equation (3.56) describes the phase-noise effect of the coupler and buffer
amplifier. The closed-loop phase noise of the oscillator is computed using feedback
theory. Equation (3.57) mathematically describes positive feedback:

Co /Ri (s) =
G(s)

1 ± G(s)H(s)
(3.57)

where

− = positive feedback;

+ = negative feedback;

Co /Ri (s) = closed-loop transfer function;

G(s) = forward transfer function;

H(s) = feedback transfer function;

G(s)H(s) = open-loop transfer function;

G(s)H(s) = a magnitude of 1 and a phase angle of 0° for positive feedback of
Barkhausen’s phase criteria [14] and 180° for negative feedback;
these are the conditions for oscillation.

Equation (3.57) allows all the transfer functions to be combined to form (3.58):

Oscillator transfer function =
G(s)

1 − G(s)H(s)
(3.58)

10

+( fm )osc

10 =
0.5F1kT0

SPos
Gn

D S1 +
fl
fm
D F1 +

1

( fm )2 SBr
2 D2G F2kT0

SPos
Lc
D

where

+( fm )osc = single-sideband phase noise of the oscillator;

Br = 3-dB bandwidth of the resonator (Hz).

Equation (3.58) mathematically models oscillator spectral noise-power density lev-
els versus frequency offsets from the carrier.

Unloaded Q and insertion loss determine the bandwidth of a resonator.
Unloaded Q and insertion loss are measures for the electronic performance of the
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resonator that appear in most resonator data sheets. Equations (3.59) and (3.60)
are used to relate resonator unloaded Q and insertion loss to the 3-dB bandwidth
of the resonator:

Br /2 = fc /(2Ql ) (3.59)

Ql = Qul =
Qul

√Lres
(3.60)

where

fc = output frequency of oscillator (Hz);

Qul = unloaded Q of the resonator;

Lres = insertion loss of the resonator.

The loaded Q value calculated in (3.60) is used in (3.58) to determine the
electronic performance of the resonator in an oscillator. By computing the effect
of each component in the oscillator, an engineer can select the components that
will optimize the performance of an oscillator. An engineer can select a resonator
and amplifier and substitute the electronic characteristics of each component into
(3.58) to obtain the desired oscillator phase-noise specification.

Equation (3.58) models the phase noise of an oscillator, but it does not deter-
mine if the circuit will oscillate. A laboratory method can be devised to determine
the ability of a circuit to oscillate. Figure 3.18 shows a test interconnection for a
general configuration of an oscillator with the feedback loop opened. If the
breakpoint of the circuit is at 50V, then the open-loop transfer function is easily
measured on a network analyzer. For the circuit to oscillate at a particular fre-
quency, the amplifier gain plus the resonator insertion loss must be equal to 1 and
have a 0° insertion phase at that frequency to satisfy (3.57). Figure 3.19 shows a
measured open-loop transfer response curve for a 590-MHz oscillator. The gain

Figure 3.18 Test configuration to measure an oscillator open-loop response.
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Figure 3.19 Definition of oscillator instability parameters on the measured open-loop frequency
response of a 590-MHz surface acoustic wave oscillator.

in Figure 3.19 is greater than 1 at the zero-insertion phase point. The circuit will
oscillate because, when the loop is closed, the measured small-signal gain is reduced
by the saturation of the amplifier.

The following intuitive explanation illustrates the electronic process that insures
the circuit’s continued oscillatory performance. Input noise from the environment
exists at the input to the amplifier in the oscillator. The noise is amplified to the
output of the amplifier and filtered before reappearing at the input to the amplifier
again. Larger input noise signals to the amplifier add in phase to the existing input
noise signal to the amplifier, producing an even larger noise signal. The larger
noise signal goes through the same amplification, filtering, and addition process
until the amplifier reaches its saturation limit. The saturation limit of the amplifier
reduces the gain until (3.57) is satisfied. Thus, any small-signal gain greater than
unity defines the instability gain margin. If the insertion phase is not equal to zero
at any frequency point where the gain is greater than unity, then the circuit will
not oscillate. Consequently, the smallest amount of phase shift necessary to stop
the circuit from oscillating defines an instability phase margin. Maximizing the
instability gain and phase margins defines the optimum operating point for the
oscillator. Figure 3.19 shows the operating frequency of the oscillator at the zero-
insertion phase point. If a phase shifter is placed in series with the amplifier and
resonator, then the operating frequency of the oscillator can be tuned by adjusting
the phase shifter. This frequency shift occurs because the operating frequency of
the oscillator tracks the frequency of the zero-insertion phase point.
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3.2.5 Negative-Resistance Oscillator Model

Many oscillators are designed using a negative-resistance component to produce
oscillations. Figure 3.20 shows a common negative-resistance oscillator configura-
tion. The negative-resistance oscillator does not electrically appear to be the same
as the feedback configuration of Figure 3.17.

From (3.58) the gain and insertion-loss parameters used in the analysis of the
previous oscillator configuration do not model the negative-resistance oscillator;
however, using reflection gain and reflection loss in place of gain and insertion
loss for parameters in the general oscillator configuration analysis does model the
negative-resistance oscillator. A negative-resistance component produces a reflec-
tion gain from an input signal. This reflection causes multiple reflections to occur
when the total reflection gain of the circuit is greater than the reflection losses.
The application of the developed oscillator analysis to negative-resistance oscillators
demonstrates the versatility of the analysis approach.

3.2.6 Power Slopes of Oscillators

Various power slopes versus frequency offsets occur when plotting the spectral
power density of an oscillator. Random walk FM ( f −4), flicker FM ( f −3), white
FM ( f −2), flicker phase ( f −1), and white phase ( f 0) are the names commonly used
to describe the power slopes.

The power slopes and the names associated with each are plotted in Figure
3.21. The general Bode plot expression of (3.61) for a pole is a mathematical form
that describes the curves in Figure 3.21:

Pm ( fm ) = 10 log53
1

1 + S fm
f3p
D24

n

6 (3.61)

Figure 3.20 A negative-resistance oscillator functional block diagram.
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Figure 3.21 The designations of various oscillator phase-noise-power slopes.

where

n = order of the pole that determines roll-off slope;

f3p = frequency location of 3-dB point (Hz);

Pm ( fm ) = power level at the offset frequency (dBc).

Instead of modeling the noise curve of the oscillator with one power slope,
various power slopes are used to model sections of the noise curve. Each section
models a particular noise characteristic’s slope. This is mathematically shown in
(3.62) through (3.64):

White FM +( fm ) = 10 log53
1

1 + S fm
f3p
D24

1

6 for f2 > fm > f1 (3.62)

Flicker phase noise FM +( fm ) = 10 log53
1

1 + S fm
f3p
D24

0.5

6 for fint > fm > f2

(3.63)

White phase noise +( fm ) = constant for fm > fint (3.64)

where
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f1 = frequency where white FM phase-noise characteristics begin (Hz);

f2 = frequency where white FM phase-noise characteristics end and flicker
phase-noise characteristics begin (Hz);

fint = frequency where flicker phase-noise characteristics end and white
phase-noise characteristics begin (Hz);

f3p1 = pole location for white FM (Hz);

f3p2 = pole location for flicker phase noise.

Modeling two or three phase-noise slopes with an equation instead of using each
measured data point eases memory restrictions and the writing of programming
code in the computer.

Determining the Bode plot model for the sloped sections begins by finding the
corner frequency of the pole. By rearranging (3.61), the corner frequency of a pole
is computed as shown by (3.65):

f3p =
fv

√ 1

S10

+( fc )
10 D1/n − 1

(3.65)

where

f3p = frequency of pole (Hz);

fv = frequency value at the relative power level L( fv ) (Hz);

n = 0.5 for flicker noise (10 dB/dec);

n = 1 for white FM phase noise (20 dB/dec);

n = 1.5 for flicker FM noise (30 dB/dec).

Equation (3.65) calculates the corner frequency of a pole from the slope and
one frequency and magnitude point in the region of the phase noise to be modeled.
The model of phase noise defines the exponential roll-off between two offset-
frequency limits that define the section. Determining the corner-frequency location
of the pole of each section begins by first locating on the measured oscillator data
the noise sideband power in dBc/Hz relative to the carrier at the offset-frequency
point from the carrier that lies inside the oscillator noise-characteristic slope that
is to be modeled. Substituting the power and frequency values into (3.65) computes
the corner-frequency location of the pole for the modeled section. After modeling
the power slopes for each section, the frequency of intercept with the flat phase-
noise response of the oscillator must be determined. Rearranging (3.65) produces
(3.66), which computes the frequency of intercept with the flat phase-noise response
of the oscillator:
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fint = f3p2√ 1

S10

+( fm )
10 D1/n − 1 (3.66)

From the power level of the flat phase-noise response, (3.66) computes the
frequency limit where flat phase-noise response occurs. If one cannot easily deter-
mine the power slope, an equation can be used to calculate the slope accurately.
Equation (3.67) computes this slope between data points:

n =
+( fa ) − +( fb )

10 log 31 + S fb
f3p
D2

1 + S fa
fb
D2 4

(3.67)

where

fa = start frequency of slope (Hz);

fb = stop frequency of slope (Hz).

Przedpelski [15] presents an alternate method for modeling phase noise. The
power slopes are modeled with the general exponential expression of (3.68):

+( fm ) = 10 log[a( fm )b ] (3.68)

The oscillator noise characteristics in (3.68) are modeled by (3.69) through (3.71):

White FM +( fm ) = 10 log[a1( fm )2] for f2 > fm > f1 (3.69)

Flicker phase noise +( fm ) = 10 log[a2( fm )1] for fint > fm > f2 (3.70)

White phase noise +( fm ) = constant for fm > fint (3.71)

where

a1 = constant for white FM noise response;

a2 = constant for flicker phase-noise response.

Equation (3.72) calculates the multiplication constant in (3.68):

a = 10

+[( fa ) − 10(b log( fa )]
10

(3.72)
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Equation (3.73) calculates the frequency of intercept with the noise floor:

fint = 310

+( fint )
10

a 4
1/b

(3.73)

Finally, (3.74) calculates the required noise slope:

b =
+( fa ) − +( fb )

10[log( fa ) − log( fb )]
(3.74)

The alternate method has a power slope that agrees with the slope of the
oscillator spectral-noise characteristic in Figure 3.21. The Bode plot model differs
with the characteristic spectral-noise slope of the oscillator in Figure 3.21 by a
factor of twice the slope as shown by (3.75):

n = b /2 (3.75)

The Bode plot equation model of spectral-noise power-density slopes were
programmed into the MEAS program [16]. To avoid confusion when modeling
phase-noise data for the MEAS computer program, the user must remember that
the phase-noise slope in the Bode plot model is two times greater than the phase-
noise slopes in Figure 3.21.

3.2.7 Resonator Effects on Oscillator Phase Noise

The resonator term in (3.58) has an expression that contains the resonator band-
width. In a spectral-noise power-density plot of an oscillator the 3-dB bandwidth
of the resonator is located at an offset frequency from the carrier equal to one-
half of the 3-dB bandwidth of the resonator. The relationship of the resonator
bandwidth to the flicker corner frequency of the low-noise oscillator amplifier
affects the spectral-noise power-density curves as shown in Figure 3.22. From
Figure 3.22, the breakpoints of the measured phase-noise response of an oscillator
clearly depend on the selection of the amplifier and resonator in the oscillator.

The MEAS program [16] was developed to model phase-noise characteristics
of oscillators, measured data, and measuring equipment. From (3.61) through
(3.63), the single-sideband phase-noise curves of an oscillator can be calculated.
Equations (3.61) through (3.63) were programmed into the MEAS program. Now
the effects of components on the phase noise of an oscillator can be computed.
Figure 3.23 shows various single-sideband oscillator responses for various types
of resonators, with the unloaded Qs shown in Table 3.1.

The amplifier characteristics of noise figure, output power, and flicker corner
frequency were constant for the three designs. Figure 3.23 is an example of the
analysis trade-offs that can be investigated in an oscillator design when computer
models of the components in an oscillator are used.
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Figure 3.22 The effects of flicker noise corner frequency of an amplifier on the phase-noise-power
curves for high-Q and low-Q oscillators. (From: [17, Figure 9].  1979 Agilent. Reprinted
with permission.)

Figure 3.23 The effect of a 10-MHz crystal resonator, a 280-MHz surface acoustic wave (SAW)
resonator, and a 7-GHz dielectric resonator on oscilloscope phase noise with all other
parameters remaining constant.
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Table 3.1 The Q and Operating Frequency of Various High-Q Resonatorsa

Type of Resonator Frequency Unloaded Q Major Limitation

Quartz crystal, 3rd overtone 10 MHz 1.5 × 106 Applicable power

Quartz crystal, 7th overtone 100 MHz 90,000 Applicable power spurious
modes; microphonic phase
modulation

Quartz crystal, 11th overtone 280 MHz 40,000 Applicable power

Surface acoustic wave resonator 800 MHz 10,000 Applicable power
on quartz

Cylindrical waveguide >2 GHz 20,000–50,000 Size (for L and S band);
microphonic phase modulation

Dielectric resonator 7 GHz 7,000b

Ceramic resonator 4–60 MHz 500–2,000
aSource: [18, p. 11].
bSource: [19].

3.2.8 Allan Variance and Residual FM Calculations

Example Bode plot models of an HP10544B crystal source and an HP8672 micro-
wave source produce the calculated frequency responses shown in Figures 3.24
and 3.25. Computer modeling of the sources allows mathematical operations to
be performed on the spectral-noise power-density curves of the source, which allows
other forms of spectral measurements to be calculated. Figure 3.26 shows computer
calculations of the Allan variance by the integration method of (3.48) for an
HP10544B crystal source.

Table 3.2 displays the calculation of residual FM for an HP8672 microwave
source. The computer results agree with the manufacturer’s performance specifica-
tion sheets of the sources. The above calculations demonstrate that computer
modeling of phase noise allows various mathematical operations to be performed.

Figure 3.24 Phase-noise model response of an HP10544B 10-MHz crystal oscillator.
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Figure 3.25 Phase-noise model response of an HP8672B microwave synthesizer operating at
10 GHz.

Figure 3.26 Allan variance of an HP10544B 10-MHz crystal oscillator calculated from the phase-
noise model of Figure 3.24.

To summarize, this section derived phase-noise relationships from narrowband
FM waveform theory. Oscillator design circuitry was explored, and modeling
techniques were developed so that the effects of various oscillator components on
phase noise could be evaluated. Modeling techniques of phase noise were developed
based on the spectral-noise power-density characteristics of the oscillator. The Bode
plot phase-noise model as an analysis tool allows mathematical operations to be
performed on phase-noise curves. The Bode plot phase-noise model will be used
in later chapters to analyze phase noise in PLLs and their applications.
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Table 3.2 Calculation of Residual FM from the Phase-
Noise Model of Figure 3.25 for an HP8672 Microwave
Synthesizer at 10 GHz

Frequency Noise f 2 Residual FM

1 −46 0 0
1.7 −48 5 0.0082
3 −51 10 0.0168
5 −53 15 0.0311
10 −55 20 0.0559
17 −58 25 0.0998
31 −61 30 0.1777
56 −63 35 0.3162
100 −65 40 0.5623
177 −68 44 0.9999
316 −70 50 1.7783
562 −73 55 3.1623
1,000 −75 59 5.6234
1,778 −78 65 9.9999
3,162 −80 70 17.782

3.2.9 Phase Noise in PLLs

The phase noise of the VCO and the phase noise of the reference oscillator in a
PLL affect the output phase noise of the PLL. An equation can be derived that
computes the effects of the phase noise of the VCO and the phase noise of the
reference oscillator on the output phase noise of the PLL.

Figure 3.27 shows the block diagram of the PLL for analyzing phase noise.
Doing the block diagram algebra in Figure 3.27 and substituting fm = s yields
(3.76):

Figure 3.27 A block diagram shows the effect of each oscillator on the total phase noise of the
PLL.
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where

+( fm )ref = single-sideband phase-noise ratio associated with the
reference oscillator (dBc/Hz);

+( fm )vco = single-sideband phase-noise ratio associated with the VCO
(dBc/Hz);

+( fm )out = single-sideband phase-noise ratio as a result of the PLL
(dBc/Hz);

Lpll ( fm ) = active-filter function for PLL.

Combining like terms, substituting H( fm ) = 1/nmf , substituting G( fm ) =
KdLpll ( fm )Kv / fm , and solving for the output phase noise produces (3.77):
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Equation (3.77) shows that the output phase noise of the PLL is the sum of
the phase noise of the VCO and the phase noise of the reference oscillator. Inside
the bandwidth of the loop, the output phase noise of the PLL has the characteristics
of the phase noise of the reference oscillator because the open-loop gain
[G( fm )H( fm )] is large and cancels the phase noise of the VCO. Outside the band-
width of the loop, the output phase noise of the PLL has the characteristics of the
phase noise of the VCO because the closed-loop gain is small and cancels the phase
noise of the reference oscillator.

Consider locking a 1-GHz VCO to a 10-MHz HP10544B crystal reference
oscillator. Figure 3.22 shows the phase noise for the crystal oscillator. The reference
oscillator has noise power of −120 dBc/Hz at 10 Hz with a 20-dB/dec slope,
−140 dBc/Hz at 100 Hz with a 10-dB/dec slope, and a noise floor of −150 dBc/Hz.
The VCO has −110 dBc/Hz at 100 kHz and 30-dB/dec slope and a noise floor of
−158 dBc/Hz. The PLL will have a 10-kHz natural frequency and a damping factor
of 2.

Figure 3.28 shows the multiplication factor responses for this loop. Equation
(3.77) computes these factors. Figure 3.29 shows the phase noise of the reference
oscillator, the VCO, and the resulting 1-GHz PLL. Adding the reference multiplica-
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Figure 3.28 The reference oscillator and VCO phase-noise multiplication factors for a PLL with a
10-kHz natural frequency, a damping factor of 1, a 1-GHz VCO, and a 10-MHz crystal
reference oscillator.

Figure 3.29 Phase noise of the 10-MHz reference oscillator, 1-GHz VCO, and resulting 1-GHz PLL.
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tion factor in Figure 3.28 to the phase noise of the reference oscillator in Figure
3.29 and adding the VCO multiplication factor in Figure 3.28 to the phase noise
of the VCO in Figure 3.29 evaluates (3.77) for computing the output phase noise
of the PLL in Figure 3.29.

Many systems use PLLs to generate transmitter signals, clocks, or receiver LOs;
consequently, phase-noise analysis of a system with a PLL requires evaluating
(3.77) to determine the output phase noise of the PLL [15, 20].

3.2.9.1 Transfer Functions

To understand the effects of each component on the output phase noise, we have
to determine the transfer function of each of the components. Using block diagram
algebra [21] produces (3.78). Equation (3.78) computes the total transfer function
from reference input to loop output.

Lpll =
nmf SKdLA

Kv
s

1
nmf

D
1 + KdLA

Kv
s

1
nmf

(3.78)

where

LA = loop filter transfer function.

In the numerator, the open-loop transfer function is multiplied by the multiplica-
tion ratio to get the forward transfer function. The denominator remains the same.
Equation (3.79) computes the transfer function from the output of the phase
detector to the loop output:
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(3.79)

In the numerator, the forward transfer function is divided by the gain of the
phase detector. The denominator remains the same. Equation (3.80) computes the
transfer function from the input to the control line to the loop output.
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1
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SKdLA
Kv
s

1
nmf

D
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s

1
nmf

(3.80)

In the numerator, the forward transfer function is divided by the gain of the
phase detector and the loop-compensation filter. The denominator remains the
same.
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Equation (3.81) computes the transfer function from the VCO output to the loop
output:
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(3.81)

In the numerator the forward transfer function is divided by the forward transfer
function, which results in 1. The denominator remains the same. These equations
are used to develop equations that determine the effects of noise contributions
from internal and coupled sources.

3.2.9.2 Noise Contributions from Internal and Coupled Sources

In the optimum low-noise PLL design, the output phase noise should be dominated
by the noise from the crystal reference oscillator and the VCO. Consequently, noise
from other sources should be minimized [22].

Noise sources in a PLL are as follows:

• Divider;
• Phase detector;
• Loop filter;
• Coupled noise onto tune line;
• Coupled noise from power supply.

Equation (3.82) computes the effect of noise from the phase detector output
and the input noise of the active filter:

+amp ( f ) = 20 log 3 1
2Kd

N
( fn )2

[ f (i)]2 √1 + S2z f (i)
fn

D2

√F1 − S fn
f (i)D

2G2
+ S2z fn

f (i) D
2

eamp4 (3.82)

where

eamp = equivalent input noise of an amplifier [V/sqr(Hz)].

Equation (3.83) computes the effect of divider noise on the output phase noise
of the PLL, which has the same multiplication factor as the noise from the reference
oscillator to the output of the PLL:
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+plldiv ( f ) = 20 logS10

+d + Hr ( f )
20 D (3.83)

where

Hr ( f ) = reference phase noise transfer function, which is the closed loop
transfer function;

+d = noise level of the divider [dBc(Hz)].

Equation (3.84) computes the effect of noise at the tune line to the output
phase noise of the PLL:
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+ S2z fn

f (i) D
2
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where

etune = noise level at the tune line of the VCO [V/sqr(Hz)].

Example 3.2

Let’s use an example PLL to show the phase-noise contributions of the key compo-
nents in a PLL. The example PLL has an input frequency and output frequency of
2 MHz and 480 MHz, respectively. The parameters of the loop have a feedback
divide ratio of N = 240, a loop natural frequency of fn = 3 kHz, a damping factor
of z = 0.9, a flat divider phase noise of +d = −165 dBc/Hz, an operational amplifier
noise of eamp = 30 nV/sqr(Hz), +pd = −165 dBc/Hz, Kd = 0.4/(2p ), Kv = 2p500E6,
and etune = 0.1 nV/sqr(Hz).

The VCO has phase noise of +vco = −82 dBc/Hz at 1 kHz with 30-dB/dec
slope and a −140-dBc/Hz noise floor. The reference crystal oscillator has phase
noise of +ref = −134 dBc/Hz at 10 Hz with 5-dB/dec slope and −149-dBc/Hz noise
floor.

Figure 3.30 shows the noise contributions from the reference oscillator, VCO,
amplifier, phase detector, divider, and noise on the tune line after applying the
transfer function equations. The figure shows that noise from the amplifier is
greater than the noise from the reference oscillator and VCO. The noise from the
dividers, tune line, and phase detector is less than the noise from the reference and
VCO. In addition, this figure shows that the shape of the noise can be used to
identify the coupling location. For instance, flat noise coupled before the tune line
will have a lowpass filter shape. Flat noise coupled at the tune line will have a
bandpass filter shape. Flat noise coupled at the output of the VCO will have a
highpass filter shape.
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Figure 3.30 Noise contributions from the divider, amplifier, phase detector, and tune line compared
with output phase noise of the PLL.

To summarize, this section developed a PLL phase-noise model. Equations
were developed to model and design PLLs for low phase noise. These equations
will be referred to often since PLLs are a common occurrence, affecting SNR in
communication systems and the amount of jitter that occurs in digital circuits and
digital signal processors.

3.3 Jitter in PLLs

The main concern for jitter in digital systems is the decrease in timing margin that
it causes. Controlling jitter allows more flexibility in the timing budget.

For example, Figure 3.31 shows the effect of jitter on the edge-to-edge timing
margin. A positive skew results in the final register (U2) of the data path that leads
the time of arrival of the clock signal at the initial register (U1). Under these
conditions, the maximum attainable operating frequency is decreased (worst case).
Equations (3.85) through (3.87) calculate the effects of jitter on the timing margin
[23]:

TTmargin
= Tckmin − (TU1

+ Tcomb + TU2setup + Tskew + Tjitter ) (3.85)

TTmargin
= 11 ns − (3 ns + 5 ns + 1 ns + .5 ns + 1 ns) (3.86)

TTmargin
= 0.5 ns (3.87)
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Figure 3.31 Jitter effect on edge-to-edge timing. (From: [23].  1997 Wavecrest. Reprinted with
permission.)

3.3.1 Causes of Jitter

The effects of jitter have three main components in the frequency domain. These
components are close-to-the-carrier phase noise, far-from-the-carrier phase noise,
and spurious signals. The highest levels in silicon are spurious signals. The following
are causes of jitter from spurious signals [24]:

• Data/clock dependency;
• Conducted (e.g., switching power supply, motors, relays);
• Simultaneous switching outputs (SSOs) or ground bounce;
• Crosstalk;
• Reflections;
• EMI;
• Low loop stability of <10° phase margin in a control loop.
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Figure 3.32 shows possible injection paths into a PLL that can cause jitter.
The most sensitive spot in any PLL is the voltage-controlled oscillator’s tune line
because it usually has high-gain and high-impedance characteristics. Next, the
power-supply lines to the VCO are usually sensitive. Recent measurements have
shown that output buffer switching has been modulating PLL outputs. The most
likely path is the common power-supply and ground lines between the input/output
(I/O) buffers and the PLL. Figure 3.33 shows simultaneous switching of output
and ground bounce. These signals can feedback into the PLL through the power-
supply and ground leads and cause jitter.

The next question is, How does the PLL respond to these disturbances? Equa-
tion (3.88) shows lowpass and highpass functions to phase noise, depending on
where the noise couples into the PLL:

10

+( fm )out
10 =

10

+( fm )ref
10

G( fm )
1 + G( fm )H( fm )

+ 10

+( fm )vco
10

1 + G( fm )H( fm )
(3.88)

where

+( fm )ref = single-sideband phase-noise ratio associated with the reference
oscillator (dBc/Hz);

+( fm )vco = single-sideband phase-noise ratio associated with the VCO
(dBc/Hz);

+( fm )out = single-sideband phase-noise ratio as a result of the PLL
(dBc/Hz).

Equation (3.88) shows that the phase noise from the reference oscillator is
lowpass filtered to the output of the PLL. Figure 3.34 shows the lowpass filter
(LPF) transfer function for the PLL. Equation (3.88) also shows the phase noise
from the VCO is highpass filtered to the output of the PLL. Figure 3.35 shows the
highpass filter (HPF) transfer function for the PLL. A roll-off capacitor in the
compensation filters the signal outside the 1-MHz loop bandwidth. Consequently,
the function behaves like a bandpass filter.

The equation for phase noise also shows the effect of signal sources coupling
into the PLL. Consequently, where signal sources couple into the PLL affects the
response that occurs. Changes in the reference frequency and in the divide ratio
are lowpass filter responses. A dc change in the supply to the VCO and signals
coupled to the output of the VCO produce highpass filter responses. Understanding
these responses is one of the keys to understanding the source of the interfering
signal and troubleshooting these problems.

3.3.2 Phase-Noise Analysis on Jitter

Analysis illustrates the effects of the three major components on jitter. Varying the
values of these components and calculating jitter versus measurement time shows
their relationships. First, let’s study the effects of phase noise on jitter.
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Figure 3.32 External injection paths into a PLL that can cause jitter.
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Figure 3.33 Diagram of simultaneous switching. (After: [23].)

The following lists the causes of jitter from far-from-the-carrier and close-to-
the-carrier phase noise, which results from the physical material:

• Thermal noise (Johnson);
• Shot noise (Schotky);
• Popcorn noise;
• Flicker noise (1/ f noise);
• Avalanche noise.

Equation (3.89) converts phase noise to the Allan variance by integrating over
the measurement bandwidth.

Tjit (T ) = T √ 4

( fc )2p2T2 E
fmax

0

Sf ( fn ) [sin(p fnT )]4 dfn (3.89)

where
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Figure 3.34 Lowpass filter function of the PLL.

Figure 3.35 Highpass filter function for the PLL.
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Sf ( fn ) = spectral density of phase fluctuations (rad2/Hz);

fmax = maximum measurement frequency, analog-to-digital (A/D)
bandwidth (Hz);

T = gate time of measurement (time interval between edges) (sec);

fc = frequency of carrier (Hz);

fn = modulation frequency of noise component (Hz);

+( fm ) = 1/2 Sf ( fm ) = spectral density of phase fluctuations to phase noise;

+( fm ) = single-sideband phase noise (dBc/Hz).

Equation (3.89) has two major terms in the integration: (1) spectral density of
phase fluctuations, which is related to phase noise, and (2) a sin to the fourth term,
which is related to the time windowing of the signal in the time domain. When
we only want to look at the rising edges after 1,000 zero crossings of a 100-MHz
sine wave in the time domain, convolution of this time-domain window (10 ms)
to the frequency domain results in a filter (at 100 kHz), as shown in Figure 3.36.
For illustration purposes, this filter for a 10-ms time interval was layed over the
phase-noise plot of a PLL. Consequently, the magnitude of the filter has no meaning,
and for discussion sake we will normalize it to 0 dB. As an approximation, the
multiple humps for frequencies greater than 100 kHz can be modeled as a pass
condition, making the filter response a highpass filter. Equation (3.89) shows that
the phase noise is multiplied by this filter, and the product is integrated with the
bandwidth of the measurements system. For increasing time intervals (or more
skipped output VCO edges > 1,000) the filter slides to the left for lower offset
frequencies, which allows lower-frequency noise to affect the jitter result. For

Figure 3.36 Overlayed plots of phase noise and the windowing function in the Allan variance
(jitter) equation.
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decreasing time intervals (or fewer skipped edges < 1,000), the filter slides to the
right for higher offset frequencies, which rejects more lower-frequency energy.

Starting the filter at the maximum right-hand side in Figure 3.36 and increasing
the time interval, which slides the filter curve to the left, generates Figure 3.37.
Mirroring the phase noise about the y-axis in Figure 3.36 gives the general shape
of the waveform in Figure 3.37. This waveform gives the jitter for all values of
divide ratios after the VCO. Furthermore, the flattening out of the phase noise at
10−6 seconds is approximately equal to the bandwidth of the loop filter.

We can understand the trade-offs and oscillator design implications for jitter
by varying the phase-noise sections in an oscillator. First, let’s show the variation
of the close-to-the-carrier phase noise, which can also be referred to as resonator
noise. Figure 3.38 shows close-to-the-carrier phase noise, which has a 30-dB/dec
slope, and the offset in phase noise is changed in 15-dB increments. This variation

Figure 3.37 Allan variance (time jitter) versus time interval between edges (skipping edges).

Figure 3.38 Varying resonator phase noise.
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in phase noise represents changing the Q of the resonator in the oscillator or
changing the corner flicker frequency of the amplifier in the oscillator.

Next, Figure 3.39 shows far-from-the-carrier phase noise, which is Gaussian
white noise. The noise level is changed by 15-dB increments. This variation in
phase noise represents changing the thermal or shot noise of the oscillator amplifier
or changing the thermal or shot noise of the following buffer-amplifier stage. For
computing the jitter from the varied inputs, a 33-MHz clock frequency is used,
and the phase noise of the VCO single end ring is used as a reference point.

Now let’s calculate the jitter for the three main components. Figure 3.40 shows
the effect of jitter from varying the resonator noise (close-to-the-carrier phase

Figure 3.39 Varying far-from-the-carrier phase noise.

Figure 3.40 Shift in time jitter from varying close-to-the-carrier noise.
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noise). The measurement time is equivalent to the gate time in a counter or the
time interval in a modulation-domain analyzer. For edge-to-edge jitter in a clock,
the measurement time is one cycle of the clock, or 33 ns in this case. Consequently,
this figure shows that the time jitter varies from 40 ps, to 200 ps, to 1,000 ps for
15-dB increases in the resonator noise level.

Figure 3.41 shows the effect of jitter from varying the Gaussian noise (far-
from-the-carrier noise). The jitter at 33 ns varies from 100 ps, to 500 ps, to
3,000 ps for 15-dB increments in noise level. The shift in time-jitter magnitude
matches the 15-dB increments in noise level. Varying the far-from-the-carrier phase
noise only shifts the flattened part of the time-jitter curve. These figures show two
of the three major contributions to jitter. Next, the effects of spurious signals will
be analyzed.

3.3.3 Analysis of Spurious Signals on Jitter

Analyses of spurious signals are derived from narrowband FM theory. Sampling
of the continuous waveform changes the results. First, we will study narrowband
FM theory. Later, the effects of sampled data will be shown.

3.3.3.1 Narrowband FM Theory

Equation (3.90) computes peak-to-peak jitter for a spurious signal, which is from
narrowband FM theory:

Tpp = 23 1

fvco − fm 2 ? 10

Psb
20

−
1

fvco4 (3.90)

Figure 3.41 Shift in time jitter from far-from-the-carrier phase noise.
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where

Psb = measured single sideband of −6 dB, assumes equal amplitude
modulation (AM)/phase modulation (PM) component (dB);

fm = modulation frequency (frequency difference between sideband and
carrier (Hz);

fvco = VCO frequency (Hz);

Tpp = peak-to-peak jitter (sec).

Figure 3.42 shows variation of peak-to-peak jitter on the y-axis at 100 MHz
versus FM on the x-axis and sideband level. The calculations assume the coupling
factor is the same at each frequency. This figure shows that spurious signals close
to the carrier have less effect on jitter than signals farther away from the carrier.

Figure 3.43 shows peak-to-peak period jitter versus FM and VCO frequency
and a –30 dBc sideband level. This figure shows that higher output frequencies
produce lower jitter for the same sideband level.

Rearranging (3.90) produces (3.91) for the sideband level required to maintain
peak-to-peak requirements:

Psb = 20 log 3
−1

Tpp

2
+

1
fvco

+ fvco

fm 2 4 (3.91)

Figure 3.44 shows sideband levels to maintain desired 200-ps peak-to-peak jitter
versus VCO frequency. This figure shows that higher frequencies can have higher

Figure 3.42 Variation of peak-to-peak jitter at 100 MHz versus FM and sideband level.
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Figure 3.43 Peak-to-peak period jitter versus FM and VCO frequency.

Figure 3.44 Sideband level for maintaining peak-to-peak jitter versus VCO frequency.

sideband levels and maintain the required jitter level. This figure also shows that
lower sideband levels are needed for spurious signals further away from the
carrier.

Equation (3.92) computes peak-to-peak jitter versus isolation on silicon and
VCO gain:
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Tpp = 23 1
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where

Vlpk = peak-to-peak voltage of source to be isolated (V);

Kv = VCO gain (rad/s/V);

Piso = amount of isolation from voltage source to be isolated (dB).

Figure 3.45 shows jitter versus board isolation from a 2-V peak-to-peak source
and VCO gain of 200, 400, 600, and 800 MHz/V. This figure shows that the
amount of board isolation increases with increasing VCO gain in order to maintain
the same amount of jitter. Consequently, reducing VCO gain helps reduce jitter.

3.3.3.2 Sampled Data Response for Spurious Analysis

Figure 3.46 shows the effect on RMS jitter of varying the power level and measure-
ment time of a spurious signal. The FM signal is at 30 MHz, the carrier is at
33 MHz, and the spurious level is varied from −20 to −60 dBc in 20-dB increments.
The measurement time (time between samples) has a sampled response where at
some measurement times no jitter is measured (e.g., 100 ns, 1 ms, and 10 ms). The
jitter at the worst case is at a measurement time of 20 ns. The jitter at 20 ns varies
from 20 ps, to 200 ps, to 2,000 ps for 20-dB increases of sideband power level.

Figure 3.45 Jitter versus circuit isolation and VCO gain.
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Figure 3.46 RMS time jitter versus sideband level and time measurement between samples.

3.3.4 Spurious-Noise-Reduction Techniques

Noise-reduction techniques can be implemented in two domains:

• Printed circuit board (PCB) techniques [25];
• Monolithic techniques (system-design styles for noise reduction) [26].

The monolithic circuit-design styles for noise reduction are listed in order from
least to most noisy:

• Steer current and sense current (current mode analog and digital);
• Balanced current steering with small voltage switches (differential pair, differ-

ential ECL (emitter coupled logic), CML (current mode logic), or SCL (source
coupled logic) [FSCL]);

• Unbalanced current steering with larger voltage switches (unbalanced ECL,
CML, or CSL);

• Switch current and switch voltage (TTL);
• Switch maximum current and voltage (CMOS);
• Concentrate current and voltage transient during small time interval

(CMOS).

One of the best ways to reduce noise other than using design technique is to
use decoupling capacitors. Decoupling capacitors should be able to supply all the
current required by an IC when it switches. The smallest-value capacitor that will
do the job is the best choice because lead inductance is minimized. In many cases
decoupling capacitors may be needed on the silicon to minimize supply ripple.
Equation (3.93) computes the size of decoupling capacitor in order to keep the
supply ripple low [25].
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C =
dI dt
dV

(3.93)

where

dI = current transient (A);

dt = slew time of the current transient (sec);

dV = desired transient voltage drop on the supply line.

For example, a 10-ma current transient with 500-ps time duration and a 50-mV
maximum ripple on the supply line computes a 100-pF decoupling capacitor by
using (3.93).

3.4 Time-Domain Solution

The manner that a PLL changes to an input frequency or phase shows an important
aspect of PLL performance. A step change of the input is one of the most important
measures of its response. Does the output reach its final value quickly or slowly?
Does it overshoot? If so, how long does it take to come finally within a specified
offset from the final value? How great is the phase error during a frequency step?
Does it surpass the range of the phase detector? To help answer such questions,
we will generate a set of curves showing time responses under various conditions.

The challenge is to find a reasonably small set of curves that covers a large
number of cases of practical importance. First, we will restrict our attention to
linear performance. Consequently, the response to any size input step will be
proportional to that step. So, a curve of unit step response will give us the response
to all step sizes. Next, we will restrict our study to type 2 loops as another device
for limiting the number of curves. Let’s restrict our curves to damping factors less
than 1 because of the difficulty of getting phase margins greater than 80° to have
damping factors greater than 1. Finally, type 2 curves will be plotted against
normalized time, vnt , for various damping factors z .

3.4.1 Importance of Solving for the Time-Domain Response

Studying the time-domain response of a loop gives us valuable information about
the loop. First, the time-domain response tells us what input conditions will cause
an unstable loop. For example, many methods sweep the VCO frequency to find
lock. Time-domain-response analysis can show that sweeping too quickly will not
give the loop enough time to acquire lock. Next, the time-domain response shows
the accuracy with which a loop can track an input signal.

In addition, many specifications require a phase settling time or frequency
settling time to within a certain accuracy. The time-domain response can determine
the settling time. Without doing time-response analysis, many engineers rely on
measuring the voltage on the tune line of the VCO. However, the oscilloscope
does not have enough dynamic range to measure small frequency differences.
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Consequently, small frequency variations go undetected. Also, the time-domain
response can show the amount of residual phase or frequency error. Finally, the
time-domain response to a frequency step can be used to determine PLL bandwidth
and phase margin because the 10% to 90% rise time is proportional to bandwidth,
and the amount of overshoot is proportional to phase margin. Consequently, time-
domain simulations and laboratory data can be fit to these equations.

3.4.2 Time-Domain Solution Using La Place Transforms

In a first-order loop, the resulting transient phase errors are simple exponentials,
like an RC network. The exponent equals −KvKdt . Type 1 loops have wide band-
width and poor tracking. Consequently, they are not often used, and we will not
go into detail about their performance. As a rough rule of thumb for loop orders
higher than the second, one can assume that the peak error of a third-order loop
in response to any of the three forcing functions (step, ramp, and parabolic) will
be about the same as that of a second-order loop with the same bandwidth and
similar positions of the dominant poles. The differences arise in the steady-state
errors and the detailed transient behavior. Consequently, we will study a type 2
loop response because it has the most general solution.

3.4.2.1 Closed-Loop Equation for PLL

The time-domain solution begins by obtaining the closed-loop equation for a PLL.
First, a circuit topology is chosen. Figure 3.45 shows a general type 2, second-
order PLL circuit with active compensation in terms that can be used for analysis.

Using the variables in Figure 3.47 and solving for the closed-loop equation in
phase produces (3.94):
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Executing the multiplication and division in (3.94) produces (3.95):

uo
u i

=

KdKv
CR1

S s
CR2

+ 1D
s2 + s SKdKv

nmf

R2
R1
D +

KdKv
nmf CR1

(3.95)

3.4.2.2 Definition of the Closed Loop in Terms of Second-Order Parameters

The denominator in (3.95) has the familiar general form for a linear, constant
coefficient, second-order differential equation s2 + s2zvn + v 2

n . Comparing the
terms of (3.95) with the second-order differential equation produces an equation
with servo terminology terms. Now (3.95) for the closed-loop transfer function
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Figure 3.47 General type 2, second-order PLL circuit with active compensation.

with circuit components can be transformed into (3.96) with servo terminology
format:

uo
u i

=
nmf (vn )2 Ss

2z
vn

+ 1D
s2 + s(2zvn ) + (vn )2 (3.96)

3.4.2.3 Defining Step in Phase, Step in Frequency, and Frequency Ramp

Loops are used in many different applications. Consequently, a variety of distur-
bances perturb the performance of the loop. Finding the response of the loop to these
disturbances determines the robustness of the loop and insures the performance of
the loop under the maximum variety of disturbances. These disturbances (forcing
functions) are broken down into phase step, frequency step (phase ramp), and
frequency ramp (phase acceleration) [27]. Equation (3.97) defines the phase step
input function from La Place transform theory:

u step (s) =
1
s

uo (s)
u i (s)

(3.97)

Equation (3.98) defines the phase-ramp input function from La Place transform
theory:

u ramp (s) =
1

s2
uo (s)
u i (s)

(3.98)
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Equation (3.99) defines the phase-parabolic input function from La Place transform
theory:

upar (s) =
1

s3
uo (s)
u i (s)

(3.99)

Now we will use these forcing functions to find the transient solutions.

3.4.2.4 Example Phase-Step Solution

Studying a time-domain solution makes it easier to solve time-domain solutions
on other loops with modified equations and is a good review of taking the inverse La
Place transform. First, the solution to the phase-step function is derived. Substituting
(3.96) for the closed loop into (3.97) for the phase-step forcing function produces
(3.100) for the phase step:

u step =
1
s

nmf (vn )2 Ss
2z
vn

+ 1D
s2 + s(2zvn ) + (vn )2 (3.100)

We will do the solution for damping factors less than 1 because it is the most
common case since phase margins of greater than 80° are rarely achieved in practical
circuits. For damping factors less than 1, the roots in the denominator are imaginary.
Consequently, the complex-conjugate format for imaginary roots can be used.
Now, using the complex-conjugate roots and factoring the roots in (3.100) produces
(3.101):

u step =
1
s

nmf F(vd )2 + a2

z G (s + z)

(s + a − jvd ) (s + a + jvd )
(3.101)

Equations (3.102) through (3.104) show the redefined terms in (3.100) in terms
of the factored roots in (3.101):

z =
(vd )2 + a2

2a
(3.102)

a = zvn (3.103)

vd = √1 − z2vn (3.104)

Partial Fraction Expansion
To find the solution to (3.101), the transform expression must be broken into
simpler terms before any transform can be applied. Partial fraction expansion (also
known as Heaviside’s Expansion Theorem) produces the simpler equation. First,
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the equation is expanded by separating the original equation into a summation of
simple expressions with simple roots in the denominator and unknown coefficients
in the numerator. This equation is equated to the original equation. Then, for each
coefficient, multiplying by the denominator of one of the coefficients, setting s to
the root of the denominator, and solving for the coefficient finds the value of the
coefficient. Now, applying the expansion rules to (3.101) produces (3.105) [28]:

u step =
K1
s

+
K2

(s + a − jvd )
+

K3
(s + a + jvd )

(3.105)

Equating (3.101) to (3.105) gives an equation that can be used to find the
coefficients K1 , K2 , and K3 . Coefficient K3 is the complex conjugate of K2 because
the denominator is a complex conjugate. These roots are a complex-conjugate pair.
Consequently, we only have to solve for K1 and K2 and take the complex conjugate
of K2 to have a solution.

Now we have to solve for the two coefficients in (3.105). We will start with
coefficient K1 . To solve for K1 , we equate (3.101) to (3.105), multiply both sides
by s, and set s = 0. This produces (3.106) for K1 :

K1 =
nmf F(vd )2 + a2

z G z

(a − jvd ) (a + jvd )
(3.106)

Further algebraic manipulation produces (3.107) through (3.109). Doing the multi-
plication in the numerator and denominator produces (3.107):

K1 =
nmf [(vd )2 + a2]

[a2 − ( jvd )2]
(3.107)

Doing the squaring operation on the imaginary part in the denominator produces
(3.108):

K1 =
nmf [(vd )2 + a2]

(vd )2 + a2 (3.108)

Canceling the equal numerator and denominator parts produces (3.109) for the
final K1 solution:

K1 = nmf (3.109)

Next, we solve for K2 in a similar manner as we did for K1 . To solve for K2
requires multiplying both sides by (s + a − jvd ), setting s = −a + jvd , and substituting
(3.101) into the left-hand side of (3.105). These steps produce (3.110):

K2 =
nmf F(vd )2 + a2

z G (−a + jvd + z)

(−a + jvd ) [(−a − jvd ) (a + jvd )]
(3.110)
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Further algebraic simplification produces (3.111) and (3.112). Doing the multiplica-
tion in the numerator and simplifying terms produces (3.111):

K2 =
nmf F(vd )2 + a2

z G (−a + jvd + z)

(−a + jvd ) (2jvd )
(3.111)

Now we redefine some terms to make it easier to use Euler’s identities, as shown
by (3.112):

K2 =
nmf K4
(2jvd )

(3.112)

Next, we simplify the complex variable K4 . Equation (3.113) shows the com-
plex variable K4 from (3.112):

K4 =
F(vd )2 + a2

z G (−a + jvd + z)

(−a + jvd )
(3.113)

Multiplying the top and bottom of (3.113) by (−a − jvd ) begins the process of
separating out real and complex quantities and produces (3.114):

K4 =
F(vd )2 + a2

z G (−a + jvd + z) (−a − jvd )

[a2 + (vd )2]
(3.114)

Algebraic simplification on (3.114) produces (3.115) through (3.117). Canceling
a term in the numerator with a term in the denominator does an algebraic simplifica-
tion of (3.114) to produce (3.115):

K4 =
(−a + jvd + z) (−2a − 2jvd )

z
(3.115)

Separating out real and imaginary parts in (3.115) produces (3.116):

K4 =
[a2 + (vd )2] − za

z
+ j

−avd − (zvd + avd )
z

(3.116)

Multiplying the terms in (3.116) and simplifying produces (3.117):

K4 =
[a2 + (vd )2]

z
− a − jvd (3.117)

With K4 simplified, we move on to finding the third coefficient, K3 .
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La Place transform theory states that K3 is the complex conjugate of K2 .
Consequently, the complex conjugate of (3.111) produces (3.118):

K3 =
nmf F(vd )2 + a2

z G [(−a − jvd ) + z]

(−a − jvd ) (−2jvd )
(3.118)

Again, we redefine some terms to produce (3.119), which make it easier to use
Euler’s identities:

K3 =
nmf K5
(2jvd )

(3.119)

Again, we simplify the complex variable K5 . From La Place transform theory,
the complex number K5 is the complex conjugate of K4 . Performing the complex
conjugate on (3.113) produces (3.120):

K5 =
F(vd )2 + a2

z G [(−a − jvd ) + z]

(−a − jvd )
(3.120)

Multiplying the top and bottom by (−a − jvd ) separates out the real and imaginary
parts to produce (3.121):

K5 =
F(vd )2 + a2

z G [(−a − jvd ) + z] (−a + jvd )

[a2 + (vd )2]
(3.121)

Separating (3.121) into real and imaginary parts and simplifying produces (3.122):

K5 =
[a2 + (vd )2] − za

z
+ j

avd + zvd − avd
z

(3.122)

Simplifying (3.122) produces (3.123):

K5 = H[a2 + (vd )2]
z

− aJ + jvd (3.123)

Final Simplifications
Finally, equations are simplified to match equations in the references, verifying the
procedure that was taken. First, we simplify (3.117) and (3.123) to produce (3.124)
and (3.125):

K4 = a − jvd (3.124)

K5 = a + jvd (3.125)
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Combining (3.109), (3.112), (3.119), (3.124), and (3.125) into (3.105) and taking
the inverse La Place transform from a transform table produces (3.126):

u step = nmf F1 + exp(−at)Sa − jvd
2jvd

exp( jvdt) +
a + jvd
−2jvd

exp(−jvdt)DG
(3.126)

Separating out real and imaginary parts produces (3.127):

u step = nmf F1 +
exp(−at)

vd
Sa exp( jvdt)

2j
−

vd exp( jvdt)
2

+
a exp(−jvdt)

−2j
−

vd exp(−jvdt)
2 DG

(3.127)

Using Euler’s identities produces (3.128):

u step = nmf H1 +
exp(−at)

vd
[a sin(vdt) − vd cos(vdt)]J (3.128)

Further simplification produces (3.129):

u step = nmf H1 + exp(−at) F a
vd

sin(vdt) − cos(vdt)GJ (3.129)

Substituting parameters from (3.103) and (3.104) and using initial phase conditions
produces (3.130), which is the final equation for a phase step response:

u step = nmf Hu ref + Du ref (3.130)

− Du ref exp(−zvnt)Fcos X√1 − z2 vntC −
z

√1 − z2
sin X√1 − z2 vntCGJ

This equation agrees with [21].
Understanding this procedure to solve for the time-domain solution gives us a

procedure to find the time-domain solution to any PLL circuit. This linear solution
assumes that during the step response there are no cycle slips and that the phase
remains within the range of the phase detector. In other words, if the phase error
is greater than 2p and you are using a phase/frequency detector, then the solution
will be incorrect. Consequently, this solution holds only for small phase steps
(<2p initial phase error). This solution also assumes a high-gain PLL, which has
KvKd @ vn .

3.4.3 Relationship of Error Function to Closed Loop

Rather than solving for each response, [29, pp. 44–60] gives the error function
equations for the time-domain responses as shown by Table 3.3. To use these
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Table 3.3 Transient Phase Error of Type 2 Loop, ue (t) (in radians) [29, pp. 44–60]

Phase Step (Du rad) Frequency Step (Dv rad/s) Frequency Ramp (Dv̇ rad/s2)

z < 1
DuScos√1 − z2 vnt Dv

vn S 1

√1 − z2
sin√1 − z2 vntDe −zvn t Dv̇

v 2
n

−
Dv̇

v 2
n
Scos√1 − z2 vnt

−
z

√1 − z2
sin√1 − z2 vntDe −zvn t

+
z

√1 − z2
sin√1 − z2 vntDe −zvn t

z = 1 Du (1 − vnt)e −zvn t Dv
vn

(vnt)e −zvn t Dv̇

v 2
n

−
Dv̇

v 2
n

(1 + vnt)e −zvn t

z > 1
DuScosh√z2 − 1 vnt Dv

vn S 1

√z2 − 1
sinh√z2 − 1 vntDe −zvn t Dv̇

v 2
n

−
Dv̇

v 2
n
Scosh√z2 − 1 vnt

−
z

√z2 − 1
sinh√z2 − 1 vntDe −zvn t

+
z

√z2 − 1
sinh√z2 − 1 vntDe −zvn t

Steady-state error = 0
Steady-state error =

Dv
Kv

(not included above) Steady-state error =
Dv̇ t
Kv

+
Dv̇

v 2
n

(Dv̇ t/Kv not included above)
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equations effectively, we will have to establish some mathematical relationships
by doing block-diagram algebra. Figure 3.48 shows the general block diagram for
a PLL where we will derive these relationships. From Figure 3.48, (3.131) relates
the error function to the closed loop:

ue
u i

= 1 − H
uo
u i

(3.131)

Rearranging (3.131) produces (3.132):

uo
u i

=
1 −

ue
u i

H
(3.132)

For a normalized feedback, substituting H = 1 (combine divide-by-n into Kv for
the VCO) and an output phase-step-response variable u step produces (3.133):

u step = 1 −
ue
u i

(3.133)

Equation (3.133) converts the normalized error functions from references (Table
3.3) to output phase response for a normalized phase-step input.

Because frequency is the derivative of phase, taking the derivative of the phase
step response gives the frequency-impulse response, taking the derivative of the
phase-ramp response gives the frequency step response, and taking the derivative
of the phase-parabolic response gives the frequency-ramp response.

Figure 3.48 General PLL block diagram.
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The derivative of the phase-ramp error equals the frequency-step error. Conse-
quently, (3.134) computes the output frequency for a normalized frequency step:

foutn = 1 −
1

vn Hvn cos X√1 − z 2 vntC exp(−zvnt) + (3.134)

F 1

√1 − z 2
sin X√1 − z 2 vntCG (−zvn ) exp(−zvnt)J

Figure 3.49 shows a family of output-frequency-step-response curves for a
normalized input-frequency change with damping factors of 0.3, 0.5, 0.7, and 0.99.
The first overshoot varies between approximately 50%, 30%, 20%, and 10%.
Consequently, damping factor decreases with increasing overshoot. Damping factor
0.7 has a 20% overshoot and is not critically damping, as one would expect a
second-order differential-equation solution to have. Next, the 10% to 90% rise
time slightly changes with damping factor, and the peak of the first overshoot
significantly changes with damping factor. Later, we will use this peak overshoot
to help us compute vn and damping factor from measured or simulated step
responses. Finally, Figure 3.49 can be used to determine vn and damping when
switching time becomes an important requirement for an application.

The graph in Figure 3.49 and some of the following graphs, as well as some
seen in the references, are normalized. Most of the graphs have unit step responses
so the ordinate must be multiplied by the magnitude of the step that is actually
used. For example, a step of 0.1 rad must multiply the y-axis by 0.1 rad to
unnormalize the response on the curve. For a step of 10 Hz, a reading of 0.4 on

Figure 3.49 Output-frequency step response to a normalized input-frequency change.
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the normalized y-axis of the response would represent 0.4 × 10 Hz, which equals
4 Hz. In the case of the response to an input ramp, the graph is given for an input
slope of vn . For example, an input slope of 0.1 rad/s has a graph value at the
desired x-axis time value of 0.6. Then, the unnormalized response has a 0.6 × 0.1
rad/s per vn , which has no units. For a natural radian frequency vn of 10 rad/s,
a frequency ramp with a slope of 10 Hz/s and a y-axis normalized reading of 0.6
would represent 0.6 × 10 Hz/s per 10 rad/s, equaling 0.6 Hz, which is the frequency
error in response to the frequency ramp. In the same manner, a parabolic input
with a slope of kt must be multiplied by k rad2/v 2

n to be unnormalized.
Figure 3.50 shows the envelope of a damped sinusoid versus normalized time.

This figure gives a picture of how fast the loop will settle and within what frequency
error over a long period of time [30]. Damping factors of 0.3, 0.5, 0.7, and 0.99
are plotted in the figure. At the normalize time of 15, the damping factor of
0.99 has the smallest value and the damping factor of 0.3 has the largest value.
Consequently, this figure shows that a damping factor of 0.99 will settle most
quickly. This is only a first-order approximation that conflicts with other analyses.

3.4.4 Output Responses to Unnormalized Input Steps

To unnormalize the input phase or frequency step response requires using initial
conditions. Let’s do the phase response first. Subtracting the phase change from
initial condition to final condition, multiplying the result by the normalized error,
and subtracting this result from the final phase amount produces the output phase
response to an unnormalized phase step response as shown by (3.135):

u step = u fc −
ue
u i

(u fc − u ic ) (3.135)

Figure 3.50 Envelope of damped sinusoid versus damping factor.
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Redefining terms for delta phase change produces (3.136):

u step = u ic + Du −
ue
u i

Du (3.136)

Consequently, (3.137) shows the output-frequency response to an unnormalized
frequency step response of a PLL:

fstep = ffc − u stepe ( ffc − fic ) (3.137)

Redefining terms for the delta frequency change produces (3.138):

fstep = fic + D f − u stepe D f (3.138)

Equations (3.139) through (3.141) show the output phase response to unnor-
malized phase step (Duref ) responses for damping factors greater than 0 and less
than 1, damping factors greater than 1, and damping factor equal to 1:

u step = nmfHuref + Duref − Duref exp(−zvnt) (3.139)

? Fcos X√1 − z 2 vntC −
z

√1 − z 2
sin X√1 − z 2 vntCGJ

u step = nmfHuref + Duref − Duref exp(−zvnt) (3.140)

? Fcosh X√z 2 − 1 vntC −
z

√z 2 − 1
sinh X√z 2 − 1 vntCGJ

u step = nmf {uref + Duref − Duref [(1 − vnt) exp(−vnt)]} (3.141)

Equations (3.142) through (3.144) show the output-frequency response to
unnormalized frequency step (D fref ) responses for damping factors greater than 0
and less than 1, damping factors greater than 1, and damping factor equal to 1:

fout = nmf Hfref + D fref − D fref exp(−zvnt) (3.142)

? Fcos X√1 − z 2 vntC −
z

√1 − z 2
sin X√1 − z 2 vntCGJ

fout = nmf Hfref + D fref − D fref exp(−zvnt) (3.143)

? Fcosh X√z 2 − 1 vntC +
−z

√z 2 − 1
sinh X√z 2 − 1 vntCGJ
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fout = nmf { fref + D fref − D fref [(1 − vnt) exp(−vnt)]} (3.144)

The frequency step response of measure data can be used to compute crossover
frequency and phase margin. For example, let’s look at a PLL with an output
frequency of 50 MHz and a unity feedback divide ratio. Figure 3.51 shows a
measured frequency step from 50 to 60 MHz applied to the example PLL. Comput-
ing the 10% to 90% time and comparing with test results helps determine crossover
frequency. The example shows a rise time of approximately 200 ns. Adjusting the
0-dB crossover frequency in the time-domain equation with a 0.9 damping factor
for an initial guess produces a good curve fit for a 0-dB crossover frequency of
1.5 MHz. Computing percentage overshoot and comparing with test results helps
determine phase margin. The example shows a 61.357-MHz overshoot. Subtracting
the 60-MHz final value and dividing by the 10-MHz input frequency-step size
computes a 13.57% overshoot. Adjusting the damping factor in the time-domain
equation with a 0-dB crossover frequency of 1.5 MHz produces a good fit for a
phase margin of 80°.

In some applications, settling time is important. With the developed equations,
settling time can be solved as shown in Figure 3.52. The dotted line in Figure 3.52
shows the 60.1-MHz settling amount limit. The response in Figure 3.52 settles to
within 1% of the final value at 1.4 ms.

3.4.5 Ramp Phase Solution

Equations (3.145) through (3.147) show the normalized ramp error function for
damping factors greater than 0 and less than 1, damping factor equal to 0, and
damping factors greater than 1:

ue
u i

=
Dv
vn F 1

√1 − z 2
sin X√1 − z 2 vntCG exp(−zvnt) (3.145)

Figure 3.51 Output-frequency step of an example PLL.
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Figure 3.52 Output-frequency step response for 1% settling-time limit.

ue
u i

=
Dv
vn

vnt exp(−vnt) (3.146)

ue
u i

=
Dv
vn F 1

√z 2 − 1
sinh X√z 2 − 1 vntCG exp(−zvnt) (3.147)

3.4.6 Parabolic Phase Solution

For a parabolic input, (3.148) through (3.150) show the normalized error functions
for damping factors greater than 0 and less than 1, damping factor equal to 1, and
damping factor greater than 1:

ue
u i

= 3 d
dt

Dv

Kv
+

d
dt

Dv

(vn )2 4 (3.148)

−

d
dt

Dv

(vn )2 Fexp(−zvnt) cos X√1 − z 2 vntC +
z

√1 − z 2
sin X√1 − z 2 vntCG

ue
u i

= 3 d
dt

Dv

Kv
t +

d
dt

Dv

(vn )2 4 −

d
dt

Dv

(vn )2 [1 + vnt exp(−vnt)] (3.149)
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ue
u i

=

d
dt

Dv

Kv
t +

d
dt

Dv

(vn )2 (3.150)

+

d
dt

Dv

(vn )2 exp(−zvnt) Hcosh X√z 2 − 1 vntC + F z

√z 2 − 1
sinh X√z 2 − 1 vntCGJ

Figure 3.53 shows the normalized phase-error response to parabolic phase
input of v 2

n with an underdamped system. This response shows that the error does
not go to zero. Because a type 2 loop cannot cancel out all of the parabolic phase
error, at some point increasing the speed of the ramping input frequency will cause
the phase error to be large enough for the loop to lose lock or not acquire lock.
Equation (3.151) computes the maximum sweep rate [29]:

d
dt

v =
1
2

(vn )2F1 − S 2

√SNRDG (3.151)

For example, with a natural frequency fn = 1,000 and SNR = 10, the maximum
sweep rate = 1.16 MHz/s

In summary, this section showed that solutions to the PLL equations can be used
to understand several time-domain response characteristics of a PLL. Developing a
familiarity with and insight into these responses helps with analyzing and trouble-
shooting many conditions in a PLL.

Figure 3.53 Normalized phase-error response to parabolic input change.
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3.5 Acquisition of Lock

Up until now, the loop being analyzed has been assumed to be locked, and any
changes to the condition of the loop have caused a small change in phase error.
Of course, we seek to ensure that the loop operates this way. Consequently, we
must know under what conditions the loop will not lock and under what conditions
the loop will lose lock. Furthermore, we must understand how phase lock is achieved
in order to decide if an additional support circuit is required and how this supporting
circuit will help achieve lock.

This section discuses several key acquisition characteristics for a PLL. It shows
the nonlinear equations that characterize the loop’s time-domain response outside
the range of the phase detector. Next, the time-domain response outside the range
of the phase detector depends on initial phase and frequency conditions. We will
discuss lock-in range, pull-in range, and hold-in range. Finally, we will study the
derivation of the second-order, nonlinear, ordinary differential equation for a PLL.
This will allow us to know clearly the approximations that are made to solve the
equation and when these approximations are violated.

A loop normally starts in an unlocked state. The loop’s own actions or a
support circuit must bring the loop to the locked state. The process of bringing a
loop into lock is called acquisition, which is the topic that we are going to discuss.
The loop achieves self-acquisition by acquiring lock by itself. The loop achieves
aided-acquisition when it is assisted by some other circuitry. The loop acquires
lock slowly and unreliably with the self-acquisition process. In fact, the loop clum-
sily acquires lock even though it is an excellent tracking device when it is locked.
Consequently, acquisition-aided circuits are commonly used. The digital phase/
frequency detector has an acquisition-aided circuit included that is not discussed
in depth in explanations of phase detector operations.

Several frequency ranges describe the operation of the loop outside the linear
conditions that we have been discussing. The pull-in and seize ranges apply to the
process of acquiring lock from the unlocked state. The hold-in range applies to
the process edge of losing the locked condition.

To understand these ranges, we must define some terms. The frequency of the
VCO, when the phase detector is in the center of its range, will be called the center
frequency, vc . Adjusting the fixed frequency-determining elements in the oscillator
or some bias that is added to the tuning voltage or to the phase detector output
will vary this center frequency. We will call the difference between the input
frequency and the center frequency the mistuning:

ve (0) = v in − vc (3.152)

With the frequency variable for mistuning defined, let’s define the ranges that
we discussed earlier. We will begin by defining the seize or lock-in range. The
mistuning frequencies where vout will immediately move to the steady-state lock
frequency, v in , characterize the loop’s operation with in the seize or lock-in range.
In other words, ve (0) immediately decreases toward zero when the input switch
to the next frequency is closed.
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The mistuning frequencies where vout will eventually lock, but may skip cycles,
sometimes many cycles, before doing so characterize the loop’s operation with in
the pull-in or acquisition range. The moment when the difference between the
input and the output frequency causes the phase detector characteristic to travel
past the phases for minimum voltage and maximum voltage of the detector define
the skipping cycle. The mistuning frequencies where vout will maintain lock, but
over which it will not necessarily acquire lock, characterize the loop’s operation
within the hold-in or synchronization range.

The lock-in and pull-in ranges are guaranteed maximum values. Consequently,
the actions will occur regardless of initial phase; however, these actions may occur
at wider mistuning frequencies if the phase happens to have a particular value.

Figure 3.54 illustrates the acquisition ranges that have just been described. We
will sometimes use notation such as ±vPI to emphasize that we are considering
the deviation of v in from vc rather than the total range over which v in may vary,
which is twice as large.

The relationship of the pull-in range greater than the lock-in range and the
hold-in range greater than the pull-in range must always hold because of the
definitions. These relationships apply to first-order loops and highly damped, type
2 loops, which act like type 1 loops. Type 1 loops move toward the steady state
whenever it is possible to tune to it. The phase does not overshoot but moves
directly toward its final value. In a first-order loop, the value of the phase error
instantly relates to the value of the frequency. Consequently, a given phase error
has only one frequency value. In a second-order loop, due to the filter, this does
not occur. Various states can exist at a given frequency. Thus, at a given frequency,
the second-order loop might move directly toward the steady state. or it might
skip cycles at the same frequency, depending on the mix of state variables under
each condition. In other words, the response depends on its history [30].

Figure 3.54 Mistuning ranges. (From: [30].  1998 Wiley Interscience. Reprinted with permission.)
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An nth type loop contains n integrators, which can be ideal (such as the VCO),
near-ideal (as in an active filter), or imperfect (as in a passive filter) approximations.
Each integrator has a state variable of phase, frequency, frequency rate, and so
forth. Locking the loop requires adjusting each of the state variables (each of the
integrators) to be in close agreement with the corresponding parameters of the
input signal. Therefore, we should discuss acquisition of phase, frequency, and so
forth, up to n forms for an nth-type loop. (In most instances, we will limit our
discussions to just two- or three-state variables because the other elements only
have high-frequency poles that can be neglected.) Frequency acquisition has received
the most attention; however, the other state variables can also be important. Acquisi-
tion is inherently a nonlinear phenomenon. We must use nonlinear analysis and
cannot make the path easier by using linear approximations.

The nonlinear analysis begins by understanding the response of a phase detector.
The periodic response of a phase detector produces a PLL response that depends
on the solution of a second-order, nonlinear, ordinary differential equation. This
nonlinear equation models the response of a disturbance to the PLL from known
initial conditions. Studying the solution helps us understand variations in PLL
responses to different stimuli. To do this analysis, we will assume a sinusoidal
phase detector for the PLL.

Phase-plane trajectory analysis solves the second-order, nonlinear, ordinary
differential equation that is shown by (3.153) [29, pp. 55–58; 31–34]:

d2

dt2 ue +
2zvn

2z
vn

sin[ue (t)] + 2zvn cos[ue (t)]
d
dt

ue = 0 (3.153)

To understand the nature of this equation and to unnormalize solutions, let’s derive
it and put it in a form that we can use to analyze it.

3.5.1 Derivation of the Second-Order, Nonlinear, Ordinary Differential
Equation

The derivation begins by mathematically defining PLL components. Equation
(3.154) defines the difference in input and output phase:

ue (t) = u i (t) − uo (t) (3.154)

Next, (3.155) defines the phase detector transfer function:

Vd (t) = Kd sin[ue (t)] (3.155)

Equation (3.156) computes the derivative of the phase detector transfer function:

d
dt

Vd = Kd cos[ue (t)]
d
dt

ue (3.156)



3.5 Acquisition of Lock 115

Equation (3.157) mathematically models the VCO transfer function:

d
dt

uo (t) = KvVtune (t) (3.157)

Equations (3.158) and (3.159) model the loop-filter transfer function with a
La Place transform:

F(s) = (1 + t2s)/(t1s) (3.158)

Vtune (s)/Vd (s) = (1 + t2s)/(t1s) (3.159)

Rearranging terms produces (3.160):

t1sVtune (s) = Vd (s) + t2sVd (s) (3.160)

Converting to the time domain produces (3.161):

t1
d
dt

Vtune (t) = Vd (t) + t2
d
dt

Vd (t) (3.161)

With the PLL components mathematically described, we begin to make substitu-
tions to build our equation [33].

Substituting phase detector and VCO transfer functions and the phase-error
definition from (3.154) through (3.156) into (3.161) produces (3.162) [33]:

t1 Sd2

dt2 uoD 1
Kv

= Kd sin[ue (t)] + t2Kd cos[ue (t)]
d
dt

ue (3.162)

Multiplying (3.162) by Kv and rearranging produces (3.163):

KvKd sin[ue (t)] + t2KvKd cos[ue (t)]
d
dt

ue = t1
d2

dt2 uo (3.163)

Rearranging (3.154) for output phase produces (3.164):

uo = u i − ue (3.164)

Substituting (3.164) into (3.163) for uo produces (3.165):

KvKd sin[ue (t)] + t2KvKd cos[ue (t)]
d
dt

ue = t1
d2

dt2 (u i − ue ) (3.165)

Rearranging (3.165) produces (3.166):



116 System Requirements

t1
d2

dt2 ue + KvKd sin[ue (t)] + t2KvKd cos[ue (t)]
d
dt

ue = t1
d2

dt2 u i

(3.166)

With the above equation, we can do some more substitution and rearranging to
simplify the equation [33].

Next, the input signal is defined by (3.167):

vi (t) = A sin F(v i − vo ) t + Du +
p
2 G (3.167)

Extracting the phase portion of the input signal from (3.167) and ignoring the
amplitude (A) produces (3.168):

u i = (v i − vo ) t + Du + p /2 (3.168)

Equation (3.169) computes the derivative of the phase portion of the input signal
in (3.168):

d
dt

u i = v i − vo (3.169)

Equation (3.170) computes the second derivative of the phase portion of the input
signal:

d2

dt2 u i = 0 (3.170)

Substituting (3.170) into (3.166) produces (3.171):

t1
d2

dt2 ue + KvKd sin[ue (t)] + t2KvKd cos[ue (t)]
d
dt

ue = 0 (3.171)

Dividing by t1 produces (3.172):

d2

dt2 ue +
KvKd

t1
sin[ue (t)] +

t2KvKd
t1

cos[ue (t)]
d
dt

ue = 0 (3.172)

Substituting servo parameters into (3.172) produces (3.173):

d2

dt2 ue + v 2
n sin[ue (t)] +

2z
vn

v 2
n cos[ue (t)]

d
dt

ue = 0 (3.173)

Dividing by 2z /vn produces (3.174):
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d2

dt2 ue

2z
vn

+
v 2

n
2z
vn

sin[ue (t)] + v 2
n cos[ue (t)]

d
dt

ue = 0 (3.174)

Multiplying by 1/v 2
n produces (3.175):

d2

dt2 ue

2zvn
+

1
2z
vn

sin[ue (t)] + cos[ue (t)]
d
dt

ue = 0 (3.175)

Multiplying by 2zvn produces (3.176):

d2

dt2 ue +
2zvn

2z
vn

sin[ue (t)] + 2zvn cos[ue (t)]
d
dt

ue = 0 (3.176)

This gives a basic nonlinear PLL equation that we can use.

3.5.2 Simplifying and Normalizing the Nonlinear Equation

Next, we will simplify and normalize the nonlinear equation that was derived.
Letting t = t /(2zvn ) and substituting into (3.176) produces (3.177):

(2zvn )2 d2

dt2 ue +
2zvn

2z
vn

sin[ue (t)] + (2zvn )2 cos[ue (t)]
d
dt

ue = 0 (3.177)

Separating the (2zvn )2 term produces (3.178):

(2zvn )2 5 d2

dt2 ue +
1

2z
vn

(2zvn )
sin[ue (t)] + cos[ue (t)]

d
dt

ue6 = 0 (3.178)

Simplifying (3.178) produces (3.179):

(2zvn )2 H d2

dt2 ue +
1

(2z )2 sin[ue (t)] + cos[ue (t)]
d
dt

ueJ = 0 (3.179)

Equations (3.180) through (3.182) redefine terms to simplify and normalize
(3.179):

ap = 1/(2z )2 (3.180)
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df =
d
dt

ue (3.181)

df =
1

2zvn

d
dt

ue (3.182)

Substituting (3.180) through (3.182) into (3.179) produces (3.183):

d
dt

d
dt

ue + ap sin[ue (t)] + cos[ue (t)]
d
dt

ue = 0 (3.183)

Dividing by
d
dt

ue produces (3.184):

d S d
dt

ueD
due

+ ap
sin[ue (t)]

S d
dt

ueD + cos[ue (t)] = 0 (3.184)

Rearranging (3.184) produces (3.185) [33]:

d S d
dt

ueD
due

= −ap
sin[ue (t)]

S d
dt

ueD − cos[ue (t)] (3.185)

The above equation gives us the normalized nonlinear equation of a PLL, but we
need to turn it into a difference equation so that we can put it into a program.

3.5.3 Difference Equation for Making the Phase-Plane Trajectory Plot

A phase-plane trajectory plot is computed by using a difference equation. A differ-
ence equation is made from (3.185). Equation (3.186) shows the normalized differ-
ence equation [32, 33]:

duei = duei − 1 + F−
ap sin(u i − 1)

duei − 1
− cos(u i − 1)G (u i − u i − 1) (3.186)

where

i = index value in the array.

Equation (3.180) is used to convert damping factor to the variable ap in (3.186).
Figure 3.55 shows the normalized phase-plane trajectory plot from solving

(3.186). The phase, which is on the horizontal axis in Figure 3.55, is the phase
error of the PLL. The phase velocity, which is the vertical axis in Figure 3.55 and
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Figure 3.55 Complicated and normalized curves.

is normalized to (2zvn ), is the frequency difference between the reference and the
VCO frequencies. To use the plot, the initial phase and frequency difference must
be known. Pathways on the top half of the plot travel from left to right. Pathways
on the bottom half of the plot travel from right to left. Finally, this curve shows
an infinite number of solution pathways for the nonlinear differential equation.

Figure 3.55 shows only one 2p range of the response. An infinite number of
duplicate 2p plots exist to the left and right of this plot. The point in the middle
of Figure 3.55 is called a stable focus point. At even multiples of p are the stable
points where the loop achieves lock. Figure 3.56 shows other trajectory points that
can occur in a phase-plane portrait solution. At odd multiples of p are centers of
instability called saddle points. Near these points, no matter what the direction of
the trajectories may be, the magnitude of the frequency error will decrease until
the saddle point is almost reached, then quickly increase again [33].

3.5.4 Unnormalized Solution

Let’s find the unnormalized and simpler phase/phase velocity trajectory plot solu-
tion of a nonlinear differential equation for a PLL. To find this solution, PLL
parameters (phase margin and 0-dB crossover frequency) must be converted to
damping factor and natural frequency. Damping factor is calculated from the phase
margin of the loop. Equation (3.187) computes phase margin from damping factor:

umargin = atanX2z√2z 2 + √4z 4 + 1 C S180
p D (3.187)
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Figure 3.56 Possible trajectory points in a phase-plane solution.

We compute the damping factor by iterating the damping factor in (3.187) until
it equals the phase margin. Equation (3.188) computes natural frequency from the
0-dB crossover frequency:

vn =
2p fx

√2z 2 + √4z 4 + 1
(3.188)

Equation (3.189) shows the multiplicative factor
2zvn
2p

that unnormalizes the phase-
plane plot to frequency error:

D f = due
2zvn
2p

(3.189)

Substituting the damping factor computed in (3.187) and the natural frequency
computed in (3.188) into the multiplicative factor in (3.189), then using this factor
to multiply the normalized plot, produces the unnormalized plot in Figure 3.57.
There are many different responses inside these waveforms as shown in Figure
3.57, but for simplicity we have left these responses off.

The separatrix curves shown in Figure 3.57 demarcate cycle-slip responses and
no cycle-slip responses. A response with an initial condition inside the separatrix
will not have a cycle slip and will follow the spiral track and lock at zero phase
difference and zero frequency difference. A response with an initial condition
outside the separatrix cycle slips in a sinusoidal-type waveform to the next 2p
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Figure 3.57 Unnormalized and simple phase/phase velocity trajectory plot.

phase plane that is identical to the one in Figure 3.57, but it takes a slightly different
and lower trajectory path.

The slightly different path occurs because the end point frequency at +3.14
rad is slightly less than the beginning point frequency at −3.14 rad. Consequently,
at the next 2p phase plane, a slightly different path will be taken, and will be the
case for the following 2p phase planes, until at some point the separatrix is crossed.
Once the separatrix is crossed, the loop locks without cycle slipping.

Outside the separatrix, there are infinite possible solutions because there is an
infinite number of phase- and frequency-step initial conditions. The reacquisition
times overlap making it unmanageable to do a worst-case analysis because the
results will vary from a few milliseconds to infinity. Consequently, the different
and varying reacquisition times that have been observed in the laboratory for the
same stimulus are explained by the phase-plane portrait because the same initial
frequency difference can have different initial phase conditions that causes a wide
variation in the reacquisition response time.

3.5.5 Measured Step Responses Inside and Outside the Separatrix

Let’s use measured data from an example PLL with a damping factor of 1 and
0-dB crossover point of 300 Hz to show the circuits response inside and outside
the separatrix. Figure 3.58 shows the PLLs measured response outside the separa-
trix. This figure shows an initial 1-kHz frequency difference that is produced by
a 0.2V step in the 5-V supply line to the VCO. The loop takes 50 ms to achieve
relock. With a 1-kHz frequency difference, there are about 50 cycle slips before
lock is achieved. Consequently, 50 2p phase-plane plots were crossed before the
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Figure 3.58 Outside-the-separatrix measured response.

separatrix was crossed and the loop locked at zero phase error and zero frequency
difference.

Figure 3.59 shows the PLLs measured response inside the separatrix. A 200-Hz
initial frequency step response is caused by a 100-mV step in the 5-V supply line
to the VCO. This figure shows a well-behaved response that settles in a few
milliseconds and does not have cycle slips.

These plots show that, outside the separatrix, the reacquisition time is
unbounded and that many different responses can occur for a given frequency-
step disturbance to the PLL. In addition, these plots show that, for a certain
frequency-step size, the loop can take an infinite amount of time to reacquire lock.

Figure 3.59 Inside-the-separatrix response.
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The vertical size of the separatrix depends on the loop bandwidth. However,
the amount of loop bandwidth is limited by the reference frequency (a factor of
10 less than the reference frequency is desirable). Consequently, for phase-only
detectors, such as an exclusive-OR phase detector, an additional reacquisition
circuit is necessary to make sure that the loop reacquires lock from any disturbance
to the loop.

To summarize, this section discussed several key acquisition characteristics of
a PLL. First, we discussed the lock-in range, pull-in range, and hold-in range. Then,
we derived the second-order, nonlinear, ordinary differential equation for a PLL.
This nonlinear equation characterized the loop’s time-domain response outside
the range of the phase detector. It also showed that the time-domain response out-
side the range of the phase detector depended on the initial phase and frequency
conditions.

3.6 Spurious Signals

Any nonharmonically related signal is a spurious signal. These signals limit the
electronic performance of many devices. Consequently, minimizing these signals
and their amplitude levels is the goal of any good system design. Studying the
generation mechanism of these signals helps us understand how to minimize their
generation.

Figure 3.60 shows a spectrum analyzer that contains many interfering signals
in a PLL. This figure shows harmonics of the carrier, additional phase noise from
loop instability, reference sideband feed-through, and an intermodulation product.
Harmonics of the carrier do not present a significant problem in many PLL designs.
We have already studied loop instability and its causes. Intermodulation products

Figure 3.60 Typical intermodulation spectrum for a PLL.
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are the next spurious signals that we will study. In Section 3.6.2, we will study
the effects of reference sideband feed-through.

3.6.1 Intermodulation Products

In this section, equations are shown that compute the frequencies where intermodu-
lation products will occur and the power levels that they will have. Next, some
relationships between product-level and design parameters are discussed. Then,
examples of upconversion and downconversion are shown.

Nonlinear circuits (e.g., diodes, I/O buffers, amplitude limiters, frequency divid-
ers, analog multipliers) cause intermodulation products. Studying the intermodula-
tion products of a mixer helps one understand how these products are generated.
Equation (3.190) describes the mathematical relationship between the mixing of
two signals, which are called the local oscillator (LO) and radio frequency (RF)
signals [21, p. 62]:

vnm = Nlov1 ± Mrfv2 (3.190)

The desired output is at Mrf = Nlo = 1 and is in the form cos(v2 + v1) or
cos(v2 − v1). All other levels are undesirable and must be reduced by filtering to
the levels established by system requirements. Usually a level of −60 dBc is accept-
able in most systems.

3.6.1.1 Computing Intermodulation Levels

Figure 3.61 shows a double-balanced mixer with variables defined so that inter-
modulation analysis can be done. Computing the level of intermodulation requires
defining several terms. First, (3.191) through (3.190) define the mismatch of volt-
ages across each diode:

d2 =
V2
V1

(3.191)

d3 =
V3
V1

(3.192)

d4 =
V4
V1

(3.193)

The differences in (3.191) through (3.193) are due to the diode capacitances and
series resistances. Next, the ratio of the diode voltage drop to LO peak voltage is
computed by (3.194):

Vf =
VF
VL

(3.194)
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Figure 3.61 Double-balanced mixer with variable definitions.

where

VF = forward diode voltage drop (V).

Next, Figure 3.62 shows the variable definitions for a balun so that the effects
of balun isolation on intermodulation products can be analyzed. For the LO balun,
(3.195) computes the isolation ratio:

Figure 3.62 Balun imbalance as a function of isolation.
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a = 1 − 10

Llo
20

(3.195)

where

Llo = LO port isolation (dB).

For the RF balun, (3.196) computes the isolation ratio:

b = 1 − 10

Lrf
20

(3.196)

where

Lrf = RF port isolation (dB).

Next, coefficients for odd-by-odd products, even-by-even products, odd-by-
even products, even-by-odd products, and IF products are computed by (3.197)
through (3.201):

Boo = 1 + d4 + a (d3 + d2) − |Mrf | [(d4 + d2) + a (d3 + d2) − b (d3 + d4)]
(3.197)

Bee = [(−1 + d4)] − a (d3 + d2) − |Mrf | {[(d4 + d2) − a (d3 − d2)] + b (d3 − d4)}
(3.198)

Boe = |Mrf | [−d4 − d2 + a (d3 + d2) + b (d4 − d3)] (3.199)

Beo = |Mrf | [d4 + d2 + a (d3 − d2) − b (d4 + d3)] (3.200)

Bif = 1 + d4 + a (d3 + d2) − [(d4 − d2) + a (d3 + d2) − b (d3 + d4)]
(3.201)

With definitions and coefficients defined, the amplitude suppression can be
computed. Equation (3.202) computes the amplitude-suppression ratio for the odd-
by-odd products and the even-by-even products.

Anm1 =
GS |Nlo | + |Mrf | − 1

2 D
GS |Nlo | − |Mrf | + 3

2 D
(3.202)

?
1
2 FsinS |Nlo |p

2 D sinS |Mrf |p
2 DBoo + cosS |Nlo |p

2 D cosS |Mrf |p
2 DBeeG
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Equation (3.203) computes the amplitude suppression ratio for the odd-by-even
products and the even-by-odd products.

Anm2 =
GS |Nlo | + |Mrf |

2 D
GH [( |Nlo | − |Mrf | ) + 2]

2 J
(3.203)

? Vf FsinS |Nlo |p
2 D cosS |Mrf |p

2 DBoe + cosS |Nlo |p
2 D sinS |Mrf |p

2 DBeoG
Equation (3.204) combines the two amplitude-suppression ratios:

Anm =
Anm1 + Anm2

Bif |Mrf | ! (3.204)

Equation (3.205) computes the power-level difference between the LO and RF
power (dBm) applied at each port.

DP = Prf − Plo (3.205)

Finally, (3.206) computes the intermodulation suppression (dBc):

Snm = ( |Mrf | − 1)DP + 20 log( |Anm | ) (3.206)

The derivation of these parameters is based on the switching characteristics of
an ideal diode. Consequently, mixing from the nonlinearity of a diode is ignored.
This approximation has been addressed in the literature [35] and is justified by
the close agreement between measured and calculated intermodulation suppression
for small values of n and m and DP less than −15 dB. For n < 8 and m < 4, the
predicted results are accurate enough for most system designs. For larger integer
values, the predicted results are better than the actual performance.

One advantage of the formula is that the parameters can be adjusted to meet
actual performance. By measuring the intermodulation suppression and adjusting
the parameters in the equations, the actual performance can be modeled. Table
3.4 shows an example measurement of intermodulation suppression [36]. Adjusting
the equation parameters to the values in Table 3.5 matches the data in Table 3.4.
To verify the calculations of the equation, Table 3.6 shows the computed values
for a 3 × −2 intermodulation product.

3.6.1.2 Intermodulation Suppression

Studying the equations show several rules for suppressing intermodulation prod-
ucts. First, a large power difference between LO and RF suppresses intermodulation
products. Next, well-balanced circuitry (high interport isolation) and diodes sup-
press even harmonic products.
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Table 3.4 Example Measurement of
Intermodulation Suppression

LO RF Suppression (dBc)

1 1 0
1 2 DP − 41
1 3 2DP − 28
2 1 −35
2 2 DP − 39
2 3 2DP − 44
3 1 −10
3 2 DP − 32
3 3 2DP − 18
4 1 −35
4 2 DP − 39

Table 3.5 Parameter
Values Adjusted to
Measured Suppression
Values in Table 3.4

Parameter Value

a , b 0.7
d2 0.85
d3 0.95
d4 1.05
Vf 0.1

Table 3.6 Computed
Coefficients for Example
Suppression

Variable Value

BIF 3.25
Boe 1.14
Anm 0.026

Here are some rules for adjusting the equation parameters. First, balancing the
L and R ports and matching the four diodes suppresses even-by-even products.
Balancing the L port balun (a = 1) and matching the diode across it (d3 = d4)
suppresses odd-by-even products. Balancing the R port balun (b = 1) and matching
the diodes across it (d2 = d3) suppresses even-by-odd products. Odd-by-odd prod-
ucts, especially with m = 1, should not be allowed inside an IF bandwidth because
nothing can be done to improve their suppression without degrading the suppression
of other products.

Two modes of operation exist for intermodulation products: up-converting
and down-converting signals. Examples will show these mechanisms and the inter-
modulation products that are created.

Figure 3.63 shows the intermodulation products generated from upconversion.
A constant 1.185-GHz LO upconverts the 0.45–0.63-GHz (0.54-GHz center fre-
quency) IF to an output of 1.635 to 1.815 GHz at the RF output. In upconversion,
the low-frequency input signal usually is connected to the low-frequency IF port,



3.6 Spurious Signals 129

Figure 3.63 Intermodulation products from an upconversion.

and the output is taken from the high-frequency RF port. A constant line represents
a signal that does not change, while a box represents a range of signals that depend
on the value of the varying input frequency.

Figure 3.63 shows that the mixing products are spread all over the spectrum
for just the interaction of two signals. In addition, the highest signals are the LO
feed-through and the 1 × 3 product. System designers will select frequency plans
so that these signals are far enough away that they can be easily filtered. If these
signals are not suppressed or filtered out, the performance of an electronic device
can be severely hampered.

Figure 3.64 shows the intermodulation products generated from downconver-
sion. A constant LO of 76 MHz downconverts an RF signal of 40 to 46 MHz to
an output IF signal of 30 to 36 MHz. Again, many signals are spread across the
frequency spectrum from the mixing of two signals. This downconversion frequency
plan has high intermodulation products from the feed-through of the RF, the LO,
the 1 × 2 product, and the 1 × 3 product. The RF signal’s being only 4 MHz away
from the RF signal presents a difficult filtering problem. Better frequency planning
by the designer would have prevented this problem.

3.6.1.3 Amplitude-to-Phase Modulation Conversion

Mixing two signals is an amplitude modulation process. So, why should we worry
about it when PLL circuits are concerned with phase-modulated signals? The
nonlinear circuits that mix signals together also have a transfer function component
that converts AM to PM.
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Figure 3.64 Intermodulation products from a downconversion.

Circuits with phase characteristics (or delay) dependent on the instantaneous
amplitude of the input signal convert AM to PM. For example, limiters, mixers,
voltage-tuned filters, and varactor multipliers represent circuits that convert AM
to PM. These circuits convert envelope variations at their input to phase variations
at their output. If small envelope perturbations are assumed, a conversion constant
of K°/dB characterizes these circuits. As an AM wave passes the converter, every
decibel of variation in the envelope of the input signal produces K° of peak change
in the phase of the output signal.

Putting intermodulation AM waveforms into a system will produce intermodu-
lation PM waveforms that will trash the output of a PLL or corrupt the input to
a PLL by creating more, higher-level intermodulation products. Consequently, a
good design approach will minimize the number of intermodulation products.

To summarize, equations were developed that compute the frequencies where
intermodulation products will occur and the power levels that they will have. Next,
some relationships between product level and design parameters were discussed.
Then, examples of upconversion and downconversion were shown. Understanding
these relationships will help us troubleshoot and prevent spurious signals in designs.

3.6.2 Minimizing the Generation of Reference Sidebands

Spurious signals in PLLs can leak to the tune line of a monolithic VCO. These
signals frequency-modulate the VCO to produce unwanted sidebands at the VCO
output. The tuning slope of the VCO determines the sideband levels. Monolithic
VCOs have sensitive tuning slopes (>100 MHz/V). Consequently, these VCOs are
very susceptible to producing high sideband levels when the VCO tune line is
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modulated by spurious signals from a PLL. The clock signal, which is used as
reference, to the phase detector in the PLL causes the largest sidebands at the
output of a PLL. Consequently, these modulated sidebands are appropriately called
reference sidebands. Filtering alone cannot reduce the reference sidebands enough
to satisfy a majority of the system requirements; however, this section shows several
PLL design parameters that can be adjusted and several circuit techniques that can
be used to reduce reference sidebands before adding any filters.

In a PLL, a phase detector produces a pulsed error signal by comparing the
output frequency of the VCO with the reference-clock frequency input to the phase
detector. The pulses are generated at the rate of the reference-clock frequency. The
phase difference (or error) between the reference-clock input to the phase detector
and the variable-clock input to the phase detector determines the pulse width of
the signal at the output of the phase detector. The filtered and processed error-
signal output of the phase detector tunes the VCO so that a minimum error signal
(minimum pulse width) is produced. Without using techniques to minimize the
reference-clock signal level, some amount of reference-clock signal couples to the
VCO tune line. This signal modulates the VCO, which produces the reference
sidebands. Many unfortunate engineers have been assigned the difficult task of
removing these reference sidebands from a PLL or synthesizer after construction.
Reference sidebands and other spurious sidebands should be removed at the begin-
ning of the design phase because these signal levels can be easily minimized at this
stage.

The many sources of coupling to the VCO tune line make the task of suppressing
these reference sidebands difficult. Figure 3.65 identifies the coupling points and
the paths of the reference clock and other spurious signals to the VCO tune line
in a microwave PLL. The other spurious signals consist of power-supply-generated
signals (60 cycles), logic-control-interface signals, intermediate-programmable-
divider signals, reverse-output-interface signal, radiated-logic signals, any radiated
signals, and many other signals too numerous to list; however, the signal level of
the reference is usually higher than all the other spurious signals.

Postconstruction solutions to minimize the reference sidebands in a PLL limits
an engineer to adding more filters to minimize these sidebands; however, an optimis-
tic maximum of only 30–40-dB suppression can be achieved by a filter. Many
synthesizer designs require >40-dB suppression because frequency multiplication
in the synthesizer raises the reference sideband levels and other spurious sideband
levels. For example, frequency multiplying a 100-MHz signal, with 40-dBc side-
bands at a 10-MHz offset from the carrier, by 10 produces a 1-GHz signal with
20-dB sidebands. Consequently, a 100-MHz signal with 60-dBc sideband levels is
required to meet a 40-dBc sideband specification for the 1-GHz signal.

The simple solution of using a narrow-bandwidth filter to attenuate the refer-
ence signal before the VCO tune line causes another problem. The insertion phase
of a narrow-bandwidth filter that achieves 40-dB suppression of the sidebands
usually causes the loop to be unstable. This instability requires widening the filter
bandwidth to maintain a stable loop; however, a wider filter bandwidth degrades
the original intent of sideband suppression. Consequently, this contradiction makes
filtering alone inadequate for suppressing reference sidebands after a synthesizer
has been constructed. The task of suppressing reference and other spurious side-
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Figure 3.65 Unprotected PLL from signals coupling into the circuit.

bands should be attacked at the beginning of the design effort where these signal
levels can be significantly reduced in the design stage even before adding any filters.
Then, the lowered spurious-signal levels can be further reduced by filtering. This
method will not only solve the problem, but it will make the filtering requirements
easier.

This section concentrates on techniques to minimize reference sideband levels.
However, in addition to reducing reference sidebands, many of these techniques
can also be applied to reducing other spurious sidebands. The techniques that also
reduce other spurious sidebands will be identified throughout the section.

Experiments have identified three major contributors to reference sideband
levels. The contributors are from the operational amplifier or charge pump, the
phase detector, and the chip’s isolation. This section studies each effect so that
adjustments can be made to suppress reference sidebands; however, these major
contributors also have a common element. Each effect frequency-modulates the
VCO to produce the unwanted sidebands. Reducing this modulation sensitivity
equally reduces the effects of the three major contributors on the reference sideband
levels. Consequently, studying the modulation mechanism first will make under-
standing the three major contributors easier.
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3.6.2.1 Maximizing Reference Frequency and Minimizing the VCO Tuning
Slope

From narrowband FM theory, [37, 38] have generated (3.207), which relates the
reference-frequency and VCO-tuning-slope parameters to reference sideband levels:

√Psbv = VrfS Kv
2vrf

D (3.207)

where

Vrf = peak magnitude of reference spur on the tune line of the VCO (V);

vrf = angular modulation frequency of the reference spur (rad/s);

Psbv = power ratio of the reference sideband level;

Kv = VCO gain or tuning slope (rad/s/V).

Equation (3.207) from [37, 38] computes the level of sidebands from a reference-
clock signal at the tune line of the VCO. Studying this equation can yield some
ways to reduce modulation sensitivity.

Plotting sideband levels using (3.207) by varying the peak modulation signal
and the modulation frequency shows the sensitivity of a VCO to reference sideband
signal levels on the tune line. For example, Figure 3.66 plots the sideband levels
that are produced by 1-mV, 100-mV, and 1-mV peak signals for a VCO with a
100-MHz/V tuning slope. In the figure, a signal on the tune line with a 100-mV
level and a 1-MHz frequency causes a 60-dB sideband. Attenuating 1-MHz signals

Figure 3.66 Reference sidebands versus peak modulation voltage.
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to less than 100 mV on the tune line can be difficult. Figure 3.66 and the location
of the reference-frequency variable in the denominator of (3.207) show that max-
imizing the reference frequency does indeed reduce reference sideband levels.

Plotting sideband levels using (3.207) by varying the modulation slope and the
modulation frequency shows that the modulation slope of a microwave VCO
determines the level of reference sidebands. For example, Figure 3.67 plots the
sideband levels that are produced by a 10-mV peak signal on the tune line for a
VCO with 10-MHz/V, 100-MHz/V, and 1-GHz/V tuning slopes. In the figure, a
1-MHz signal on the tune line requires a VCO with a tuning slope less than 100
MHz/V to keep reference sidebands below 60 dB. Wideband frequency operation
at microwave frequencies requires a tuning slope greater than 100 MHz/V. Conse-
quently, PLL design necessitates trading off between frequency range and reference
sideband levels. In addition, Figure 3.67 and the location of the tuning-slope variable
of the VCO in the numerator of (3.207) show that minimizing the tuning slope of
the VCO reduces the level of reference sidebands. Consequently, (3.207) shows
that adjusting the PLL design to maximize the reference frequency and to minimize
the VCO tuning slope minimizes the level of the reference-frequency sidebands.

3.6.2.2 Minimizing Offset Current

Now, the contribution of the operational amplifier or charge pump to reference
sideband levels can be studied. Consider the PLL of Figure 3.68, which shows an
interconnect diagram of the phase/frequency detector, loop filter, and VCO in a
PLL. The operational amplifier in the figure requires a dc bias at its inputs. This
bias requirement produces dc offset currents in the circuit. However, dc offset
currents cause a frequency error in PLLs by creating an excess dc voltage to the

Figure 3.67 Reference sidebands versus modulation slope.
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Figure 3.68 PLL with detail of loop filter using differential interconnection.

tune line of the VCO. To reduce this error, the loop generates a higher output
error-signal level from the phase/frequency detector at the rate of the reference-
clock frequency. This additional signal level modulates the VCO tune line to cancel
the excess dc voltage that is caused by the offset currents. An increased error signal
produces a wider digital pulse width at the output of the phase detector. This
increased phase detector signal level increases the reference sideband levels. Conse-
quently, minimizing the offset currents by using the differential amplifier connection
in Figure 3.68 minimizes the reference sideband levels.

Next, studying an equation that relates offset currents to reference sideband
levels can yield more ways of minimizing these offset current effects. For this
interconnection, (3.208) from [16] computes the reference sideband level due to
the effects of the offset current of the operational amplifier:

√Psbi = IbR2 SKv
frf
D (3.208)

where

Ib = operational amplifier offset bias current (A);

R2 = feedback resistor of the operational amplifier (V);

Psbi = power ratio of the reference sideband because of the offset bias
current from the operational amplifier;

frf = reference frequency (Hz).
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Equation (3.208) shows that reducing the offset current of the operational
amplifier reduces the level of reference sidebands. In addition, (3.208) shows that
minimizing feedback resistance reduces the level of reference sidebands; however,
the lower limit of the feedback resistance depends on the current-drive-level capabil-
ity of the operational amplifier. Consequently, the ideal operational amplifier to
use in a PLL will have low offset-current and high current-drive capabilities to
minimize the level of reference sidebands.

Finally, adding an opposing offset current in the operational amplifier circuit,
as shown in Figure 3.68, will also reduce the level of reference sidebands. Adding
a large potentiometer in series with a stable supply voltage will adjust out the
residual operational amplifier offset current and will lower the levels of the reference
sidebands. Adding the opposing offset current adjustment without reducing the
operational amplifier’s offset current presents an easy solution and a great tempta-
tion; however, a large opposing offset current increases the sensitivity of the circuit
to larger sideband levels over temperature. A change of potentiometer resistance
and supply voltage over temperature significantly increases reference sidebands
that have been suppressed with a high (ma) canceling offset current.

3.6.2.3 Minimizing Phase/Frequency Detector Minimum Pulse Width

Next, the contribution of the phase/frequency detector to reference sideband levels
can be studied. A phase detector produces a digital signal at the rate of the reference-
clock frequency. The phase difference between the reference-clock input and the
variable-clock input to the phase detector determines the pulse width of the signal
at the output of the phase detector. For the 0° phase (phase-locked) condition, the
phase detector generates the smallest possible pulse width. The simultaneous edge
logic comparison of the VCO signal to the reference-clock signal causes a race
condition to occur. This race condition produces a residual error signal of narrow
pulses at the output of the phase/frequency detector. The speed of the phase/
frequency detector directly determines the pulse width of these pulses. These pulses
leak to the tune line of VCO and cause reference sidebands.

Studying an equation that relates pulse width to reference sideband level can
yield ways of minimizing the reference sidebands. Calculating the Fourier series of
these narrow pulses computes the signal levels at each harmonic that modulates
the tune line of the VCO.

Pulse Width Reduction for Operational Amplifier Compensation
Equation (3.209) from [6] computes the Fourier series of a voltage pulse:

V(0) =
Vpka

p

V( frf ) =
2Vpk

p
sin(a )

V(2frf ) =
2Vpk

2p
sin(2a ) (3.209)

A

V(nfrf ) =
2Vpk

np
sin(na )
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where

a =
tpw frf p

2
;

Vpk = peak-to-peak voltage or voltage swing of pulse (V);

V(nfrf ) = voltage level that was produced at each harmonic (V);

n = order of harmonic or reference frequency;

tpw = pulse width (sec).

Figure 3.69 graphically shows the pulsed waveform with the parameters in
(3.209) identified. The condition of narrow pulses under consideration makes a
in (3.209) a small number. Usually, the loop has a roll-off capacitor to filter
the reference sidebands, and the higher harmonics of the reference frequency are
attenuated. Consequently, the fundamental has the largest signal level. Substituting
the magnitude for the fundamental from (3.209) into (3.207) and multiplying by
the high-frequency transfer function of the loop filter produces (3.210):

√Psdet = S2Vpk sin(a )
p D R2

R1

Kv
2vrf

(3.210)

where

Psdet = power ratio of the reference sideband due to the phase detector;

R2 /R1 = high-frequency transfer function of loop filter with an
operational amplifier.

Equation (3.210) computes the sideband level at the fundamental due to the mini-
mum pulse width of the phase/frequency detector.

Figure 3.69 Pulsed waveform definition.



138 System Requirements

Equations (3.209) and (3.210) show that minimizing the pulse width, tpw , and
voltage swing, Vpk , of the residual error signal out of the phase/frequency detector
minimizes the reference sideband levels. The speed of a phase/frequency detector
directly determines the pulse width of these pulses. Consequently, a designer’s
selection of a process with 0.55 mm to 0.15 mm gate length for the phase/frequency
detector directly determines the level of the reference sidebands. Table 3.7 presents
a comparison of reference sideband performance versus the process for the phase/
frequency detector with an example charge pump PLL to show the change in the
reference sideband level.

Consequently, studying the narrow pulse widths of the residual error signal
has shown that adjusting the PLL design to use the fastest phase/frequency detector
minimizes the level of reference-frequency sidebands. For a phase/frequency detector
that is made of gates, the minimum pulse width is approximately four gate delays.

Pulse-Width Reduction for Charge Pump Compensation
Now, let’s look at pulse-width reduction for charge pump compensation, which
will follow a similar analysis. Equation (3.209) from [6] computes the Fourier
series of a current pulse:

I(0) =
(Ipka )

p

I( frf ) =
(2Ipk )

p
sin(a )

I(2 frf ) =
(2Ipk )
(2p )

sin(a ) (3.211)

A

I(nfrf ) =
(2Ipk )
(np )

sin(a )

where

a =
tpwfrfp

2
;

Ipk = peak-to-peak current or current swing of pulse (A);

I(nfrf ) = current level that was produced at each harmonic (A);

n = order of harmonic of reference frequency;

tpw = pulse width (sec).

Substituting the magnitude for the fundamental from (3.209) into (3.207) and
multiplying by the high-frequency transfer function of the loop filter produces
(3.212):

√Pscp = FS2Ipk sin(a )
p D R2

Kv
2vrf

G (3.212)
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Table 3.7 Reference Sideband Performance Versus Process of Phase/Frequency Detector

Effective Gate Max. Min. Pulse Reference Sideband
Length (mm) Offset Voltage Gain (V/rad) Width (sec) Performance (dBc)

0.55 1.96E−03 0.816 9.99E−10 −21
0.44 2.57E−04 0.793 1.05E−09 −21
0.35 7.32E−04 0.382 1.13E−09 −21
0.25 3.37E−04 0.399 6.45E−10 −25
0.18 6.98E−04 0.286 4.32E−10 −28
0.15 8.46E−05 0.24 2.42E−10 −33

where

Pscp = power ratio of the reference sideband due to the phase detector/charge
pump;

R2 = high-frequency transfer function of loop filter with a charge pump.

Equation (3.212) computes the sideband level at the fundamental due to the mini-
mum pulse width of the phase/frequency detector.

Example 3.3

What is the reference sideband level in dBc and the peak fundamental voltage on
the tune line for a 4-MHz PLL with a 10-kHz reference frequency, N = 400,
10 MHz/V VCO gain, a phase detector with minimum pulses out of 1 ns, a charge
pump peak current of 20 ma, and a charge pump resistor R2 of 10 kV?

Substituting into (3.212) gives a –54-dBc sideband level and a 4-mV peak
fundamental on the tune line.

3.6.2.4 Maximizing On-Chip Isolation

Finally, the contribution of chip isolation to reference sideband levels can be studied.
The high tuning sensitivity of microwave VCOs, 100 MHz/V to 500 MHz/V,
allows reference signals on the ground plane to modulate the VCO and produce
a significant level of reference sidebands. For example, Figure 3.66 shows that a
signal with a 100-mV level and 1-MHz frequency produces a 60-dB sideband on
a VCO with a 100-MHz/V tuning slope. This requires >80-dB isolation from
a 5-V logic clock signal to keep the reference sidebands on the VCO less than
60 dB. This sensitivity of the VCO to small signals on the ground plane and large
signal levels from digital circuits in the PLL makes using good grounding and
shielding techniques a requirement for minimizing the level of reference sidebands.

The digital sections for the reference-clock generator and programmable divider
in the PLL usually have the highest levels of reference signals and have other
spurious signals present. Consequently, these signals require the highest isolation
from the VCO tune line. The leakage of these signals to the VCO tune line can be
related to the desired isolation, Piso (dB), and peak-to-peak voltage, Vlpk , by (3.213):
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√Pslk = Vlpk 10

Piso
20 Kv

2vrf
(3.213)

where

Vlpk = peak-to-peak voltage of worst spurious signal, which is usually is the
voltage swing of the device (V);

Pslk = power ratio of the reference sideband due to chip isolation;

Piso = chip isolation (dB).

Equation (3.213) shows that improving the isolation of the digital circuits from
the VCO tune line will reduce the level of reference sidebands. For the interested
reader, [37, 39] show several grounding and shielding techniques for isolating these
circuits.

Isolating the loop filter from the digital circuitry and isolating the VCO circuitry
from the loop filter and the digital circuitry maximizes the isolation of the VCO
tune line from the digital sections. Isolation can be achieved by disconnecting the
grounds on the printed circuit board, by separating the circuits with egg-crate
construction techniques [37], or by separating the circuits into separate modules.
Additional isolation from digital circuit signals can be achieved by using differential
current mode line drivers and receivers to interface with outside digital control
circuits. Figure 3.70 shows one implementation of these measures to minimize the
levels of reference sidebands in a PLL.

3.6.2.5 Computing the Total Effect

Laboratory experiments have shown that the combined effects of the offset current,
the phase detector, and the chip isolation all linearly add up to produce the reference
sideband level. Each one contributes equally to this total. Consequently, combining
(3.208) through (3.213) produces (3.214) for the total sideband level, Pstot , in
decibels:

Pstot = 10 log(Psbi + Psdet + Pslk ) (3.214)

where

Pstot = total reference sideband level (dB).

Achieving low reference sidebands before filtering requires adjusting six parameters
to their minimum effect. The common factors in the three major contributors to
the reference frequency and the tuning-slope sensitivity of the VCO give these
factors a slightly greater effect in reducing reference-sideband-level contributions
than the other four parameters.

Example 3.4

Consider a 4-GHz PLL with a 10-MHz reference. The output of the 4-GHz VCO
is divided by 400 to produce a 10-MHz signal with a 0.7-V peak-to-peak voltage
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Figure 3.70 Protected PLL from coupling in an integrated circuit.

swing at the input to the phase/frequency detector. The loop filter with a 50-na
offset-bias-current operational amplifier, a 1,000V R2 , and a 5,447V R1 processes
the 1-ns minimum pulse-width output of the detector. The output of the loop-
filter voltage controls the 60-dB isolated tune line of the 4-GHz VCO that has a
614-Megarad/s/V tuning slope. This design produces a PLL with a phase margin
of 69° and a loop bandwidth of 10 kHz. Compute the sideband levels from the
offset current, the detector pulse width, and the board isolation. Then, compute
the sideband level for the combination. Finally, determine the RC filter corner
frequency for attenuating the reference sideband to achieve a 60-dBc sideband
level.

Computing the reference sideband levels begins by evaluating (3.208), which
computes a −50-dBc effect for the offset current. Evaluating (3.210) computes
a −43.8-dBc effect for the phase/frequency detector. Finally, evaluating (3.213)
computes a −49.1-dB effect for the PWB isolation. Combining all three effects
computes a −37.7-dBc reference sideband level. A simple RC filter with a 0.5-MHz
corner frequency can be added after the loop filter to further attenuate the reference
sidebands by 22.3 dB. The additional filter achieves the required 60-dBc reference
sideband levels and does not affect loop performance.

To summarize, this section identified parameters that are available to designers
for reducing reference sideband and other spurious sideband signals. In a practical
design, several of these parameters are adjusted simultaneously. Accounting for
these parameters in the design will produce a more stable PLL with lower reference
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sideband levels and reduced filtering requirements. In addition, this section showed
that the factors that affect reference sideband levels should be addressed at the
beginning of the design effort. Many of these parameters require sacrificing perfor-
mance specifications, changing synthesizer topology, changing digital interfaces,
or changing the electronics packaging design to achieve low reference sideband
levels. It is imperative that the problem of undesired sidebands be addressed at the
beginning of the design effort. Trying to solve this problem by filtering after
completion of the PLL design will result in a more complex circuit with poorer
performance.

3.6.2.6 Filtering Reference Sidebands

Frequency synthesis always involves PLL-performance compromises. Making loop
bandwidth as wide as possible reduces acquisition time and close-in noise from
the VCO noise but allows high reference sidebands. Making the loop bandwidth
smaller suppresses the reference sidebands but increases the acquisition time and
close-in noise from the reference oscillator.

Fortunately, in many cases, the reference frequency lies considerably above the
required loop bandwidth. A high ratio of reference frequency to loop bandwidth
(>100) eases the amount of sideband suppression to some extent; however, heavy
suppression of the undesired reference sidebands requires extra filtering. This addi-
tional filtering must be done carefully to prevent loop instability [38]. The phase
margin of the PLL gives a measure of the loop stability. References recommend a
phase margin greater than 30° or 45° for stable operation.

An RC, an elliptic, and active lowpass filter circuits can be used to attenuate
the reference sidebands and minimize the reduction in bandwidth or VCO noise
attenuation without significantly reducing the phase margin. We will do an example
comparison to study the effectiveness of each filter type. All methods assume a
type-2, third-order loop that meets all requirements except adequate reference-
frequency sideband suppression. The reduction in magnitude at the reference side-
band frequencies provides the criterion for the suppression effectiveness of the
filter.

The simplest approach to filtering the reference sideband adds in series after
the integrator and filter block an RC lowpass section. Making the cutoff frequency
larger than the upper end of the bandwidth minimizes the effect on stability. For
another method, Figure 3.71 shows a Sallen key filter [40]. This second-order,
active, lowpass filter with variable damping has the most versatility. Bandwidth
can be adjusted with the resistance and capacitance, and insertion phase can be
adjusted with the ratio of the capacitors.

Equations (3.215) and (3.216) compute the damping factor and natural fre-
quency for the Sallen key filter. These equations are rearranged to solve for C1
and C2 after selecting the resistor value and the damping factor:

d = √(C2 /C1) (3.215)

vn =
1

R √(C2 C1)
(3.216)
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Figure 3.71 Sallen key LPF schematic.

where

vn = natural pole frequency of the filter;

d = filter’s damping factor.

For the final sideband suppression method, Figure 3.72 shows an elliptic third-
order filter. Elliptic filters have the reputation of providing the most attenuation.
They have a lowpass filter response that incorporates a notch at specific frequencies.
From an attenuation point of view, these should be the optimum filters.

Let’s do an example comparison between an RC, active RC, and elliptic filters
to reject a 33-MHz reference frequency in an example PLL. We assume that the
loop has a crossover frequency of 3 MHz and want the phase margin to be 50°.
Now we will synthesize the components for the filters. Setting the corner frequency
for the RC filter to 4 MHz and the series resistor to 1,000V computes a parallel
capacitor of 39 pF, which can be monolithically integrated. For the Sallen key
filter, setting a resonance frequency at 30 MHz, a damping factor of 0.2, and a
39-kV resistor value computes a C1 value of 10 pF and a C2 value of 0.4 pF.
From the tables for the third-order elliptic filter [41], we are given the normalized
coefficients for C1 of 0.554, C2 of 0.0457, C3 of 1.1521, L1 of 1.1082, v2 of

Figure 3.72 Schematic of an elliptic, third-order filter.
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4.4423, and a 600V series resistance. Unnormalizing the coefficients computes a
C1 of 19.8 pF, C2 of 1.63 pF, C3 of 4.11 pF, and L1 of 14.2 mH.

Running SPICE on all three filters allows us to compare the results. Figure
3.73 shows an overlay of the magnitude and insertion phase of the filters. The
y-axis is in decibels for magnitude and degrees for insertion phase curves. From
these plots, the RC filter has −20 dBc of rejection at 33 MHz but has a 40° insertion
phase, which makes the loop unstable (phase margin 10°). The elliptic filter has
−55 dBc of rejection at 33 MHz but also makes the loop unstable with a 10° phase
margin from the 40° of insertion phase, and the 14.2 mH inductor requires the
use of components external to the silicon. The Sallen-key filter has −30 dBc of
rejection but only has a 10° insertion phase, which results in 40° phase margin
and a stable loop.

In conclusion, the simple RC circuit has the least efficiency. It gives the least
sideband attenuation and the largest phase-margin deterioration. The elliptic filter
has a very high attenuation of the first sidebands with the same phase-margin
deterioration as the RC circuit; however, achieving high-notch attenuation requires
component tolerances that are too critical. In addition, the high inductance value
will require an external silicon component. These disadvantages may be acceptable
for only a few special applications. The active second-order lowpass filter, however,
can be tailored to most applications. In addition, the active operational amplifier
configuration allows flexibility in using other more complex filter circuits. These
other configurations may offer even better solutions to sideband reduction.

Figure 3.73 Attenuation and insertion phase for the example RC, active RC, and elliptic filters.
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3.6.3 Noise-Reduction Techniques

Most integrated circuits do not produce random noise unto themselves and usually
perform the single task they were designed to do. When assembled and connected
to other circuits to form a system on a chip, interconnecting wires through the
direct contact action of ground loops and common-mode returns generate unwanted
noise. Inductive and capacitive pickup of nearby radiated fields also generate
unwanted noise in the circuit. A desired signal in one circuit can be noise to
another, and interferences can be produced by local circuits within the system or
by equipment completely removed from and external to the system.

A newly designed system might work fine on paper or when first assembled
for checkout, but when installed at its final, crowded location on ship or shore,
might not perform as anticipated. Only then is it realized that the complete system
has picked up much noise and hum or is itself radiating so heavily that the equipment
is unusable. Costly additional effort, parts, and time must be used to locate and
attempt to eliminate the causes of the noise pickup, sometimes with little success.

To avoid this unnecessary waste, cable-to-equipment interface engineering (also
grounding and shielding) should be applied at the start of system planning and
design. This applies to all systems, irrespective of whether the signal is low or
high frequency or used in TV, telemetry, timing, ordnance, environment testing,
computer, telephone, test instrumentation, or just plain communications. Each
system must be considered individually since the signal frequencies and amplitudes
within the system, as well as the anticipated external interference, will dictate what
type of cabling and installation techniques (and grounding and shielding techniques)
are to be used [42].

Electrical noise for this section has the accepted definition of being any
unwanted and interfering voltage developed within, or external to, a system, which
reduces the performance of that system. Interfering noise has always been a problem
and in the past was usually reduced by brute-force filtering, which worked on the
principle of stopping the noise after it had entered the system. This method was
quite expensive but reasonably effective since signal-information voltages were low
in frequency while systems were few and not too large or complex [42].

Present-day communications and data systems are continually becoming larger
and more numerous, using higher information rates and frequencies in an atmo-
sphere of expanded electrical and electronic equipment usage. The net result is
ever-increasing interference and noise, creating an electronic traffic jam of major
proportions. This applies equally whether low-level analog or digital pulse systems
are used. Filtering is practically useless or, in some cases, completely unusable since
it produces excessive deterioration of the desired pulse waveforms or inaccuracies
and distortion of analog signal voltages. Obviously, noise reduction is best accom-
plished by simply stopping the noise before it enters the system [42].

Figure 3.74 shows coupling of noise between digital and analog circuits on a
silicon substrate [26]. Switching transients of the digital circuit capacitively couple
into the substrate and conduct to the analog circuit. The transient modulates the
backgate diode in the analog circuit to couple into the analog circuit.

The following discussion describes how external noise is introduced into the
system and the improvements that can be realized by applying good circuit isolation
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Figure 3.74 The substrate coupling noise problem. (From: [43].  1993 Carnegie Mellon University.
Reprinted with permission.)

and grounding techniques. First, we will discuss methods for eliminating interfer-
ence. Next, suppressing noise at the source (from other circuits on the chip),
eliminating noise coupling, and reducing noise at receiver will be discussed. Finally,
guidelines for controlling emissions in digital systems and external component
guidelines will be discussed, which are mainly printed-circuit-board techniques.
Extra emphasis will be placed on eliminating noise coupling because that is of the
greatest concern on integrated circuits. Circuit techniques to separate noisy and
quiet leads, avoid muxed clock signals, clean reference clocks, isolate noisy and
quiet grounds and supply lines, keep the length of sensitive leads as short as possible,
and operate source and load balanced to ground for very sensitive applications
will be discussed.

First, here are the general methods for eliminating interference for ICs [25]:

• Grounding;
• Balancing;
• Filtering;
• Isolation;
• Separation and orientation.

Now these techniques will be applied in the following sections.

3.6.3.1 Suppressing Noise at the Source (Other Circuits on the Chip)

Several methods minimize noise generation at the source. First, enclose noise sources
with guard rings or other means of isolation. Next, filter all leads leaving a noisy
environment. Limit pulse rise times. Separate high-frequency digital circuits from
low-frequency digital circuits. Use CMOS for low-frequency logic. Use differential
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CMOS for high-frequency logic. Figure 3.75 shows different low-noise switching
logic [24, 43, 44].

Finally, use separate power-down circuits to turn off individual functions in
order to identify significant noise generators. Specify the maximum peak-to-peak
current transient and current rise and fall times that each major function on the
chip can give to the global supply and ground leads.

3.6.3.2 Eliminating Noise Coupling

Several techniques can be used to separate noisy and quiet leads. First, do not route
signals through or above the PLL block. Minimize the number of input and output
chip interfaces by using different architectures, eliminating off-chip filters, or com-
bining more functions onto the chip. When low-level signal leads and noisy leads
are in the same long signal path, separate them and place the ground leads between
them.

Isolate the PLL from noise by carefully selecting pin inputs and outputs. Keep
CMOS/TTL I/Os (high-switching current functions) as far as possible (100–200-mm
spacing for maximum isolation) from the PLL. Separate the PLL connections by
at least five pins slots (100–200-mm spacing for maximum isolation) from fast-
switching I/O signals. For those five separating pin slots, choose signals as follows:

• Ground (Gnd ), supply (Vdd ) and no-switching pins—Best;
• Dedicated input pins (no-I/O)—OK;
• Output switching—Forbidden.

Figure 3.76 shows one way to separate noisy circuits from sensitive circuits.
At low frequencies, CMOS logic can be used because coupling is lower. At high
frequencies, a lower-noise-logic technique is used. Consequently, design functions
should be separated into high- and low-frequency circuits so that guard ring spacers
can be put around them and the other analog sensitive circuits.

Figure 3.75 Low-noise digital logic techniques of current-steering logic and fully differential folded source-
coupled logic. (From: [43].  1993 Carnegie Mellon University. Reprinted with permission.)
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Figure 3.76 Floor plan to separate noisy circuits from sensitive circuits. (From: [43].  1993 Carnegie
Mellon University. Reprinted with permission.)

Figure 3.77 shows that Nwell can improve isolation between resistors and
other components by reducing the coupling capacitance to the substrate. Also this
circuit structure can be used to help compute isolation [45]. With a 100-mm distance
between devices, Figure 3.78 shows numerical calculations of crosstalk isolation
between the different basic substrate structures and shows silicon bulk with and
without buried layer, silicon on the insulator for two different substrate resistivities
and with or without backside connection to ground [44]. This figure shows much
higher isolation for substrate structures with higher resistivity and a few decibels
of improvement with the backside connected to ground.

For low noise, we want a silicon process that gives us thick metal (low sheet
resistance) to minimize interconnect resistance, a low dielectric-constant insulator
to minimize parasitic capacitance, a large distance from the substrate to minimize
parasitic capacitance, and silicided gates to reduce resistance.

Muxed Signals
Jitter can be greatly reduced by eliminating transmission gate multiplexors (MUXs)
used for test bypass. An example with a MUX used to bypass the clock around

Figure 3.77 Nwell improves isolation between components. (From: [45].  2000 James P. Young.
Reprinted with permission.)
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Figure 3.78 Crosstalk isolation between different basic substrate structures. (From: [45].  2000
James P. Young. Reprinted with permission.)

the PLL output shows the improvement. For example, with the transmission gate
MUXs, the jitter was measured at 488 ps p-p with 132-ps standard deviation.
Replacing the transmission gate MUXs with NAND gates reduced the jitter to
90 ps p-p with a standard deviation of 14 ps.

Transmission gates can be used near the PLL if they are not in a clock path.
They only add jitter if two clock signals are muxed together (e.g., test clock and
normal clock). The main concern is the potential risk of having both clock signals
interfering or coupling with each other due to poor isolation of the inputs of the
multiplexers (a problem inherently due to transmission gates).

Noise can be improved by separating supply and ground lines [46]. Several
techniques can be used to separate supply and ground lines. First, use separate
package pins for analog, digital, guard ring, and I/O supplies and guard rings. Do
not share analog supply and ground (VDDA or GNDA are typical analog signal
names) pins for a given PLL block with any other analog components in the
integrated circuit, including other PLLs. Next, place respective supply bondpads
close to each other to prevent ground loops. Non-PLL components in the clock
path (e.g., input buffer, output buffer, other test bypass logic) running off dirty
supplies can modulate delays, which adds to jitter. These components should be
run off separate clean supplies, ground, and guard rings.

Avoid common ground connection between high- and low-level current cells
by guard ringing them. Use a supplemental guard ring biased with a dedicated
voltage between the analog and digital circuits. PLL needs to be surrounded by an
N+ guard ring in Nwell that is connected to a VDD shield and a separate package
pin. The PLL needs to be surrounded by a P+ guard ring that is connected to a
GND shield and a separate package pin.
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Other precautions can be applied to grounds. First, keep ground leads as short
as possible. Next, ground low-frequency, low-level circuits at one point only;
high frequencies and digital logic are exceptions. Avoid questionable or accidental
grounds. Next, use low-impedance power-distribution lines. Avoid ground loops
in low-frequency, low-level circuits. Finally, consider using differential amplifiers
for breaking ground loops.

Noise coupling can be further improved by using distance between circuits
[38]. First, leave a minimum of a 20–30-mm gap (100–200 mm for maximum
isolation) between the PLL and other circuits to minimize noise coupling through
the die substrate. Next, use substrate contacts to isolate analog (sensitive) and
digital (noisy) circuits. Place SRAM blocks as far as possible from the PLL block
within the die as SRAMs have a tendency to have high switching activity. Figure
3.79 shows good design practice in isolating substrate grounds [26]. Many of the
techniques from above are used.

Noise levels can be lowered further by filtering the supply lines [46]. Voltage
regulators inside the chip can be used to help filter the supply lines, but there is a
voltage dropout penalty. At low modulation frequencies inside the loop bandwidth,
the PLL control system reduces the effect of these signals, and regulators without
the effects of bypass capacitors are not effective at high frequencies. This leaves
the loop sensitive to high-frequency modulation. Consequently, circuit designs rely
on using on-chip decoupling capacitors (maximum of 100 pF) to filter the high
frequencies on a supply line. On-chip decoupling capacitors are more effective
than off-chip decoupling capacitors because the inductance of the bond wire is
eliminated. Furthermore, they circulate RF (high-frequency) currents on chip and
reduce circulating currents through package parasitics. In addition, they reduce
radiating currents and increase stage-to-stage isolation. The major cost of using on-
chip capacitors is an increase in chip size. Also, care must be taken with decoupling

Figure 3.79 Example of good design practice in isolating grounds. (From: [44].  2006 Willy
Sansen. Reprinted with permission.)
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capacitors with amplifiers because resonances and feedback can occur through the
supply lines. In these cases, the resonances can be dampened with a series resistor
with the capacitor, active biasing, separate pins for each amplifier, or a parallel
R, L, C tank [44, 45, 47]. Equation (3.217) computes the size of the capacitor to
give the desired voltage ripple for the given supply-current transient conditions:

C =
dI dt
dV

(3.217)

where

dI = current transient (A);

dt = slew time of the current transient (sec);

dV = desired transient voltage drop on the supply line.

For a 10-ma peak current with 500-ps rise time and for a 50-mV supply ripple,
(3.217) computes a 50-pF capacitor.

Figure 3.80 shows ideal ground, supply, and guard ring connections with
dedicated pins for optimum grounding and isolation. Circuits should be laid out
with this ideal connection in mind because connecting this way after a circuit has
been laid out is extremely difficult. If pins are limited, then leave the bond pads
and connect the supplies together with multiple bond wires to one pad or multiple

Figure 3.80 Ideal supply, ground, and guard ring routing for a PLL.
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highest metal traces, as shown in Figure 3.81 [44]. The top picture shows dedicated
pins to the supplies, and the bottom picture shows one way of using multiple bond
wires to a pin. In this configuration, the circuit can be FIBed and bonded out to
the optimum condition to see the effect of proper grounding on performance. The
trace widths to the cells are increased to reduce resistance, and bond pad area is
increased to reduce resistance and make room for the multiple bond wires. In
addition, a VDD guard ring is used to further isolate the cells. The VDD guard
ring has a dedicated bond-wire connection, and the figure shows that other connec-
tions to the VDD guard ring are not allowed.

Minimizing the lead lengths of sensitive signals minimizes coupling. First, the
PLL macro should be placed at the midpoint of the die edge (away from die
corners) of the ASIC, which will result in the shortest-length bond wires and lowest
inductance for wire/lead-frame fingers. Next, circuitry associated to PLL should
be clustered next to the PLL rather than being spread over in other regions further
away from the PLL.

For very sensitive application, operate the source and balance to ground. The
use of differential I/O will help to minimize the effect of switching-noise SSO (lower
jitter). A terminated I/O will also have little ringing. Figure 3.82 shows applications
of many of the techniques that have been discussed on an actual mixed-signal
layout [44].

3.6.3.3 Reducing Noise at the Receiver (Noise Rejection)

Reduction of noise at the receiver (noise rejection) is similar to noise generation
at the source. First, use only the necessary bandwidth needed for the circuit to

Figure 3.81 Alternative connections for bond pads and pin connections to separate out analog
and digital supplies: (a) separate pins for digital and analog supply, which is preferred;
and (b) single point connection for digital and analog supply with extra contacts for
a supply guard ring. (From: [44].  2006 Willy Sansen. Reprinted with permission.)
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Figure 3.82 Example of many of the techniques that have been discussed. (From: [44].  2006
Willy Sansen. Reprinted with permission.)

function. Next, use frequency-selective filters when applicable. Provide proper
power-supply decoupling. Enclose sensitive circuits with guard rings or use other
means of isolation. Regulate the supply lines to the VCO (most sensitive) and
analog circuitry in the PLL. Finally, use the low-noise-logic circuits to suppress
noise at the source circuit area. Not only do these circuits minimize noise generation,
but they also minimize noise pick up.

3.6.3.4 Guidelines for Controlling Emissions in Digital Systems

Circuit techniques mostly on a printed circuit board can be used to minimize
emissions. First, minimize ground inductance by using a ground plane or ground
grid. Next, all unused inputs on logic gates should be connected to either power
or ground. Use the lowest-frequency clock and slowest rise time that will do the
job. Minimize ringing on clock lines and I/O pins by matching line impedances
and minimizing lead inductance. Use ferrite beads on clock lines and I/Os to slow
down edges and reduce ringing on the lines.

Proper usage of decoupling capacitors also helps reduce emissions. First, locate
decoupling capacitors next to each IC in the system. Next, put vias to ground and
supply planes after the decoupling capacitor. Use the smallest-value decoupling
capacitor that will do the job. Finally, use a bulk decoupling capacitor to recharge
the individual IC decoupling capacitors (this should be 10 times the value of the
decoupling capacitors [25]).

3.6.3.5 Guidelines for Using External Components

In almost every application, the PLL will have external components on the printed
circuit board. We will discuss issues concerning these components. First, analog
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and digital supplies and analog, digital, and guard ring grounds should come from
separate feed-throughs/traces from the power planes on the board. The power
applied to analog supply pins should be as free from noise as possible. Digital
switching noise on these pins increases jitter in the VCO. Next, use EMI filters on
the power-supply pins of the PCB to help reduce noise. The ground lead of the
EMI filter should be tied to system ground and not directly to the analog ground
(GNDA) of the PLL. Otherwise, it could significantly increase the jitter.

Extra filtering in the form of ferrite beads and bypass capacitors at the VDDA
pins can help to ensure that the power applied is clean. Use a bypass capacitor
between the analog supply and ground (VDDA and GNDA) to keep any common-
mode noise and reduce jitter. Typical values can be in the range of 0.1 mF. The
bypass capacitors should be placed as close as possible to the IC and respective
pins on the ASIC. Ceramic capacitors are preferred to electrolytic and tantalum
capacitors because they have better high-frequency rejection. Refer to Section
3.6.3.2 for other techniques in using bypass capacitors.

3.7 Summary

In summary, this chapter discussed system requirements for a PLL. Noise basics,
phase noise, time-domain response, acquisition, jitter, and spurious signals were
the system requirements that were studied in detail. Noise basics were discussed
and mathematical relationships were developed in order to lay a foundation for
analyzing noise requirements and understanding the relationship to circuit design.
Next, phase-noise relationships in oscillators were discussed and mathematical
relationships were developed to give a background for analyzing noise and jitter
in oscillators. Linear time-domain responses were studied to provide an understand-
ing of the relationship between loop variables, faster switching time, and tracking
error. These studies showed that damping factor and natural frequency can be
determined from measured or simulated step responses.

Next, nonlinear acquisition was studied. Mathematical relationships were
developed that explain loop responses that seem to be inconsistent. Next, the causes
of jitter, the effect of jitter on the PLL, the relationship of phase noise to jitter, and
the relationship of spurious signals to jitter were covered. Then, the relationships of
PLL parameters to jitter were studied. Mathematical relationships were developed
to understand how to improve timing margin in digital circuits and improve the
bit-error rate of synchronizing circuits. Finally, spurious signals were studied. Math-
ematical relationships were developed that showed how these signals cause jitter
and reduce the precision of the output frequency. Spurious signals at the output
from the reference frequency is one of the largest spurious signals in a loop.
Mathematical models and design techniques were developed to reduce this feed-
through from the phase detector output to the VCO tune line. Reducing this feed-
through mechanism will help in designing lower-jitter and lower-noise PLLs. With
our understanding of this chapter, system requirements can be translated to circuit
design of the key components in a PLL.
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Questions

3.1 What are the sources of noise?
3.2 Which source of noise has 1/ f characteristics?
3.3 What passive component should be avoided for low-noise design?
3.4 What active component should be avoided for low-noise design?
3.5 Which noise source requires that dc current be present?
3.6 What are the main advantages of equivalent-input noise sources?
3.7 What is noise figure, and why should you use it?
3.8 An amplifier chain has 60 dB of gain and a 10-dB noise figure. You are

assigned to design a low-noise amplifier with 20-dB gain and 20-dB noise
figure after this stage. What conditions have to occur for the noise figure
of this amplifier to have an equal amount of noise contributed to its
output?

3.9 Name the five spectral-density power laws and plot their responses.
3.10 Plot the five spectral power laws for an oscillator’s phase noise. Assume

a new power law is dominant in each decade.
3.11 Derive the closed-loop transfer function for an oscillator, using feedback

theory and (3.51) through (3.54).
3.12 An amplifier has a noise figure of 6 dB, a gain of 10 dB, a flicker corner

frequency of 100 kHz, and a 1-dB saturation level of +10 dBm. Calculate
the oscillator’s phase-noise response from 1-Hz to 10-MHz offset frequen-
cies when a resonator with an unloaded Q of 1,000, a center frequency
of 50 MHz, and an insertion loss of 12 dB is connected with the amplifier
in a closed loop to form an oscillator. The oscillator amplifier’s output
signal is coupled by 10 dB into a buffer amplifier with a 6-dB noise figure,
a 10-dB gain, and a +20-dBm, 1-dB saturation point.

3.13 An amplifier has a noise figure of 6 dB, a gain of 14 dB, a flicker corner
frequency of 100 kHz, and a 1-dB saturation level of +14 dBm. Calculate
the oscillator’s phase-noise response from 1-Hz to 10-MHz offset frequen-
cies when a resonator with an unloaded Q of 1,000, a center frequency
of 2 GHz, and an insertion loss of 12 dB is connected with the amplifier
in a closed loop to form an oscillator. The oscillator amplifier’s output
signal is coupled by 13 dB into a 6-dB noise-figure buffer amplifier with
10-dB gain and a 1-dB saturation point of +30 dBm.

3.14 From Question 3.13, calculate the power level at the output of the buffer
amplifier.

3.15 Find the parameter of the oscillator in Question 3.13 that could be
changed to reduce the phase noise of the oscillator at 1-Hz offset frequency
by 30 dB without changing the oscillator’s far-from-the-carrier noise
floor.

3.16 Find the parameter of the oscillator in Question 3.13 that could be
changed to reduce the 1-Hz offset frequency and the oscillator noise floor
by 20 dB.

3.17 An amplifier has a noise figure of 6 dB, a gain of 14 dB, a flicker corner
frequency of 100 kHz, and a 1-dB saturation level of +14 dBm. The
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amplifier’s output signal is coupled by 13 dB into a buffer amplifier with
a 6-dB noise figure, a 10-dB gain, and a 1-dB saturation point of
+30 dBm. One resonator has a Q of 10,000, an insertion loss of 5 dB,
a center frequency of 2 GHz, and an input power limit of +10 dBm,
while another resonator has a Q of 1,000, an insertion loss of 10 dB, a
center frequency of 2 GHz, and an input power limit of +30 dBm. Which
resonator should be chosen for the lowest phase-noise response at each
offset-frequency point of the oscillator? Why?

3.18 An amplifier has a noise figure of 6 dB, a gain of 14 dB, a flicker corner
frequency of 100 kHz, and a 1-dB saturation level of +14 dBm. The
amplifier’s output signal is coupled by 13 dB into a buffer amplifier with
a 6-dB noise figure, a 10-dB gain, and a 1-dB saturation point of
+30 dBm. One resonator has a Q of 10,000, an insertion loss of 5 dB,
a center frequency of 200 MHz, and an input power limit of +10 dBm;
the tenth harmonic mode of the resonator is used in the oscillator. Another
resonator has a Q of 1,000, insertion loss of 10 dB, a center frequency
of 2 GHz, and an input power limit of +10 dBm. Which resonator should
be chosen for the lowest far-from-the-carrier phase noise in an oscillator
circuit to be made with the components described? Why?

3.19 An amplifier has a noise figure of 6 dB, a gain of 26 dB, a flicker
corner frequency of 100 kHz, and a 1-dB saturation level of +10 dBm.
A resonator with an unloaded Q of 1,000, a center frequency of
300 MHz, and an insertion loss of 12 dB is connected to the amplifier
in a closed loop to form an oscillator. A buffer amplifier with a 6-dB
noise figure and a 10-dB gain is coupled into 10 dB less power at the output
of the oscillator amplifier. What is the additive noise to the oscillator’s far-
from-the-carrier phase-noise response when another buffer amplifier with
a 10-dB noise figure is added to the circuit after the first buffer amplifier?

3.20 Why must the modulation index be small to have a valid phase-noise
measurement?

3.21 Derive the solution for the constants of the power-slope line-segments
equations.

3.22 Explain the relationship of insertion loss to the quality factor (Q ) in a
resonator. What happens when the resonator is matched?

3.23 Draw the phase-noise curve for a PLL with an input frequency of
20 MHz, an output frequency of 160 MHz, N = 8, fn = 1 MHz, = 0.4,
Kd = 0.4/(2), Kv = 2 500E6, VCO phase noise of Lvco = −85 dBc/Hz at
1 MHz with 30 dB/dec slope, −140 dBc/Hz noise floor, reference phase
noise of Lref = −134 dBc/Hz at 10 Hz with 5 dB/dec slope, and a
−140 dBc/Hz noise floor.

3.24 At what offset frequency does one of the following contributors dominate
the loop in Question 3.23 with a phase detector phase noise of Lpd =
−165 dBc/Hz, amplifier noise voltage of eamp = 600 nV/sqr (Hz), and
noise on the tune line of etune = 0.1 nV/sqr(Hz)?

3.25 What is the peak-to-peak jitter and percentage of the output period for
a PLL with an output frequency of 10 MHz, single-sided reference side-
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band of −30 dBc, a reference frequency of 2 MHz, N = 5, and a VCO
gain of 100 MHz/V?

3.26 What is the peak-to-peak jitter and percentage of the output period for
a PLL with an output frequency of 1,000 MHz, single-sided reference
sideband of −30 dBc, a reference frequency of 200 MHz, N = 5, and a
VCO gain of 100 MHz/V? Compare answers in Question 3.25 and
this question, and draw some conclusions about period versus jitter and
percentage jitter.

3.27 What is the maximum single-sided reference sideband for a PLL with an
output frequency of 100 MHz, peak-to-peak jitter desired of 100 ps, a
reference frequency of 10 MHz, N = 10, and a VCO gain of 100 MHz/V?

3.28 What value decoupling capacitor is needed to keep current spikes with
a rise time of 100 ps and a peak current of 10 ma from causing ripple
on the 5V supply less than 10 mV?

3.29 For a damping factor of 0.99, a 0-dB-crossover frequency of 1.5 MHz,
N = 1, Kv = 100 Mrad/s/V, Kd = 0.4, an initial starting frequency of
50 MHz, and a step frequency of 10 MHz, compute the natural frequency,
the 10% to 90% rise time, the percentage overshoot of the first peak,
and the 1% settling time.

3.30 For a damping factor of 0.5, natural frequency of 300 Hz, N = 512,
Kv = 400 Mrad/s/V, Kd = 3.4 ma/rad, an initial starting frequency of
32 kHz, and a step frequency of 3.2 kHz, compute the 10% to 90% rise
time, the percentage overshoot of the first peak, and the 1% settling
time?

3.31 For a damping factor of 0.8, natural frequency of 2.924 MHz, N = 62,
Kv = 300 MHz/s/v, Kd = 0.8 ma/rad, an initial starting frequency of
0 Hz, and a step frequency of 175 MHz, compute the 10% to 90% rise
time?

3.32 For a damping factor of 0.99, natural frequency of 492 kHz, N = 4,
Kv = 1,000 MHz/s/v, Kd = 0.02 ma/rad, an initial starting frequency of
0 Hz, and a step frequency of 100 MHz, compute the 10% to 90% rise
time.

3.33 For a damping factor of 0.269, natural frequency of 279.2 kHz, N = 18,
Kv = 1,880 Mrad/s/V, Kd = 0.005 ma/rad, an initial starting frequency
of 0 Hz, and a step frequency of 10 MHz, compute the 10% to 90%
rise time.

3.34 Solve the step response for a type 2, third-order loop filter with a damping
factor less than 1 that has the following equation:

ustep =
1
s

nmf (vn )2Ss
2z
vn

+ 1D
Fs2 + s (2zvn ) + v 2

nGSs
1

10vn
+ 1D

3.35 What is a separatrix?
3.36 If you are comparing two responses that are outside the separatrix, and

the initial frequency for both responses is the same, but the initial condi-
tions for phase are different, will the responses be different?
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3.37 For an LO frequency of 972 MHz, an RF frequency that varies from
177 to 377 MHz and an output frequency of 550 to 770 MHz, what is
the highest in-band spurious power level relative to the output? Assume
an LO power level of 10 dBm, RF power level of −10 dBm, LO port
balun imbalance of 0.3, RF port balance of 0.99, diode2 imbalance of
0.8, diode3 imbalance of 0.6, diode4 imbalance of 1.2, LO leakage factor
of 0.6, LO isolation of −40 dB, RF isolation of −40 dB, and conversion
loss of 8 dB.

3.38 For a block converter with an LO frequency of 927 MHz, an RF frequency
that varies from 177 to 277 MHz, and an output frequency of 650 to
750 MHz, what is the highest power level excluding the LO leakage, RF
leakage, and image response and products greater than 4 GHz and a
maximum order (n + m) of more than 20? Assume an LO power level
of 10 dBm, RF power level of −10 dBm, LO port balun imbalance of
0.3, RF port balance of 0.99, diode2 imbalance of 0.8, diode3 imbalance
of 0.6, diode4 imbalance of 1.2, LO leakage factor of 0.6, LO isolation
of −40 dB, RF isolation of −40 dB, and conversion loss of 8 dB.

3.39 For an LO frequency of 450 MHz, an RF frequency that varies from
100 to 350 MHz and an output frequency of 550 to 770 MHz, what is
the highest in-band spurious power level relative to the output? Assume
an LO power level of 10 dBm, RF power level of −10 dBm, LO port
balun imbalance of 0.3, RF port balance of 0.99, diode2 imbalance of
0.8, diode3 imbalance of 0.6, diode4 imbalance of 1.2, LO leakage factor
of 0.6, LO isolation of −40 dB, RF isolation of −40 dB, and conversion
loss of −8 dB.

3.40 For an LO frequency of 62 MHz, an RF frequency that varies from
16 to 22 MHz, and an output frequency of 40 to 46 MHz, what is the
highest power level, excluding the LO leakage, RF leakage, and image
response and products greater than 100 MHz and a maximum order
(n + m) of more than 20? Assume an LO power level of 10 dBm, RF
power level of −10 dBm, LO port balun imbalance of 0.3, RF port
balance of 0.99, diode2 imbalance of 0.8, diode3 imbalance of 0.6, diode4
imbalance of 1.2, LO leakage factor of 0.6, LO isolation of −40 dB, RF
isolation of −40 dB, and conversion loss of 8 dB.

3.41 From Question 3.40, what is the highest power level, excluding the LO
leakage, RF leakage, and image response and products greater than 400
MHz and a maximum order (n + m) of more than 20?

3.42 What is the reference sideband level in dBc for a 620-MHz PLL with a
10-MHz reference frequency, N = 62, 1-GHz/V VCO gain, and a 1-mV
peak signal on the tune line?

3.43 What is the reference sideband level in dBc for a 622-MHz PLL with a
1-MHz reference frequency, N = 622, 1-GHz/V VCO gain, and a 1-mV
peak signal on the tune line?

3.44 What is the reference sideband level in dBc for a 622-MHz PLL with a
1-MHz reference frequency, N = 622, 0.1-GHz/V VCO gain, and a 1-mV
peak signal on the tune line?



Questions 159

3.45 What is the reference sideband level in dBc for a 900-MHz PLL with a
1-MHz reference frequency, N = 900, 1-GHz/V VCO gain, an opamp
bias current of 1 nA, and a feedback resistor R2 of 10 kV and an R1 of
100 kV?

3.46 What is the reference sideband level in dBc for a 900-MHz PLL with a
1-MHz reference frequency, N = 900, 1-GHz/V VCO gain, an opamp
bias current of 10 nA, and a feedback resistor R2 of 10 kV and an R1
of 1,000 kV?

3.47 What is the reference sideband level in dBc for a 400-MHz PLL with a
1-MHz reference frequency, N = 400, 1-GHz/V VCO gain, an opamp
bias current of 10 nA, and a feedback resistor R2 of 1 kV and an R1 of
100 kV?

3.48 What is the reference sideband level in dBc and peak fundamental voltage
on the tune line for a 400-MHz PLL with a 1-MHz reference frequency,
N = 400, 1-GHz/V VCO gain, a phase detector with minimum pulses
out of 2 ns, an opamp feedback resistor R2 of 20 kV, and an R1 of 500
kV?

3.49 What is the reference sideband level in dBc and the peak-to-peak funda-
mental voltage on the tune line for a 600-MHz PLL with a 1-MHz
reference frequency, N = 400, 1-GHz/V VCO gain, a phase detector with
minimum pulses out of 0.2 ns, an opamp feedback resistor R2 of 20 kV,
and an R1 of 500 kV?

3.50 What general methods are used for eliminating interference in ICs?
3.51 What lower-noise-logic circuit techniques can be used to minimize noise?
3.52 What is the most sensitive circuit-element-to-noise coupling in a PLL?
3.53 What are the main benefits of decoupling capacitors?
3.54 Why are decoupling capacitors necessary on silicon since the PCB has

decoupling capacitors?
3.55 What is the maximum separation distance between circuits?
3.56 What circuit element should you use to reduce ringing lines on the PCB

interface in order to reduce emissions?
3.57 Why do you use double guard rings?
3.58 Why should you guard ring a circuit like CMOS logic that is insensitive

to noise coupling?
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Appendix 3A: Single-Ended Explanation of Offset Currents

The single-ended interconnection that is shown in Figure 3A.1 provides a graphi-
cally simpler explanation of the offset current effects in a PLL. In a locked condition,
the charge on the feedback capacitor remains constant, and this provides a constant
tune voltage to the VCO. Consequently, zero current should flow through the
feedback capacitor. A bias current from the operational amplifier draws charge
away from the feedback capacitor and produces an error. The loop cancels this
error by producing a wider pulse out of the phase detector, which generates a
current that counteracts the bias current from the operational amplifier. This
counteracting current maintains the loop in the locked condition.

Consequently, using operational amplifiers with higher-bias currents causes
the loop to produce a wider pulse width out of the phase detector to maintain
lock. This larger pulse width produces higher reference sidebands because the
energy in the first harmonic of a pulse increases with wider pulse widths, as shown
in a Fourier series of a pulse. Adding an additional current source as shown in
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Figure 3A.1 Schematic of offset currents in a single-ended loop filter.

Figure 3A.1 is one way to cancel the bias current from the operational amplifier
and reduce the pulse width out of the phase detector. The differential interconnec-
tion requires significantly less bias current. Consequently, the differential intercon-
nection, as indicated in the text, is the preferred method.
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Components, Part 1—Dividers and
Oscillators

This chapter begins to discuss the design of the individual components in a PLL.
In this chapter, frequency generators are covered. Detailed designs of programmable
dividers, VCOs, and crystal oscillators are studied. Design techniques of program-
mable dividers are discussed to prevent a PLL from hanging up on one of the
power rails. Programmable dividers, pulse-swallowing counters, and fractional
dividers are the types of dividers that are covered.

System-on-a-chip integration has made PLL noise immunity to supply variations
extremely important because digital circuits add noise to the supply and substrate.
VCO performance accounts for this noise immunity to supply variations. It also
accounts for more of the other PLL characteristics than any other component in
a PLL. The major output characteristics of the sensitivity of the PLL to injected
noise on the supply, the time jitter of the output, the phase noise, the frequency
tuning range width, non–harmonically related spurious modes, loop stability, linear
modulation, linear demodulation, and output that toggles in unlocked conditions
depend on the characteristics of the VCO. For these reasons, design trade-offs and
techniques for a wide variety of VCOs are studied.

Single-ended ring, differential ring, multivibrator, and LC-resonant VCOs are
covered. The single-ended ring is analyzed because of its simplicity and popularity.
A multivibrator is analyzed because of its wide and high frequency range, because
it is current controlled instead of voltage controlled, and because it easily absorbs
parasitic capacitances. A negative-resistance LC resonant oscillator will be analyzed
to show that a feedback path can exist from a single node connection. Understanding
this concept is important in troubleshooting many applications where the oscillating
feedback path is not clear.

Finally, design techniques for crystal reference oscillators will be covered
because they are also being incorporated onto integrated circuits with the PLLs.
Maintaining oscillation and startup time are the main concerns of IC designers
in crystal oscillator design. Analysis of stability and computing startup time are
presented

4.1 Dividers

A malfunction in the feedback divider from a loop transient response can cause a
PLL to get lost and hang the VCO control voltage at one of the power-supply
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rails. Recovery from this condition requires a reset or power-up control signal to
reinitialize the circuit. A feedback divider that is faster than the VCO does not
require a reset or power-up control signal because it never gets lost. Consequently,
the highest output frequency of the VCO in a PLL determines the speed requirement
for the feedback divider.

Dividers have several different configurations in PLLs. A series of divide-by-2
flip-flop dividers, a programmable divider, a pulse-swallowing divider, or a frac-
tional frequency divider can be used. Selection of the divider depends on the
application. For one divider output, a series of divide-by-2 flip-flops will in many
cases meet requirements. For multiple steps, a programmable divider will meet
requirements. For high output frequency and multiple steps, a pulse-swallowing
divider will meet requirements. For high output frequency, small frequency steps,
and multiple steps, a fractional frequency divider will meet requirements.

A series of divide-by-2 flip-flop dividers is a very straightforward application.
Consequently, we will not go into detail about this application. Usually a flip-flop
divide-by-2 has a high-frequency response and does not limit PLL applications.
For frequencies that are close to the process limit, special flip-flops may have to
be designed. Programmable dividers are used in many applications. Therefore, we
will start with this divider type to understand the use and design of frequency
dividers.

4.1.1 Programmable Divider

The highest output frequency of the VCO in a PLL determines the speed requirement
for the feedback divider. In many cases, this is faster than the conventional program-
mable divider. Design techniques of programmable dividers are discussed to prevent
a PLL from hanging up on one of the power rails. This section will first discuss
background theory for programmable dividers and pulse-swallowing dividers.
Then, changes to the PLL will be outlined.

Figure 4.1 shows a block diagram of a conventional programmable divider.
Integer divide ratios from 2 to 255 can be programmed with the data bits to the
8-bit counter. The counters count up from all logic low values to all logic high
values. The counters have clock input (ck), carry out (co), count enable (ce), parallel

Figure 4.1 Conventional programmable divider.



4.1 Dividers 165

load enable (pe), and data input (p0 , p1 , . . . px) pins. The carry-out pin is normally
low and goes high when the all logic high value is reached. The count-enable pin
is high when counting up and low to hold the count. The parallel-load-enable pin
loads data into the counters and synchronously loads data when in the logic high
state.

The feedback path of the ripple carry out reduces the operating frequency of
the conventional programmable divider. A maximum input frequency of up to
250 MHz for the 0.6-mm gate-length process (33C15) is achievable; however, the
VCO has an output frequency as high as 1 GHz.

In most applications, a programmable divider consists of a series of flip-flops
that toggle at the rising clock edge in a manner that causes frequency division of
the input clock. Initially, a binary word is loaded into the flip-flops. Then, the flips
flops increment states up to the terminal count (all-1s state). The terminal count
is detected and causes the initial binary word to be reloaded, and the process
repeats.

Figure 4.2 shows the simulated output for a divide-by-9 divider. The horizontal
scale is time in nanoseconds. The clock input, the flip-flop outputs Q0 to Q4 , and
the parallel-enable signals are shown and listed in order from top to bottom.
Initially, a 0111 is loaded at 10 ns. The flip-flops count up to the terminal count
at 40 ns. The terminal count is detected (signal PE1) at 42 ns. At 45 ns, the initial
0111 binary word is reloaded into the flip-flops, and the process repeats.

Figure 4.3 shows the system logic combination blocks for a synchronous 4-bit
programmable frequency divider. Each bit consists of combinational logic, a
positive-edge latch, and a negative-edge latch. The positive and negative-edge
latches operate as a master-slave flip-flop. The combinational logic controls when

Figure 4.2 Timing diagram for an example 4-bit programmable divider.
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Figure 4.3 The logic combination of functions that make up a 4-bit programmable frequency
divider.

the flip-flops toggle, hold, load a 1, or load a 0. The flip-flops have a carry-in
signal that controls when the flip-flop toggles or holds its value. The input for the
carry in comes from the LSBs of the referenced flip-flop. The final flip-flop detects
the terminal count and generates the parallel-load signal for the process to repeat.

This logic has several critical delay paths: (1) the delay times from the positive
and negative-edge clocks to the outputs of the positive and negative-edge latches,
(2) the delay from the negative-edge latch, through the feedback path and combina-
tional logic, to the input of the positive latch for the same flip-flop, (3) the delay
from the negative-edge latch, through the combinational logic of the next MSB
flip-flop, to the input of the positive-edge latch so that the count can be enabled,
and (4) the delay from the negative-edge latch of the LSB flip-flop, through the
combinational logic of the MSB flip-flop and the carry out, through the parallel-
load-enable combination logic, to the inputs of all the positive latches.

Figure 4.4 shows a positive-edge-sensitive latch and a positive-edge-triggered
register. These are the building blocks for programmable dividers. A positive-edge
latch holds the data line value at the output after the positive edge of the clock
and lets the output vary after the negative edge of the clock. A negative-edge latch
holds the data line value at the output after the negative edge of the clock and lets
the output vary after the positive edge of the clock. An edge-triggered register
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Figure 4.4 Functional logic diagram and timing diagram of (a) positive-edge-triggered latch,
and (b) positive-edge-triggered register. (From: [1].  1993 AT&T. Reprinted with
permission.)

combines the positive- and negative-edge-triggered latches as shown in Figure 4.4.
By convention, the first latch is called the master, and the second latch is called
the slave. While the clock input is low, the master negative-level sensitive latch
output QM follows the D input, while the slave positive-latch holds the previous
value. When the clock transitions from 0 to 1, the master latch ceases to sample
the input and stores the D value at the time of the clock transition. The slave latch
opens, passing the stored master value QM to the output of the slave latch Q. The
D input is prevented from affecting the output because the master is disconnected
from the D input. When the clock transitions from 1 to 0, the slave latch locks in
the master-latch output, and the master starts sampling the input again. This
sequence is shown in Figure 4.4 [1].

Figure 4.5 shows a simulation where the control line of a VCO is ramped to
find the maximum operating frequency for a divide-by-2 flip-flop and a 4-bit
programmable divider. The top waveform (VVCTRL) is the ramped control line
to the VCO. The second waveform (VVCO_CLK) is the VCO output. The third
waveform (VDIVOUT) is the output of the divide-by-2 flip-flop. The last waveform
(VCO) is the ripple carry out of the 4-bit programmable divider. The figure shows
that the divide-by-2 flip-flop works to 1 GHz. The programmable divider stops
working at 400, 500, and 700 MHz, and at greater than 900 MHz, but at 600
and 800 MHz, it starts working again. This shows why ramping the clock frequency
helps identify the first place where the circuit stops working. For operation in a
PLL, the programmable divider is not useful above 400 MHz.

A fixed prescaler in front of the programmable divider as shown in Figure 4.6
is one way around the speed reduction of a conventional programmable divider.
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Figure 4.5 SPICE simulation of divide-by-2 flip-flop and programmable divider.

Figure 4.6 A high-speed fixed prescaler in front of a programmable divider.

A very high-speed divide-by-4 prescaler can be made to work at 1 GHz, which
will match the 250-MHz programmable-divider maximum operating frequency;
however, divide ratios of 8, 12, 16, . . . 64 are only possible instead of integer
steps. Equation (4.1) computes the possible divide-by-N values for a fixed prescaler
divide ratio P and the following programmable counter with divide ratio M :

N = PM (4.1)

4.1.2 Pulse Swallowing

A divider that uses a dual modulus prescaler and a swallow counter is called a
pulse-swallowing counter [2]. A dual modulus prescaler allows integer divisions
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while retaining the high-speed characteristics of a fast prescaler. Selecting a divide-
by-4 or -5 dual modulus prescaler will allow integer divide ratios of 12, 13, 14,
. . . 64 and 8, 9, 10, respectively. The selection of divide-by-4 in the prescaler
makes the highest operating frequency for the swallow and programmable counters
250 MHz (1 GHz/4). This will allow operation of the loop up to 1 GHz with a
reference frequency that can range from 16 MHz (1 GHz/64) to 83 MHz
(1 GHz/12).

Figure 4.7 shows a simplified diagram of a pulse-swallowing counter. The dual
modulus prescaler is shown as two fixed prescalers with a switch to select the
output of either one. The divide ratios in the pulse-swallowing counter in Figure
4.7 are defined [2]:

U = upper (larger) divide ratio of the prescaler (usually L + 1);

L = lower divide ratio of the prescaler;

S = divide ratio of the swallow counter;

S = number of times the prescaler divides by U in a complete divide cycle;

M = divide ratio of the program counter;

M = total number of prescaler cycles in a complete divide cycle.

The divide cycle begins with the slowest divide ratio selected. After S pulses
of f2 , the swallow counter switches to the fastest divide ratio. Later, the program
counter reaches maximum count and causes a preset to occur, which causes the
swallow counter to reset the dual modulus prescaler back to the slowest divide
ratio and restarts the divide cycle.

Figure 4.8 shows a more detailed diagram of the pulse-swallowing counter.
The divide ratio M of the program divider determines the number of f2 pulses in
one divide cycle. The swallow counter modifies the number of f1 pulses into the
prescaler that are required to produce M pulses at f2 .

The divide cycle in Figure 4.8 begins with a parallel-enable signal that synchro-
nously presets the data. The two carry outs (COs) go to the inactive state, which
ends the preset mode. The inactive state of the carry out enables the swallow divider

Figure 4.7 Simulated function of the swallow counter.
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Figure 4.8 Pulse-swallowing counter and equivalent system building block.
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and changes the prescaler to its highest divide ratio. The dividers start to count
until the swallow divider counts to its maximum value (S pulses of f2). At this
point S × U input clock pulses have occurred. At maximum value, the carry out
is enabled, which stops the swallow divider and changes the prescaler to its lowest
divide ratio. The program counter continues to count up to its maximum value
[(M − S) × L more input clock pulses], while the swallow counter holds its count.
The carry out of the program divider enables the preset mode, and a new divide
cycle begins. Equation (4.2) computes the total number of clocks counted N in the
divide cycle [2]:

N = SU + (M − S)L (4.2)

Substituting L + 1 = U into (4.2) and rearranging produces (4.3), which computes
the divide ratio N for a dual modulus prescaler:

N = S + LM (4.3)

An example shows how to set the data bits to get the desired divide ratio. To
divide-by-13 with U = 5 and L = 4, M would be set to 3 [integer(13/L)], and S
would be set to 1 (13 − L × M).

A practical limitation on the pulse-swallowing technique is that M cannot be
less than S. If M were less than S, the program counter would reach maximum
count before the swallow counter. Consequently, the prescaler value would never
change, and the circuit would operate like the fixed prescaler in Figure 4.6.

Let’s study a possible implementation of the dual modulus prescaler in an
example PLL. Figure 4.9 shows a schematic for a dual modulus prescaler (divide-
by-4 or -5). The circuit consists of a 4-bit shift register that shifts a logic high to
the last shift register. A logic high at the output of the last shift register synchro-
nously reloads the shift registers with a logic high in the first register and logic
lows in all the other registers. The load operation is done by switching to the
parallel-load data word for the duration of the load, then switching back to the
shift register connection. Then, the shift operation restarts.

Figure 4.10 shows the schematic for a 4-bit counter that is used as a programma-
ble divider. This is based on the logic in a 74163 counter. The carry out is used
to feed back to the parallel enable to create a 4-bit programmable divider.

Figure 4.9 Dual modulus prescaler (divide-by-4 or -5) schematic.
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Figure 4.10 Schematic for 4-bit counter.

Figure 4.11 shows the SPICE simulation results for the pulse-swallowing
counter with a divide ratio of 13 versus the ramped VCO. The first waveform
shows the control voltage of the VCO. The second waveform shows the ripple
carry out of the swallow counter. The last waveform shows the ripple carry out

Figure 4.11 Pulse-swallowing counter simulation (divide-by-13) versus ramped VCO.
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of the programmable divider. The divide ratio of 13 was used to show that the
ripple carry out of the swallow counter occurs before the ripple carry out of
the programmable divider and holds its value until the ripple carry out of the
programmable divider goes high. In the figure, the output of the programmable
divider divides by 13 until the 1-GHz output of the VCO at 1.5 ms is reached.
The smooth change in the waveforms shows that no race condition was found and
that the divider divides correctly.

Figure 4.12 shows a zoomed in view of the waveforms. The first waveform
shows the control voltage of the VCO. The second waveform shows the output
clock of the VCO. The third waveform shows the output of the dual modulus
prescaler that clocks the swallow counter and the programmable counter. The
fourth waveform shows the ripple carry out of the swallow counter. The last
waveform shows the ripple carry out of the programmable divider. When both
carry outs transition from a high to a low, the prescaler divides by five. Then, one
swallow count later, the swallow counter carry out goes high, and the prescaler
divides by four, until two counts later, when the program counter carry out goes
to a high.

Figure 4.13 shows an example functional connection for adding the pulse-
swallowing counter to a PLL. The output of the VCO connects to the feedback
divider. The output of the feedback divider connects to the input of the phase
detector. The output of the phase detector (PHCMP1) connects to a charge pump
loop-filter combination that connects to a buffer amplifier and control line of the
VCO to complete the loop. Speed-up phase detector is used to speed up the PLL
response when the loop is unlocked. The speed-up phase detector senses only large
phase errors and then increases the charge pump current. A divide-by-2 or -3
reference divider gives more flexibility in output-frequency combinations.

Figure 4.12 Zoomed-in view of pulse-swallowing counter simulation (divide-by-13).
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Figure 4.13 Functional configuration of a PLL with the pulse-swallowing counter.

4.1.3 Fractional Divide-by-N

In many applications, obtaining the desired output frequency requires dividing the
output frequency by a large divide ratio to a low reference frequency. A low
reference frequency narrows the loop bandwidth to keep the loop stable because,
as a rule of thumb, the loop bandwidth needs to be less than 1/20th of the reference
frequency. Narrow bandwidth makes monolithic implementation more difficult.
In other applications, a large divide ratio (>1,000) multiplies the reference phase
noise and internally generated noise so that the output has excessive jitter or the
loop becomes unstable. Fractional divide-by-N synthesis provides an alternative
[3, pp. 141–143].

Figure 4.14 shows the block diagram of a fractional divide-by-N PLL. A dual
modulus prescaler, a swallow counter, a programmable counter, an accumulator,
and an adder make up a fractional divide-by-N with pulse swallowing. The divide
ratios in the fractional divider with pulse swallowing in Figure 4.14 are defined:

U = upper (larger) divide ratio of the prescaler (usually L + 1);

L = lower divide ratio of the prescaler;

S = divide ratio of the swallow counter;

= number of times the prescaler divides by U in a complete divide cycle;

M = divide ratio of the program counter;

= total number of prescaler cycles in a complete divide cycle;

F = fractional part.
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Figure 4.14 Functional block diagram of fractional divide-by-N with pulse swallowing.

Figure 4.15 shows the schematic of the 4-bit accumulator, the 2-bit swallow
adder, and the adder subcircuit. The accumulator (sometimes referred to as a rate
multiplier) consists of a 4-bit adder and a 4-bit register. The 4-bit register stores
the results of the adder and feeds them back to the 4-bit adder for the next
comparison at the next clock edge. An additional flip-flop is added to the carry-
out bit to deglitch the output. The 2-bit adder sums the swallow data with the
accumulator carry out to control the number of times a pulse is swallowed in the
dual modulus prescaler (divide by 4 or divide by 5).

The divide cycle in Figure 4.14 begins with a parallel-enable signal that synchro-
nously presets the data. The two carry outs (COs) go to the inactive state, which
ends the preset mode. The inactive state of the carry out enables the swallow
divider and changes the prescaler to its highest divide ratio. The dividers start to
count until the swallow divider counts to its maximum value (S pulses of f2). At
this point, S × U input clock pulses have occurred. If the carry out of the accumulator
is active, then the swallow count increases by 1, and (S + 1) × U clock pulses will
have occurred. The carry out of the accumulator depends on the data input and
is active after F number of f3 pulses. At maximum value, the carry out is enabled,
which stops the swallow divider and changes the prescaler to its lowest divide
ratio. The program counter continues to count up to its maximum value [(M − S)
× L more input clock pulses], while the swallow counter holds its count. The carry
out of the program divider enables the preset mode, and a new divide cycle begins.

Equations (4.4) and (4.5) compute the divide ratio for a fractional divide-by-
N with pulse swallowing:

N = LM + S + F (4.4)

F = A /Atot (4.5)
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Figure 4.15 Schematic of accumulator, swallow adder, and adder subcircuit.

where

A = decimal equivalent for accumulator input data;

Atot = 2Abit maximum decimal count value of accumulator;

Abit = number of bits in the accumulator.

The fractional divide-by-N technique conveniently separates the divide ratio into
three parts, as shown in (4.4). These parts consist of coarse (LM), fine (S), and
fractional (F) adjustments.

Let’s use an example with a 4-bit accumulator to show the design and operation
of the fractional divider. For 4 bits, Atot = 16, and the fractional part steps equal
1/16. Consequently, for a minimum fractional part of 1/16, the divided-down
output period changes once every 16 reference periods. For a loop bandwidth at
1/20th of the reference frequency, the jitter caused by the fractional divider will
be present at the output of the PLL. Designing the loop bandwidth to be 1/200th
of the reference frequency should allow the loop filter to average out the jitter
from the fractional part.

The major point in fractional divider design is that only the average frequency
equals the fractional divide-by-N ratio [4]. Without averaging, instantaneously
following the divided output will result in frequency changes that will cause jitter
at the output.
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Let’s continue to use an example to understand fractional dividers and add an
input clock of 500 MHz and prescaler divide ratios of (4 or 5). From SPICE
simulations, Figure 4.16 shows a timing diagram of the fractional divider with the
divide ratio set to 12.25. The top waveform is the VCO output. The second
waveform is the output of the prescaler. The third waveform is the carry out of
the programmable divider. The fourth waveform is the carry out of the accumulator.
The last waveform is the carry out of the swallow counter. The fractional addresses
of the A0 and A1 bits are set to a high level. The swallow count is 0, and the
programmable count is at its minimum of 3. Between 180 ns and 270 ns, the
divider divides by 12 (24-ns period). At 170 ns and 270 ns, the output period of
the prescaler and the output period of the programmable divider increase by 2 ns
from the overflow of the accumulator at 165 ns and 265 ns. For a swallow count
of 0, the carry out of the swallow counter only goes low with the carry out of the
accumulator.

Processing the period in the carry-out waveform in Figure 4.16 produces Figure
4.17 for the modulation domain, which is output period versus time. Figure 4.17
shows a repetitive pattern in the carry-out signal from the programmable divider.
On closer inspection the pattern can also be seen in Figure 4.16 for the prescaler
output, the programmable divider carry and the accumulator carry-out signals.
The pattern is one period of 26 ns and three periods of 24 ns to give an average
period of 24.5 ns [average = (1 × 26 ns + 3 × 24 ns)/4 for a divide ratio of
24.5 ns/2 ns = 12.25].

Changing the swallow count from 0 to 1 and leaving the programmable count
and fractional part settings alone gives a 13.25 divide ratio. From SPICE simula-
tions, Figure 4.18 shows a timing diagram of the fractional divider with the divide
ratio set to 13.25. In this case, the carry-out bit of the swallow counter gets reset

Figure 4.16 Timing diagram of SPICE simulation for fractional divide-by-12.25.
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Figure 4.17 Modulation-domain plot for fractional divide-by-N of 12.25.

Figure 4.18 Timing diagram of SPICE simulation for fractional divide-by-13.25.

without the accumulator carry out because the divide ratio of 13 requires the
modulo 2 prescaler to also swallow one period. Consequently, adding one count to
the swallow count when the accumulator carry-out signal becomes active combines
fractional divide with the swallow counter.

Figure 4.18 shows a repetitive pattern of four in the carry-out signal period
from the programmable divider. The pattern has one period of 28 ns and three
periods of 26 ns to give an average period of 26.5 ns [average = (1 × 28 ns + 3 ×
26 ns)/4 for a divide ratio of 26.5 ns/2 ns = 13.25].

Studying the prescaler waveform shows the difference in operation from the
previous mode (divide-by-12.25). The repetitive pattern in the prescaler has one
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period of 8 ns and two periods of 10 ns (28 ns), followed by three sets of one
period of 8 ns, followed by one period of 10 ns, then by one period of 8 ns
(26 ns), to give an average period of 26.5 ns. Consequently, an extra pulse is
swallowed when the accumulator overflows.

Changing the swallow count from 1 to 2, changing the fractional part to 3/8,
and leaving the programmable count alone gives a 14.375 divide ratio. From SPICE
simulations, Figure 4.19 shows a timing diagram of the fractional divider with the
divide ratio set to 14.375. The input clock was eliminated from the diagram because
the displayed edges were too close together. In this case, the carry out does not
occur in equal intervals of four reference periods.

Processing the period in the carry-out waveform in Figure 4.19 produces Figure
4.20 for the modulation domain. Figure 4.20 shows a repetitive pattern of eight
periods in the carry-out signal from the programmable divider. On closer inspection,
the pattern can also be seen in Figure 4.19. The programmable divider’s repetitive
output pattern is 30 ns, 28 ns, 30 ns, 28 ns, 28 ns, 30 ns, 28 ns, and 28 ns to give
an average period of 28.75 ns [average = (5 × 28 ns + 3 × 30 ns)/8 for a divide
ratio of 28.75 ns/2 ns = 14.375].

The worst-case condition for spurious is 1 swallowed pulse for every 16 input
periods because this generates the lowest-frequency component (1/16 of the refer-
ence frequency). Consequently, tests on a silicon version should be run at this
fractional amount to determine if the jitter is greater than the application require-
ments.

Figure 4.21 shows a schematic of a PLL with a fractional divide-by-N. A pulse-
swallowing counter (integer divider) and accumulator with the PLL (no external
components and 1-MHz loop bandwidth) allow operation at 1-GHz output with
reference frequencies that range from 16 MHz (1 GHz/64) to 83 MHz (1 GHz/12).
Integer steps of the divide ratio will allow 16-MHz steps. Fractional steps of the
divide ratio will allow smaller steps to 1 MHz for a fractional step of 1/16th and

Figure 4.19 Timing diagram of SPICE simulation for fractional divide-by-14.375.
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Figure 4.20 Modulation-domain plot for fractional divide-by-N of 14.375.

Figure 4.21 PLL with fractional divide-by-N.

a reference frequency of 16 MHz. The amount of additional jitter at 1 MHz (worst
case) should be verified to make sure application jitter requirements are met.

Figure 4.22 shows a SPICE simulation of the fractional-N PLL with fractional
divide-by-N and the N value set to 14.375. The top waveform shows the reference-
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Figure 4.22 SPICE simulation of fractional divide-by-N PLL with N = 14.375.

clock input, the next waveform shows the divided-down output from the VCO,
and the next waveform shows the fractional content in the accumulator register.
The third waveform from the bottom shows the period of the VCO-divided output.
The average period of the divided-down VCO output is 40 ns (25 MHz) to match
the reference period. The second waveform from the bottom shows the phase error
with respect to the reference input. An increase of 2 ns in period at 5.22 ms causes
the phase error to change by 2 ns at the 5.22-ms X-axis value. The average of the
phase error is zero. The last waveform shows the output period of the VCO. The
peak-to-peak variation of the period remains within 200 ps.

In summary, fractional divide-by-N with pulse swallowing has several advan-
tages and some disadvantages. First, this technique allows a higher reference fre-
quency than the integer technique for synthesis of the same output frequency.
Consequently, divide ratios will be lower for fractional divide-by-N. Lower divide
ratios will produce lower phase noise. Finally, this technique can have additional
jitter from the fractional part. However, with filtering, designs can be adjusted to
minimize this effect.

4.2 Voltage-Controlled Oscillators

The VCO is the most important component in a PLL. Most of the major output
characteristics of a PLL are determined by the VCO. For instance, the sensitivity
of the PLL to injected noise on the supply, the time jitter of the output, the phase
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noise, the frequency tuning-range width, nonharmonically related spurious modes,
loop stability, linear modulation, linear demodulation, and output that toggles in
unlocked conditions all depend on the characteristics of the VCO. An ideal VCO
would meet all of these conditions; however, practical VCOs make trade-offs in
characteristics.

Consequently, varying applications require different VCOs to optimize the PLL
for the application. For instance, cleanup PLLs in adaptive clock generation for
audio applications require VCOs with low phase noise. Consequently, a multivibra-
tor VCO with bipolar transistors is required because of the low flicker noise in
bipolar transistors and the low phase noise in multivibrators.

Most important requirements for a monolithic VCO:

• Large frequency tuning range;
• Noise immunity to supply;
• Low noise (low jitter and low phase noise);
• No nonharmonic, spurious modes.

The tuning frequency range must accommodate variations in temperature,
supply, and processing. Consequently, a large tuning range is desirable. System-
on-a-chip integration has made PLL noise immunity to supply variations extremely
important because digital circuits add noise to the supply and substrate. Timing
accuracy and spectral purity in PLL applications impose an upper bound on the
VCO jitter and phase noise.

The ideal VCO would have all these characteristics; however, these characteris-
tics usually conflict with one another. For instance, low-noise requirements oppose
wideband frequency tuning range. Consequently, obtaining wideband frequency
range sacrifices low-noise characteristics.

Oscillators are generally classified as relaxation oscillators or harmonic
oscillators. A relaxation oscillator switches back and forth between two stable
equilibrium states. Consequently, this switching causes high harmonic content. A
harmonic oscillator produces a near sinusoidal signal with good phase noise and
high spectral purity. Harmonic oscillators usually use LC resonant circuits.

The following are the most common types of oscillators in an IC:

• Ring oscillator;
• Differential ring oscillator;
• Multivibrator;
• LC resonance oscillator.

Let’s start by studying ring oscillators. Equation (4.6) computes the output
period of a ring oscillator:

To = 2MTd (4.6)

where

M = number of stages;

Td = delay for each stage.
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For single-ended gates, the number of inverters must be odd. Differential stages
can be even numbers, but the outputs of one of the inverters must be swapped.
One round-trip around the ring produces 180° of phase shift. The total phase shift
through the oscillator must be 360°, with a gain of unity to meet the criterion for
oscillation. Consequently, two round-trips occur for each period of oscillation. The
factor of 2 difference in phase shift is represented by the factor of 2 in (4.6).

Varying the delay term, Td , in (4.6) varies the output frequency of the oscillator
fo ( fo = 1/To ). There are two common methods for varying the delay:

• Varied capacitive loading;
• Resistive tuning (which varies drive current to the connected capacitive load).

Capacitive tuning adjusts the load capacitance to the output of the delay stage.
Varying the capacitance can be done with a reverse-biased pn junction diode.
Narrow tuning range, reduction in maximum frequency, nonlinearity in the VCO
gain, and susceptibility to common-mode noise are the disadvantages of this
method. Consequently, resistive tuning is preferred.

4.2.1 Operation of a Ring Oscillator

Figure 4.23 shows a schematic for a current-starved three-inverter ring oscillator.
The ring oscillator works by controlling the charging and discharging of the gate
capacitance of the next inverter. Decreasing the peak available charging current
increases the time to charge and discharge the gate capacitance; consequently, the
frequency is decreased.

Figures 4.24 and 4.25 show the three-inverter ring oscillator waveforms for a
high frequency (1.4V on the PLL macro tune line) and low frequency (1.1V on

Figure 4.23 Simplified schematic of a three-inverter current-starved ring oscillator.
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Figure 4.24 Three-inverter ring-oscillator waveforms for a high-frequency oscillation (1.4V on VCO
macro tune line).

Figure 4.25 Three-inverter ring-oscillator waveforms for a low-frequency oscillation (1.1V on the
VCO macro tune line).
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the PLL macro tune line) at each inverter output node (VCO1, VCO15, and
VCO17) and the final buffer inverter output. The simulations were done in a
0.55-mm gate-length process. These figures show the change in frequency between
figures and the cascade of delay around the ring to end up in phase with the
beginning node. The y-axis in the figures ranges from 0V to 5V.

In Figure 4.24, the rising edge of node VCO1 after 1.6 ns produces a falling
edge at node VCO15, after 1.6 ns produces a rising edge at node VCO17, and
after 1.6 ns produces a falling edge at node VCO1 to complete the cycle and half
the period (4.8 ns) of the oscillation frequency. This computes an output frequency
of 104.16 MHz [1/(2 × 4.8 ns)]. The numbered edges 1 through 6 in Figure 4.24
show a complete oscillation period. The slow rising edge between the inverters
inside the ring oscillator adds jitter to the clock, makes it more sensitive to power
supply ripple, and makes it more difficult to maintain a 50% duty cycle.

A similar cycle occurs in Figure 4.25 for tuning the VCO to a lower frequency,
except the delays are 5 ns each and the period of oscillation is 30 ns. The contrast
in oscillation frequencies shows the operating mechanism for the ring oscillator.
The 10% to 90% point rising and falling edges are significantly different between
Figures 4.24 and 4.25. In addition, the wave shape is close to a triangle wave, which
we would expect for a current source driving a capacitive load (gate capacitance of
the following delay inverter). The fast rising edge at node VCO17 shows the initial
edge that was used to start the oscillation.

Figure 4.26 shows the current levels at one of the nodes in the ring for high
and low-frequency operation. This figure shows that the low-frequency peak current
(20 ma) is much lower than the high-frequency peak current (50 ma). This illustrates

Figure 4.26 Current levels at one of the nodes in the current-starved ring oscillator for high- and
low-frequency operation.
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the mechanism of operation for the current-starved inverter ring oscillator. In
addition, the high current spikes of (1 ma show the oscillator can cause significant
high-frequency ripple in the power supply and substrate.

Figure 4.27 shows the variation of a single delay element with another delay
element for loading versus tune voltage. For a voltage-control change from 0.7V
to 1.5V, the delay changes from 10.4 to 2 ns. The nonlinear variation in delay
with control voltage shows that the output-frequency-versus-tune-voltage curve
should also be significantly nonlinear. The steepest slope in Figure 4.27 shows the
tuning point that can give the widest frequency tuning range for the VCO.

Figure 4.28 shows the nonlinear (s-shaped) tuning curve for the current-starved
ring oscillator. Significant variation in the tuning curve can cause moding in a PLL
and narrow the nominal loop bandwidth to the point of losing lock. Computing
a best fit line to the curve in the plot helps calculate the linearity by taking the
ratio of the maximum derivation from the line over the full scale, which gives a
linearity of 30.9%.

Figure 4.29 shows a zoomed-in view of the nonlinearity in the tuning curve
by showing VCO gain versus tuning voltage. The VCO gain varies from a minimum
of 20 MHz/V for a tuning voltage of 0.9V to a maximum of 150 MHz/V at 1.8V
and to a minimum of 20 MHz/V at 4V. A 10-to-1 decrease in VCO gain can easily
change a high-phase-margin operation point to an unstable loop. Another concern
for the loop is that below 0.9V, the VCO quits oscillating. A VCO that quits
oscillating in a loop can cause high-modulation moding points, and once the VCO
quits oscillating, it may not restart.

For the nominal case from 0.9V to 4V on the tune line, the duty cycle varies
from 47% to 54%. The duty-cycle variation is important to applications that use

Figure 4.27 Variation of a single delay element in a ring oscillator versus tune voltage.
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Figure 4.28 Nonlinear (s-shaped) tuning curve for the current-starved ring oscillator.

Figure 4.29 Current-starved inverter VCO gain versus tune voltage.

both clock edges. For the nominal case from 0.9V to 4V on the tune line, the
supply current varies from 0.73 to 8.5 ma, the peak-to-peak current is 2.7 ma,
and the current rise time varies from 30 to 0.85 ns. The supply current draw is
important for low-power applications like wireless handsets. The peak-to-peak
current and rise time are important in determining how much ripple will be on
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the supply lines. The supply ripple will vary from 0.81V to 22.95 mV for a
100 pF decoupling capacitor on silicon (dV = dI dt /C). Clearly, at the lower
frequencies the external decoupling capacitance will have to take care of the large
ripple on the supply. The peak-to-peak voltage swing inside the ring varies from
5 to 4.65 Vpp .

Figure 4.30 shows the variation in period versus an injected sine wave on the
supply with a frequency of 17 MHz and 0.5 Vpp amplitude. Noninteger harmonics
of the output frequency are selected for injection to prevent injection locking of
the VCO. The PLL is usually sensitive to frequencies between 1 and 20 MHz and
especially around the 0-dB crossover frequency of the loop. With the application
of the injected sine wave, Figure 4.30 shows that the output frequency varies from
76.5 to 84 MHz with 0.5 Vpp on supply. This computes to a 15 MHz/V [(84 to
76.5 MHz)/0.5V] supply sensitivity. For a tune sensitivity of 150 MHz/V, the
isolation is computed to be 20 dB [20 log(15/150)]. This also computes to a
−13-dBc reference sideband level [20 log(84–76.5)/17/2].

Next, we can compute the VCO phase-noise curve from simulation of the
oscillator amplifier noise. Connecting one of the delay elements up as an amplifier
allows measurement of the gain of the amplifier, the thermal noise floor, and the
3-dB corner-frequency location of the beginning of flicker noise. The example has
a gain of 32 dB, a thermal noise floor of −169 dBV/Hz, and a flicker corner
frequency of 8 MHz for 3V on the control line. For a ring oscillator, the VCO has
a Q of 1 because no energy is stored in each cycle. The charge that is stored on
the gate on a rising edge is discharged back to its original amount on the falling
edge. The delay element has a 5-V voltage swing at the output. Finally, the oscillator

Figure 4.30 Variation in period versus injected sine wave on the supply.
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has an output frequency of 80 MHz. Substituting these values into (4.7) (Leeson’s
equation) produces the VCO phase-noise curve in Figure 4.31:

+( f ) = S1 +
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2Ql

1
f D

2G (4.7)

where

fl = flicker corner frequency (Hz);

Vos = output swing inside the osciallator (V);

Ql = loaded Q of the resonator;

fc = center frequency of the oscillator (Hz);

Gn = gain of amplifier in the oscillator (dB);

Namp = equivalent input noise of the amplifier in the oscillator (dBV/Hz).

From this equation, phase-noise improvements can be determined. For example,
lowering the gain of the delay element, increasing the gate width, W, and increasing
the output voltage swing reduces the far-from-the-carrier phase-noise levels.
Increasing the gate length, L, reduces the flicker corner frequency.

Figure 4.31 shows the calculated phase-noise curve for a current-starved ring
oscillator. The bottom dashed line shows the output noise of the amplifier in the
oscillator. The middle dashed line shows the noise due to the resonator Q of 1.

Figure 4.31 Calculated phase noise for a ring oscillator.
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The top curve shows the total phase noise for the oscillator. The total phase noise
curve shows a 30 dB/dec slope with a break-point change from 30 to 20 dB/dec
at 8 MHz for the location of the flicker corner frequency. The close-in phase noise
at 100 kHz is −70 dBc/Hz, and the far-out phase noise is −142 dBc/Hz.

Figure 4.32 shows the detailed schematic for the current-starved ring oscillator
that was used in the SPICE simulations. The transistors are 50C21 process, 0.72-mm
minimum gate length with 5-V supply process. The VCO consists of a control-
voltage-to-current bias converter, delay elements, multiplexers, and output buffer.
The first pass gate between nodes VCO2 and VCO15 is half of a multiplexer that
was used to add more inverters. Consequently, for lower-frequency-operation 5,
7, 9, and 11 gates can be cascaded to give more versatility to the VCO. The second
multiplexer is used to break the loop for a built in test of the ring open loop and
to provide a simulator with a method for starting the oscillator.

4.2.2 Differential Ring Oscillators

Differential ring oscillators have become widely used in PLL designs. They allow
quadrature outputs, reject common-mode noise, and have near 50% duty cycles.
The availability of quadrature outputs and the 50% duty cycle make them desirable
for clock-recovery circuits, and they have many applications in telecommunications.

The differential ring oscillator has several characteristics that are different from
other oscillators. First, the differential ring oscillator allows an even number of
gate delays. One of the output signals of one of the stages is swapped to achieve
an even number of gates. Consequently, a quadrature output is possible, which
can be important in clock-recovery circuits. The differential delay stage gives the

Figure 4.32 Schematic of current-starved ring oscillator.
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designer a method for isolating the oscillator from substrate noise and supply noise.
The differential method rejects common-mode noise, which is prevalent in ICs.
Another advantage of a differential ring oscillator is the 50% duty cycle.

The differential ring oscillator also has several disadvantages. A differential
delay stage increases the gate delay by 30% to 50% more than a single-ended
inverter delay cell [5]. This reduces the maximum output frequency by 30% to
50%. A differential ring oscillator is noisier than a single-ended ring oscillator
because the differential stage has a 6-dB noise figure penalty, and the bias current
generation adds a significant amount of noise. It takes more area because the
current bias generator uses a significant number of transistors. The voltage drop
across the tail-current transistor makes the output have a low output voltage swing.
Low voltage swing can cause edges to be skipped by the differential-to-single-ended
converter that is connected to the output of the oscillator. The input and output
voltages to each delay stage are not rail to rail. This makes migration to faster
processes that have lower power-supply voltages (1.2V) more difficult.

Next, the oscillator can have trouble starting up because the current mirrors
can get in a mode that steals all the current. In addition, Vt mismatch with minimum
length gates in loads causes duty-cycle problems at low frequencies.

The schematic in Figure 4.33 shows a three-stage differential ring oscillator
that operates at 1.8V in a 0.22-mm minimum gate length process. The transistor
values are shown at two times the silicon size. The delay stages are connected in
a noninverting mode, except for nodes VCO12 and VCO12N, which are swapped
to provide 180° phase shift to meet conditions for oscillation.

Figure 4.33 Schematic of a three-stage differential ring oscillator.
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The oscillator loop is allowed to break after the second delay so that a test
clock signal can be injected and in order to provide an oscillator startup path. The
differential ring requires a startup circuit because it has a third state in which the
current can be evenly divided in each delay element. This state is not present in a
single-ended ring oscillator. Slowly ramping the power supply (over 100 ms) is one
simulation test method to check for this third condition. If this condition is present,
the circuit will have to detect it and reset the oscillator.

A level translator, which provides a single-ended output, follows the ring
oscillator as shown on the right-hand side of Figure 4.33. The frequency is changed
by adjusting the tail current, and the drive resistance of the differential delay stage.
Adjusting both factors provides a broader tuning range. Diode connected p channels
in parallel with the active loads of the differential amplifier provide a more sym-
metric load.

Figure 4.34 shows the control-voltage conversion to p channel and n channel
current biases. Adjusting the tail current and drive current provides a broad fre-
quency tune range. Current mirroring is used to balance the change in resistance
between n channel and p channel transistors, which helps keep the duty cycle near
50%.

Figures 4.35 and 4.36 show the three-inverter ring oscillator waveforms for a
high frequency (1.3V on the PLL macro tune line) and low frequency (1.0V on

Figure 4.34 Circuit to convert control voltage to p channel and n channel bias.
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Figure 4.35 Timing for differential ring oscillator at high frequencies.

Figure 4.36 Timing for differential ring oscillator at lower frequencies.
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the PLL macro tune line) at each inverter output node (VCO1, VCO3, and VCO12)
and the final translation buffer output. These figures show the change in frequency
between figures and the cascade of delay around the ring to end up in phase with
the beginning node.

Figure 4.35 shows the waveforms for the oscillator at a frequency of 460 MHz
(a 2.16-ns period with 1.3V on the tune line). The y-axis ranges from 0V to 1.8V.
In the figure, the falling edge of node VCO1 after 0.36 ns produces a falling edge
at VCO3, after 0.36 ns a rising edge occurs at node VCO12N, and after 0.36 ns
a falling edge occurs at VCO1 to complete the cycle and half the period (1.08 ns
of the 2.16-ns period) of the oscillation frequency. The numbered edges 1 through
6 in Figure 4.35 show a complete oscillation period.

Figure 4.36 shows the waveforms for the VCO with a lower output frequency
of 200 MHz because of the decrease in tune voltage from 1.3V to 1.0V. A similar
cycle to the previous figure occurs in Figure 4.36, except the delays are 0.83 ns
each, and the period of oscillation is 5 ns (200 MHz). The contrast in oscillation
frequencies shows how the ring oscillator operates. The 10% to 90% point rising
and falling edges are significantly different between Figures 4.35 and 4.36. In
addition, both figures show that the voltage waveforms inside the ring do not go
rail to rail. This helps maintain noise immunity from the supply rails. However,
the slow edge and slow swing make the phase noise worse.

Figure 4.37 shows output frequency versus tune voltage for weak, nominal,
and strong conditions. These curves are linear until a tune voltage of 1V. A linear
curve fit from 0.8V to 1.8V shows a linearity of 2.2%, which is much better than
for the current-starved inverter. The process variation shows that the maximum
output frequency varies from 500 to 1,300 MHz. The weak simulation condition
has weak processed transistors, low supply voltage, and high temperature. The

Figure 4.37 Output frequency versus tune voltage for a differential ring oscillator.
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strong simulation condition has strong processed transistors, high supply voltage,
and low temperature. For a robust PLL design, the following dividers must operate
over these widely varying conditions in order to prevent the loop from hanging
up the tune line at the power rail.

Figure 4.38 shows the nominal VCO gain. The VCO gain is flat from 1.8V to
1.0V and significantly falls off below 1.0V. The small-signal gain of each stage
drops with lower control voltage. As the gain of each stage drops, the circuit will
eventually fail to oscillate because the total gain around the ring at the frequency
of operation will fall below unity. Consequently, for low voltages, the oscillator
may not start. In addition, a 1V minimum control voltage makes the circuit not
useful for low supply voltages and forces a larger VCO gain to cover a wide
frequency range. Finally, the figure shows a peak gain of 840 MHz/V.

Figure 4.39 shows that a 31-MHz injected signal with 0.4V peak-to-peak
amplitude produces a 36-MHz peak-to-peak waveform. Dividing the change in
frequency by the variation in voltage computes a 90-MHz/V sensitivity to variations
in the supply voltage. For a figure of merit, we can calculate the ratio of power-
supply sensitivity to VCO gain [10 log(90/840) = −25 dB desensitivity].

Figure 4.40 shows the measured phase-noise curve for a differential ring oscilla-
tor. Measurements below −120 dBc/Hz were below the noise floor of the equipment,
and for offset frequencies below 500 kHz the curve was extrapolated. The curve
shows a 30-dB/dec slope without a break point. A break-point change from 30 to
20 dB/dec identifies the location of the flicker corner frequency. Consequently,
with no corner flicker frequency, the flicker corner frequency is greater than
10 MHz. Thus, measuring the phase-noise curve gives us additional characteristics
of the VCO [6].

Figure 4.38 VCO gain versus tune voltage for a differential ring oscillator.
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Figure 4.39 A 31-MHz signal injected on the power supply of the differential ring oscillator.

Figure 4.40 Extrapolated phase-noise curve from measured data for a differential ring oscillator.

For the nominal case from 0.8V to 1.6V on the tune line, the duty cycle varies
from 0.48 to 0.52. The duty-cycle variation is important to applications that use
both clock edges. For the nominal case from 0.8V to 1.6V on the tune line, the
supply current varies from 0.42 to 1.78 ma, the peak-to-peak current is 0.7 ma,
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and the current rise time varies from 0.22 to 0.515 ns. The supply current draw
is important for low-power applications like wireless handsets. The peak-to-peak
current and rise time are important in determining how much ripple will be on
the supply lines. The supply ripple will vary from 1.54 to 3.6 mV for a 100 pF on
silicon decoupling capacitor (dV = dI dt /C). Clearly, at the lower frequencies, the
external decoupling capacitance will have to take care of the large ripple on the
supply. The peak-to-peak voltage swing inside the ring varies from 0.257 to
0.39 Vpp .

4.2.3 Multivibrators

Multivibrators are fully monolithic oscillators because the relaxation networks
contain components that can be integrated. In addition, these circuits provide wide
frequency range and high-speed operation.

A multivibrator consists of two parts. The first part has a constant-current
source charge or discharge a capacitor network to create a voltage ramp. The
second part has a voltage comparator and a latch that senses the voltage level on
one of two capacitors and switches the logic to the other capacitor after a voltage
threshold is crossed. Figures 4.41 and 4.42 show two different schemes to charge
and discharge the capacitor in a multivibrator.

The first charging or discharging method as shown in Figure 4.41 uses a source-
coupled transistor technique (modeled as switches in the figure). This technique
suffers because the floating capacitor is in series with the grounded circuit parasitics,
which significantly affects the performance of the circuit. Consequently, the floating
capacitor value is set to a large value to avoid the effects of parasitics. The larger
capacitor value, because it desensitizes the circuit to parasitics, slows down the
maximum operating frequency.

Figure 4.41 Functional diagram and timing waveforms of a series capacitor charging scheme.
(From: [7].  1988 IEEE. Reprinted with permission.)
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Figure 4.42 Functional diagram and timing waveforms of parallel capacitor charging scheme [5].

The second charging or discharging method as shown in Figure 4.42 uses
grounded capacitors. The advantage of this technique is that the parasitics are in
parallel with the timing capacitor, which allows the capacitor to go to zero for the
highest output frequency with parasitic capacitance. In addition, the single terminal
switching configuration at each capacitor makes the circuit insensitive to the non-
ideal ‘‘ON’’ resistance of each switch. A potential problem is the mismatch of the
capacitors. Employing symmetric and tight layout techniques avoids the mismatch.

The voltage comparator and latch portion of the multivibrator consists of two
cross-coupled NOR gates. The first latch senses the voltage at the capacitor and
switches upon crossing the input voltage threshold. The second latch prevents
positive dc feedback because, if both nodes are high at the same time, the outputs
of the nor gates are both low, and the transistors will not discharge the capacitors.
The circuit will remain in a latched state.

Figure 4.43 shows a schematic of one implementation of the multivibrator.
This circuit uses a 0.8-mm (50C21) minimum gate-length process. Equation (4.8)
shows the formula for computing the output frequency of a multivibrator:

fvco =
1

2SCDv
I

+ DtD (4.8)

where

Dv = voltage difference from discharged state voltage to threshold voltage
where comparator switches (V);

Dt = regeneration time (sec).
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Figure 4.43 Schematic of one implementation of the multivibrator.

A multivibrator has several advantages. First, the regeneration time makes
nonoverlapping clocks. This could be useful for sigma-delta modulator circuits.
Next, it achieves high-speed operation because it minimizes the effects of parasitic
components. The circuit minimizes complexities. Finally, the circuit uses no reactive
elements other than parasitic capacitors [7].

A multivibrator also has some disadvantages. First, a possible multioscillator
condition can occur because two nor gates and a CMOS inverter form a three-
gate ring oscillator configuration. Selection of the logic prevents this condition
from occurring. Finally, the current source generates high switching current spikes,
which can cause interference with other circuits.

Figure 4.44 shows the voltage waveforms that occur in a multivibrator. The
y-axis for the signals ranges from 0V to 5V. The FOUTN signal controls the
charging and discharging of the in-phase capacitor (CAP), and the FOUTI signal
controls the charging and discharging of the out-of-phase capacitor (CAPN). The
VCAP signal shows the voltage waveform at the in-phase capacitor (CAP). The
VCAPN signal shows the voltage waveform at the out-of-phase capacitor (CAPN).
The ramp voltage shows the capacitor charging until a switch threshold is sensed
by the logic, which then discharges the capacitor and steers the current to the other
capacitor. The other capacitor behaves in the same manner, but out of phase. The
peak-to-peak voltage swing of the ramp should remain constant with the change
in frequency because the voltage threshold should not vary.

Figure 4.45 shows the current waveforms that occur in the multivibrator. The
first waveform shows the source current, and the second waveform shows one of
the steered currents into the capacitor. The steered current switches between 0 and
20 ma. The source current stays constant at approximately 22 ma. Ideally, these
waveforms should be square, but practical circuits have drooping and switching
spikes. The source current has switching spikes that are 6 to 10 ma. These are the
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Figure 4.44 Timing voltage waveforms that occur in a multivibrator.

Figure 4.45 Timing current waveforms that occur in a multivibrator.

current spikes that appear on the supply lines, which can interfere with other
circuits. Consequently, capacitors or voltage regulation should be used to minimize
the effects of these spikes on other circuits.

Figure 4.46 shows the current-versus-frequency curve for the multivibrator for
weak, nominal, and strong conditions. The frequency range varies from less than
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Figure 4.46 Tune current versus output frequency of a multivibrator.

10 to 40 MHz. The curves look linear and have a small variation with conditions
at low frequencies and high variation with conditions at high frequencies. High
linearity suppresses other modes of oscillation. Computing a best-fit line to the
curve in the plot helps calculate the linearity by taking the ratio of the maximum
deviation from the line over the full scale, which gives a linearity of 1.9% for the
multivibrator curve.

Figure 4.47 shows gain versus tune current for the multivibrator over weak,
nominal, and strong conditions. The small variation in gain on each curve shows
a very linear tune curve. In addition, these curves show a small variation in gain
over weak, nominal, and strong conditions (1.5E9 Hz/A to 3.0E9 Hz/A).

Figure 4.48 shows the variation of output frequency with an injected 1-MHz
and 0.2-Vp-p sine wave on the power-supply line. The figure shows a sinusoidal
waveform, which shows that the oscillator is linear with supply variation. In the
figure, the output varies from a frequency of 10.2 to 7.5 MHz. Subtracting the
peak frequency difference and dividing by the voltage variation on the supply line
(2.7 MHz/0.2V) gives a 13.5-MHz/V sensitivity on the supply line. Given a jitter
specification, this tells us what the tolerance needs to be on the multivibrator supply
line.

Next, we can compute the VCO phase-noise curve from simulation of the
oscillator amplifier noise. Connecting the multivibrator as an amplifier allows
measurement of the gain of the amplifier, the thermal noise floor, and the 3-dB
corner-frequency location of the beginning of flicker noise. The example has a gain
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Figure 4.47 Multivibrator gain versus tune current.

Figure 4.48 Variation in output frequency for an injected signal on the supply for a multivibrator.
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of 42 dB, a thermal noise floor of −166 dBV/Hz, and a flicker corner frequency
of 1.8 MHz for 3V on the control line. A multivibrator has a Q of 1 because no
energy is stored in each cycle. The charge that is stored on the capacitor on a rising
edge is discharged back to its original amount on the falling edge. The ramp
voltage trips at 3V for oscillator voltage swing. Finally, the oscillator has an
output frequency of 8 MHz. Substituting these values into (4.9) (Leeson’s equation)
produces the VCO phase-noise curve in Figure 4.49:
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From this equation, phase-noise improvements can be determined. For example,
lowering the gain of the delay element, increasing gate width W, and increasing
the output voltage swing reduces the far-from-the-carrier phase-noise levels. Increas-
ing gate length L reduces the flicker corner frequency.

Figure 4.49 shows the calculated phase-noise curve for a multivibrator. The
bottom dashed line shows the output noise of the amplifier in the oscillator. The
middle dashed line shows the noise due to the resonator Q of 1. The top curve
shows the total phase noise for the oscillator. The total phase noise curve shows
a 30-dB/dec slope with a break-point change from 30 to 20 dB/dec at 1.8 MHz
for the location of the flicker corner frequency. The close-in phase noise at 10 kHz
is −58 dBc/Hz, and the far-out phase noise is −131 dBc/Hz.

Figure 4.49 Calculated phase noise for a multivibrator.
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4.2.4 LC Resonant Oscillators

The design approach base on LC resonant oscillators gives excellent results for
high-speed narrowband oscillators. The external requirement for an LC tank to
meet a wide tuning range limits these circuits to a small range of applications for
integration [8]. Good oscillator design depends on the selection of a circuit topology,
active device, and resonator and on the consideration of the coupling network.

LC resonant oscillators rely on feedback control through a resonator to generate
oscillations. Table 4.1 gives the choices of resonators for wideband VCOs. For
integrated circuits, there are not too many choices. A transmission-line resonator
and low-frequency LC oscillators would require external components. For a fully
monolithic solution, the choices are even more limited.

Figure 4.50 shows the two main feedback mechanisms for an LC oscillator.
The LC feedback oscillator has a transistor amplifier that provides gain to the
small signal to start and maintain the oscillation and a series LC feedback resonator
that selects the frequency oscillation and provides the right amount of phase without
losing positive gain to maintain oscillation.

The negative-resistance oscillator has a transistor with an inductor in the gate
that provides a negative resistance to an LC resonator. The negative resistance
reflects the wave presented to it so that the returning wave is larger than the

Table 4.1 The Q and Operating Frequency of Various Low-Q Resonators

Type of Resonator Frequency Unloaded Q Major Limitation

LC 0.9–10 GHz 5–50 Narrow tune range
RC (ring, multivibrator) 10 kHz–2 GHz 1 High noise
Transmission line 2–10 GHz 5–50 Narrow tune range

Figure 4.50 The two feedback mechanisms for LC resonant oscillators.
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incident wave. The LC resonator selects the frequency and provides the right
amount of phase shift without losing positive gain to maintain oscillation.

4.2.4.1 LC Feedback Oscillator

Figure 4.51 shows different LC feedback oscillator topologies. They can be derived
from the basic ungrounded layout shown in the upper-left-hand corner. This figure
shows a generalized ungrounded oscillator from which all the other oscillator
configurations have been derived. These other configurations are achieved by select-
ing the grounding point (common drain, common source, and common gate) on
the basic oscillator. These oscillator configurations are called Seiler, Pierce, and
Colpitts. The Pierce has good out-of-band stability. Stable oscillation frequencies
can be generated from low frequencies up to 1/3 ft . The Colpitts topology has
negative real-part impedance at its source from about 1/5 ft to ft , depending on
the base-to-ground parasitic inductance. The Seiler topology with capacitive loading
on its source has a negative real-part impedance at its gate over a significant range
of frequencies. Negative resistance at frequencies other than the desired oscillation
can cause spurious oscillation and sharply nonlinear tuning characteristics. These
undesired responses can occur when a harmonic of the desired frequency crosses
through a region of negative resistance.

Figure 4.52 shows an example circuit of a Pierce oscillator. Equations (4.10)
through (4.13) compute the component values in the circuit:

L =
190
2p f

(4.10)

Figure 4.51 Different LC oscillator feedback topologies.
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Figure 4.52 Example circuit of a Pierce oscillator.

C1 =
1

48p f
(4.11)

C2 = C1 (4.12)

C3 =
1

300p f
(4.13)

An example will show how these equations are used. Let’s design an oscillator
with a 120-MHz output frequency. Equations (4.10) through (4.13) compute an
L of 252 nH, C1 of 55.26 pF, C2 of 55.26 pF, and C3 of 8.8 pF. The high inductance
value makes it difficult for this circuit to use a monolithic inductor. A much higher
oscillation frequency is required to reduce the value of the inductor so that it can
be integrated.

Figure 4.53 shows the open-loop gain and phase of the example Pierce oscillator.
This figure shows a >0-dB gain and 0° phase at 120 MHz. Furthermore, this figure
shows an instability margin of over 40 dB at 120 MHz. Consequently, a 40-dB
loss in the feedback would be necessary for the oscillator to quit. Finally, the
zero phase shift occurs close to the maximum phase slope, which gives the best
performance. Now, let’s see how far we can tune the frequency.

Figure 4.54 shows the effect of a factor-of-10 reduction in the C3 capacitor.
The output frequency increases by 66% from 120 to 200 MHz. Internal spiral
inductors have a range of 1 to 10 nH, Q of 1 to 10, 1–5-GHz frequency range,
and a size of 100 to 400 mm on one side, which limits these oscillators to high
frequencies [9]. In addition, there are some limitations on the variation of the
capacitor, which has to maintain high Q with wide tuning range.

Monolithic integration of VCOs in a silicon-based IC requires high quality on-
chip varactors. Conventionally, on-chip varactors have been implemented with pn
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Figure 4.53 Open-loop gain and phase of the example Pierce oscillator.

Figure 4.54 Open-loop gain and phase of the example Pierce oscillator with a factor-of-10 capaci-
tance reduction.
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junctions under reverse-bias or MOS capacitors in a depletion-inversion regime.
A quality factor (Q) of less than 7 for capacitance of 1 to 10 pF at 0.9 to 2.4 GHz
has been reported for pn-junction varactors. Typical MOS capacitors can achieve
higher Q (14 GHz/pF) with larger capacitance per area [10]. References have shown
150% tuning for MOS capacitors with values of 0.4 to 1.4 pF at 1 to 5 GHz.

A large monolithic variable capacitor will not change by a factor of 10. Conse-
quently, an external varactor would have to be used. Therefore, the LC Pierce
oscillator has a limited tuning range of 50% to 100% and needs an external
varactor and inductor. As a result of these requirements for an LC tank to meet
a wide tuning range, these circuits have limited practical advantage for integration.

4.2.4.2 Output Coupling

Until now, the oscillator has been studied ignoring loading effects, which will occur
when trying to couple energy out of the oscillator. Connecting the cascade output
back to the input forms the oscillator circuit. No provisions have been shown to
get the output from the circuit.

A number of circuit techniques provide a coupling method to get the output
of the oscillator. For microwave oscillators that are not on integrated circuits,
inserting a coupler or power splitter into the closed loop gives one path for the
feedback and another path for the output. A low coupling value gives the greatest
output power. For loops with a high-gain margin, the higher-loss coupled path
closes the loop. This allows the output path to have the majority of power delivered
to the load.

Another technique couples power by connecting a capacitor or inductor from
an appropriate point in the circuit to the load. This mechanism gives a more
economical method for coupling to the output; however, the coupling element and
the load changes the Bode plot response and must be included in the analysis.

The reactance of the coupling element controls the amount of coupling. For
example, consider the simple network in Figure 4.55(a). This network represents
the series-coupling element and the load. Figure 4.55(b) shows the effective parallel
resistance Rp and reactance Xp , which load the cascade. For small values of coupling
reactance (a large capacitor or a small inductor), the reactance has little effect. The
load directly connects to the circuit. Consequently, the output load has tight

Figure 4.55 Converting (a) series coupling and loading to (b) effective parallel resistance and
reactance.
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coupling to the circuit. This technique works well for a high-impedance load from
a buffer amplifier; however, tight coupling causes oscillator performance parameters
to be heavily dependent on load characteristics and changes.

Loading from a low-impedance (50V) load reduces the gain margin. This
reduction can cause the oscillator gain to go below unity and stop oscillations.
Consequently, loading effects need to be studied to minimize them. Increasing the
coupling reactance, XS , reduces the resistive loading on the cascade by increasing
Rp . Equations (4.14) through (4.17) relate the parallel and series values:

Rp = XR2
l + X2

s C/Rl (4.14)

Xp = XR2
l + X2

s C/Xs (4.15)

Rl = XX2
pRpC/XR2

p + X2
pC (4.16)

Xs = XR2
pXpC/XR2

p + X2
pC (4.17)

The coupling reactances in the equations above may be inductive or capacitive.
A series-coupling reactance equal to the load resistance produces a parallel load
resistance twice the load resistance. A coupling reactance of three times the load
resistance produces a parallel load 10 times the load resistance. The amount of
loading on the cascade by the coupling network depends on the impedance level
at the coupled location. For example, an effective 500V load at a circuit location
with an impedance level of 50V has a minimal effect on the gain margin or loaded
Q ; however, the same load across the resonator at a high impedance level in the
oscillator may have a significant effect.

In monolithic circuits, a high impedance buffer amplifier couples out the oscilla-
tion. In this case, the gate capacitance of the buffer-amplifier transistor loads down
the circuit. Consequently, this loading should be taken into account, especially for
high-frequency oscillators.

4.2.4.3 Negative-Resistance Response

Understanding how a negative-resistance oscillator works is important in trouble-
shooting many applications where the oscillating feedback path is not clear. It is
not obvious that a feedback path can exist from a single node connection; however,
negative-feedback oscillator theory shows how this is possible.

A negative-resistance oscillator example illustrates how this oscillator works.
The negative-resistance oscillator is connected to an external resonator on a PCB.
An inductance in the gate of a transistor produces a negative resistance.

Figure 4.56 shows the SPICE schematic for the negative-resistance oscillator
with the 0.72-mm gate-length process with a 5-V supply analog model for the
transistor. This common-gate transistor topology is often used to build compact
VCO circuits. The inductor L2 adjusts the amount of negative resistance. The
transistor and circuit values listed in Figure 4.56 are appropriate for an oscillator
operating near 1 GHz. The series circuit Rv − Cv represents the varactor device



210 Components, Part 1—Dividers and Oscillators

Figure 4.56 Schematic for negative-resistance oscillator.

that provides a variable capacitance for oscillator tuning. L1 provides the inductance
to complete the tank circuit on the left-hand side of the figure. The simple parallel
combination of resistor R1 and inductor L3 represents the output circuit. This is
usually an interstage or output amplifier circuit designed to meet specific conditions
for load matching, harmonic rejection, or both. These more ambitious output
circuits are not considered here.

Evaluating the impedance (or admittance) at the circuit plane between the
negative resistance of the transistor on the right-hand side of Figure 4.56 and the
LC tank on the left-hand side identifies the conditions for oscillation. The element
Zamp refers to the series impedance looking into the transistor source. The imped-
ance Zres refers to the complex impedance presented by the varactor and inductor.
The threshold for circuit oscillation occurs when the impedance sum at the plane
between the LC tank and the transistor is zero.

The sum of the real parts must be less then zero (Rres + Rneg < 0) and the sum
of the imaginary parts must equal zero (Xres + Xamp = 0) to have an oscillation
from negative resistance. At this point in threshold oscillation, circuit conditions
are linear. So, a linear simulator like SPICE ac analysis can be utilized. While the
equations must be precisely satisfied at the exact threshold of oscillation, a linear
circuit analysis that finds net negative resistance over the desired frequency range
will assure that the circuit is capable of oscillating over that range [11].

Figure 4.57 shows the real part of the impedance presented to the resonator
from the transistor. It also shows that the resistance starts out positive at 500 MHz
and goes negative at 900 MHz. This characteristic verifies the correctness of the
simulation since a minus-sign error can occur easily. A plot with an error would
never go negative. For real resistances less than the 2V in the resonator, the circuit
has enough gain to oscillate. So this satisfies one of the conditions for oscillation.

Figure 4.58 shows a plot of the imaginary part for the amplifier and the
resonator. At 1,150 MHz, the imaginary parts cancel out. Consequently,
1,150 MHz should be the frequency of oscillation. In addition, the simulations show
that a net negative resistance is observed at various frequencies as the transistor gate
circuit inductance L2 is varied. Consequently, L2 is varied to change the negative
resistance to operate at frequencies in the desired operating range.

The previous figures have shown a negative resistance from 1 to 3 GHz.
Consequently, any resonance between 1 and 3 GHz will cause this circuit either
to oscillate or to have a long ringing response.
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Figure 4.57 Plot of the real part of the impedance looking into the transistor and away from the
resonator.

Figure 4.58 Plot of the imaginary parts of the impedances for the amplifier and the resonator.

Next, a transient analysis is done in SPICE for confirmation. Figure 4.59 shows
the resulting (1-GHz) oscillations. This figure shows a 4.5-V output swing at an
output frequency of approximately 1 GHz. At 0.5 ns, an initial impulse is given
to the circuit to get the oscillation started, which models the effect of noise that
would occur in silicon.
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Figure 4.59 Startup transient response of the negative-resistance oscillator.

4.2.5 LC Multivibrators

Modern telecommunications systems, for example, cellular telephones, have caused
an increase in RF integrated circuits. Several receiver building blocks can already
be integrated on a single die. These include mixers [12, 13], low-noise amplifiers
[14], and so forth. Frequency synthesizers used in modern telecommunications
systems require very low phase noise. Therefore, in the design of high-performance
frequency synthesizers using PLLs, the VCO becomes the key component in meeting
phase-noise requirements.

The trend toward monolithic integration poses some major challenges. The
toughest challenge lies in the design of a completely integrated, low-power, low-
noise, wide-tuning-range VCO that achieves the low-phase-noise specifications of
most mobile telecommunications systems. The very narrow channel spacings used
in cellular telecommunications networks, such as the European Global System for
Mobile Communications (GSM) system, make low phase-noise levels a requirement.

For example, one of the requirements specifies a single-sided spectral-noise
power density of −100 dBc/Hz at 10 kHz from the carrier. At the moment, an LC-
tuned oscillator with an external inductor achieves this phase-noise level. From
the high-frequency requirements, this is the only type of oscillator that generates
a pure enough signal to meet the spectral requirement.

Ring oscillators also operate at several gigahertz in silicon bipolar technologies
[15, 16] or in the 900-MHz range in CMOS [17, 18]. But, in general, LC-tuned
oscillators have much lower phase noise because of the bandpass filtering character-
istic of the LC-tank that reduces the phase noise. Ring oscillators suffer from
switching transients that introduce glitches into the power supply and have a Q of
1. Consequently, a ring oscillator has a worse phase noise than LC-tuned oscillators,
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which have low switching transients because of the LC tank resonance response
and a Q greater than 10. The Q ratio of 10 to 1 gives the LC-tuned oscillator a
20-dB lower phase noise [19].The LC multivibrator has been the most popular
choice of VCO for meeting GSM specifications. Consequently, we will analyze the
characteristics of this VCO.

Figure 4.60 shows the basic circuit building block for the MOSFET LC oscilla-
tor. It has a cross-coupled pair of FETs (M0 , M1) with an inductor load. The
inductor resonates with the FET gate and drain junction capacitance to determine
the oscillation frequency. The FET pair presents a negative resistance of −1/gm
across the two drain terminals, which overcomes inductor loss. Saturation in the
large-signal I-V characteristic of the FET pair limits the oscillation amplitude.
Equation (4.18) computes the oscillation frequency:

vo = 1/√LC (4.18)

To oscillate, R must be greater than the abs(1/gm ). So, if 1/gm = 50V, then an
R of 500V or greater would be necessary for oscillation. This assumes a 10-to-1
ratio padding to avoid losing oscillation over process, voltage, and temperature
[20].

Let’s mathematically describe the waveforms in the oscillator. Figure 4.61
shows the theoretical switching transient of waveforms in the oscillator and what
they look like in the frequency domain. From doing Fourier series analysis, (4.19)
computes the current at the fundamental frequency of oscillation:

I1 = 2IT /p (4.19)

From Ohm’s law, (4.20) computes the voltage across the load resistance at the
fundamental frequency of oscillation:

V1 = 2R ? 2IT /p = 4RIT /p (4.20)

Figure 4.60 Schematic of LC multivibrator building block with SPICE test harness.
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Figure 4.61 Time-domain and frequency-domain plots of the waveforms in the oscillator. (From:
[20].  2001 Abidi. Reprinted with permission.)

Adding the dc bias to the output node gives (4.21) for the output voltage waveform
[8]:

Vout = Vdd ± 4RIT /p (4.21)

Figure 4.62 shows the waveforms from the SPICE simulation of the oscillator.
The top two waveforms show the current in the differential pair transistors. The
current waveforms are opposite in phase. The bottom waveform shows the output
of the VCO. The output shows a 1.4-V peak-to-peak voltage swing at a frequency
of 1,050-MHz with a 5-V tune voltage. Setting the tune voltage to 0V produces
an output frequency of 928 MHz. This computes a 24.4-MHz/V VCO gain
[(1,050 MHz − 928 MHz)/5V].

Next, we look at the power-supply ripple rejection. Figure 4.63 shows the
variation in period versus an injected sine wave on the supply with a frequency of

Figure 4.62 SPICE simulation time-domain waveforms of the LC multivibrator.
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Figure 4.63 Period waveform versus time for injected sine wave on the power supply.

33 MHz and 1-Vpp amplitude. Noninteger harmonics of the output frequency are
selected for injection to prevent injection locking of the VCO. The PLL is usually
sensitive to frequencies between 1 and 20 MHz and especially around the 0-dB
crossover frequency of the loop. With the application of the injected sine wave,
Figure 4.63 shows that the output frequency varies from 1,008 to 1,025 MHz with
1-Vpp on the power supply. This computes to a 17 MHz/V [(1,025 − 1,008
MHz)/1V] power-supply sensitivity.

Next, we can compute the VCO phase-noise curve from simulation of the
oscillator amplifier noise. Connecting the LC multivibrator as an amplifier allows
measurement of the gain of the amplifier, the thermal noise floor, and the 3-dB
corner-frequency location of the beginning of flicker noise. The example has a gain
of 8 dB, a thermal noise floor of −167 dBV/Hz, and a flicker corner frequency of
2 MHz for 5V on the control line. The LC multivibrator has a Q of 10. The
inductor Q is the main limitation on higher Q. Finally, the oscillator has an output
frequency of 900 MHz. Substituting these values into (4.22) (Leeson’s equation
from Section 3.2.4) produces the VCO phase-noise curve in Figure 4.64:
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From this equation phase-noise improvements can be determined. For example,
lowering the gain of the delay element, increasing the gate width W, and increasing
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Figure 4.64 Phase-noise curve of the LC multivibrator from Leeson’s equation.

the output voltage swing will reduce the far-from-the-carrier phase-noise levels.
Increasing the gate length L will reduce the flicker corner frequency.

Figure 4.64 shows the phase-noise curve estimate using Leeson’s equations
from SPICE noise analysis of the oscillator amplifier. Figure 4.64 shows −135
dBc/Hz at 3-MHz offset frequency, which is close to the GSM specification of
−139 dBc/Hz. The curve shows a 30-dB/dec slope with one break point at approxi-
mately 5 MHz. A break-point change from 30 to 20 dB/dec identifies the location
of the flicker corner frequency. The curve slopes down until it hits the thermal
noise floor at −160 dBc/Hz and about 80-MHz offset frequency.

To summarize, the last few sections showed several different types of oscillators
that can be used for VCOs. Several key parameters for the VCOs are summarized
in Table 4.2. Each VCO has advantages and disadvantages, but not one of them
matches all the ideal requirements for a synthesizer. From the listing of these key
parameters, it is easy to see that the selection of the VCO determines about 60%
to 80% of the ideal requirements for a synthesizer. Consequently, we have to be
very careful in selecting the best VCO to fit the application of interest.

4.3 Reference Oscillators

A frequency reference source is one of the most important elements used in fre-
quency synthesis with a PLL. The reference source determines the stability and
accuracy of the synthesized signal and contributes to phase noise (jitter) and spuri-
ous outputs associated with the signal.
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Table 4.2 Summary of Key VCO Parameters

Close-in
Phase Noise

Frequency Far-Out at 1-MHz
Range Voltage Current PSRR Phase Noise Offset

Type (MHz) Swing Spikes (ma) Linearity (%) Gain (MHz/V) (dBc/Hz) (dBc/Hz)

Current starved single ring 3–110 5 1 30.9 20–150 MHz/V 150 −142 −97
Differential ring 200–500 0.2 2.2 840 MHz/V 90 −110 −95
Multivibrator 10–50 3 0.03 1.9 1.5 GHz/A 13.5 −132 −110
LC multivibrator 928–1,050 1.4 24 MHz/V 17 −160 −125
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This section describes the basic design principles and operation of these devices.
First, crystal oscillator specifications will be discussed. Then, desirable characteris-
tics of the crystals themselves will be discussed. The design of the Pierce crystal
oscillator with its design equations is shown. Equations for stability of the oscillator
are presented and are followed by equations for the startup time. Then, the relation-
ship between stability and startup time is shown.

A crystal resonator consists of a thin slab of quartz with electrodes plated on
both sides. The piezoelectric effect links the mechanical and electrical properties
of the resonator. A mechanical deflection of the quartz slab creates an electrical
charge on the electrodes. Similarly, applying a voltage to the electrodes causes a
deflection. Consequently, a sinusoidal electrode voltage produces a sinusoidal
mechanical vibration in the crystal. Off resonance, the crystal response is small but
increases greatly as the excitation frequency approaches the resonant frequency of
the crystal. Crystal Q determines the magnitude of the increase. Actual displacement
is miniscule—generally only a few atomic diameters. An external amplifier replaces
energy dissipated by losses in the crystal in order to maintain oscillation [21].

A typical specification for a reference oscillator may consist of the following
[22]:

• Center frequency;
• Long-term frequency stability (aging);
• Short-term frequency stability;
• Frequency stability with temperature and power-supply variations;
• Frequency accuracy;
• Warm-up time;
• Frequency tuning;
• Spurious outputs;
• Phase noise.

These specifications may have to be met by the PLL designer, or the designer will
have to generate a specification for a vendor to build the oscillator.

The following discussion explains the less obvious specifications in more detail.
Long-term frequency stability or aging specifies frequency drift over a 24-hour
period. Short-term frequency stability specifies frequency drift over a 1-second
period. A frequency accuracy specification with no restrictions assumes that the
frequency is set at the time of shipment at room temperature, nominal power-
supply voltage, and nominal load. The frequency accuracy decreases with longer
times between applications of power to the circuit. Consequently, the accuracy of
the oscillator when the user receives it is not the accuracy that was set at the
factory. Determining this requirement is closely related to warm-up time and will
be discussed next.

The response characteristic of the oven temperature-control circuit determines
the warm-up time of a crystal oscillator placed in an oven. The selection of control-
circuit parameters compromises between speed of response and circuit stability.
An overdamped system has a stable slow response. An underdamped system has
a fast response with ringing, which gives an unstable oven temperature and oscillator
frequency until the ringing subsides. For fast warm-up time and good accuracy,
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the specification should include the accuracy to be achieved at a specific time after
turn-on. After turn-on, limits on short-term frequency drift (ringing) thereafter
should be specified. In addition, the length of the turn-off period that maintains
the accuracy requirements should be specified. The oscillator oven usually has dc
power applied at all times independently of the synthesizer operational status when
the warm-up time, frequency accuracy, and turn-off period requirements cannot
be simultaneously met.

Maintaining frequency accuracy over a long period may require periodic fre-
quency tuning of the oscillator. Consequently, the resolution, total range, and type
(manual or electronic) of the oscillator tuning mechanism should be specified.

From his own synthesis approach and the spurious-signal requirement for the
synthesizer, a synthesizer designer should compute and specify the allowable level
of spurious output signals from the reference oscillator. Familiarity with the
approach used to derive the oscillator output frequency will help in making practical
decisions about the spurious levels. Stringent requirements may make it impractical
to filter all spurious signals out because of the limited space in the oven. Conse-
quently, the designer may have to provide additional filtering of his own external
to the oscillator. Finally, identifying the type of spurious signal, such as AM, FM,
or non–harmonically related, may be helpful in designing the filter and help reduce
cost.

Defining the phase-noise performance of the reference oscillator at offset fre-
quencies of interest to the designer will help meet the phase-noise requirements of
the overall synthesizer. If none of the standard models meets the requirements,
narrowband crystal filter design can be used to do the additional filtering of the
phase noise. Variation in phase noise for reference oscillators with equal perfor-
mance and price has been found to vary by more than 6 dB from one manufacturer
to the next [22]. The design technique for developing a low-phase-noise oscillator
uses a very narrow-bandwidth crystal filter, followed by a low-noise amplifier.

Table 4.3 shows a list of reference oscillators from the least accurate and
simplest circuit to the most accurate and most complicated circuit. The designer
selects the accuracy required. Now let’s list the other types of reference oscillators
that are not shown in Table 4.3:

Table 4.3 Hierarchy of Reference Oscillators

Oscillator Type Accuracya Typical Applications

Uncompensated crystal oscillator 1E−4 to 1E−5 Computer timing
(XO)

Analog temperature-compensated 1E−6 Frequency control in tactical radios
crystal oscillator (TCXO)

Microcomputer-compensated 1E−7 Spread-spectrum (ECCM) system clocks
crystal oscillator (MCXO)

Oven-controlled crystal oscillator 1E−8 Navigation systems clock and frequency
(OCXO) standard, MTI radar

Atomic frequency standard, 1E−9 Bistatic/multistatic radar, CCC satellite
rubidium-crystal oscillator terminals
(RbXO)
aAccuracy includes the effects of military environment and one year of aging.
bSizes range from less than 1 in3 to greater than 2,000 in3.
cCosts range from less than $10 to more than $40,000.
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• VCXO: Voltage-controlled crystal oscillator;
• TCVCXO: Temperature-compensated voltage-controlled crystal oscillator;
• OCVCXO: Oven-controlled voltage-controlled crystal oscillator.

Let’s describe the reference-oscillator types. A simple XO does not provide a
means for reducing the changing frequency-versus-temperature characteristics. In
a VCXO, a voltage-controlled capacitor changes the phase around the loop, which
changes the operating frequency of the oscillator. In a TCXO, the output signal
from a thermister generates a voltage that is applied to a varactor in the crystal
network. The reactance variations compensate for the frequency changes over the
temperature of the crystal. This compensation provides up to twentyfold improve-
ment over XOs. In an OCXO, a stable oven maintains the temperature of the
crystal and other temperature-sensitive components. The oven temperature is set
to where the crystal’s frequency-versus-temperature curve has a zero slope. This
compensation provides up to a thousandfold improvement over XOs. In an atomic
frequency standard, a voltage-controlled crystal oscillator generates a spectrally
pure 5-MHz output, which has its frequency stabilized by an atomic frequency
discriminator. Using a narrow loop bandwidth preserves the low-noise spectrum
of the VCXO and achieves exceptionally high degrees of accuracy and long-term
stability, which closely approximates an atomic energy transition. This compensa-
tion provides a ten-thousandfold improvement over XOs.

Selection of a crystal requires studying key characteristics of their performance:

• Orientation and temperature coefficient:
• AT versus BT cut;
• SC cut;

• Overtones and spurious signals;
• Drive level;
• Aging.

Unlike amorphous solids, the physical properties of crystals depend upon the
orientation in which they are measured. These materials are called anisotropic. For
example, electrical conductivity can vary by a factor of 100 to 1, depending upon
the direction of measurement. Temperature coefficient is the main concern for
crystal orientation.

Two cuts (AT and BT) have a zero temperature coefficient over a temperature
range near room temperature. AT-cut resonators follow a third-order curvature
with a zero-crossing inflection point at 25C. Standard frequency versus temperature
specifications are ±50 ppm from −20C to +70C. AT-cut crystals are used in funda-
mental (3.5 to 40 MHz) and overtone (40 to 70 MHz) modes [23].

Design specifications determine the plate thickness to be 66.4 mils/(output
frequency in megahertz). Flexure and face shear coupling set the width-to-thickness
design ratio. Process design limits of 0.02-inch thickness at low frequencies and
0.000166 inch thick at high frequency (40 MHz).

Furthermore, for overtone crystals, coupling restricts the upper frequency limit
to 70 MHz. The harmonically and nonharmonically related spurious modes require
tighter tolerances for repeatable device performance.
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BT-cut resonator curves follow a parabolic curve with the maximum frequency
nearly at room temperature. The frequency decreases at both high and lower
temperature. Standard frequency versus temperature specifications are (150 ppm
from −20C to +70C. BT-cut crystals are only used in the fundamental mode (30
to 45 MHz), are lower in cost than the AT-cut crystals, and are 1.521 times thicker.

Inverted mesa crystals use an etching technique to produce bilevel resonators.
The thicker lapped portion is used for mounting support. The thinner etched portion
contains the electrode. Fundamental crystals have frequency ranges from 60 to
120 MHz, and third overtones have a frequency range up to 350 MHz.

For ovenized oscillators, SC-cut quartz has improved performance over an
AT-cut crystal. The SC quartz has improved frequency versus temperature coeffi-
cients (±5 ppm) and a higher turn point temperature (95C), and has less sensitivity
to abrupt temperature changes.

Desirable crystal characteristics should include low-resistance crystals for better
stability and reliability, but they are more costly than high-resistance parts. Next,
load capacitance is specified as the amount of capacitance placed in parallel with
the lead of a crystal that will cause the oscillator to operate. Stray capacitance
around the board and the package capacitance contribute to the load. Typical values
are 5–10 pF. Proper selection of C1 and C2 requires that these stray capacitances be
considered for all calculations.

Crystal drive (given in milliwatts) represents the energy dissipated by losses in
the crystal. Overdrive of the crystal causes excessive heating that changes the crystal
temperature and frequency. Further increase in the drive increases the mechanical
movement of the crystal. Ultimately, the crystal fractures. AT-cut crystal frequency
rises slightly with drive level, and BT-cut frequency lowers slightly with drive level.
Furthermore, AT-cut crystals have a tendency to mode-hop or break up over
temperature at drive levels of approximately 2 mW. Typical AT-cut crystals have
drive levels in the 10–100-mW region. In contrast, SC-cut crystals have drive levels
as high as 8 mW without difficulty. This higher drive level allows far-from-the-
carrier phase-noise improvement over AT-cut crystals. The increased drive level in
SC-cut crystals improves the far-from-the-carrier phase noise by 10 dB.

Movement of mass to or from the crystal blank and the relaxation of stresses
cause crystal aging (a slow, long-term frequency drift). Cleanliness improves the
first problem. Extensive cleaning and handling procedures, a clean production
environment, gold-plated housings, and low out-gassing bonding materials all con-
tribute to low aging rates. Aging is also a function of blank mass. For this reason,
a 10-MHz crystal has better aging than a 100-MHz crystal.

4.3.1 Oscillator Circuits, Stability, and Startup Time

The Pierce crystal oscillator is widely used among CMOS designers. Understanding
the conditions for oscillation helps designers adjust their designs to maintain oscilla-
tions over voltage, process, and temperature variations. In addition, IC designers
need to know when the output of the crystal oscillator from power up is high
enough to start reliably running the software on the chip.

Figure 4.65 shows the typical Pierce crystal oscillator schematic in CMOS
technology. Figure 4.66 shows the small-signal equivalent circuit for the oscillator.



222 Components, Part 1—Dividers and Oscillators

Figure 4.65 Pierce crystal oscillator schematic in CMOS technology. (From: [24].  2001 IEEE.
Reprinted with permission.)

Figure 4.66 Small-signal equivalent circuit of oscillator. (From: [24].  2001 IEEE. Reprinted with
permission.)

In the equivalent circuit, L and C are the motional components of the resonator,
and R represents the losses. C1 and C2 are the capacitances necessary to form the
oscillator. C0 comprises the capacitances parallel to the resonator. The trans-
conductance gm in Figure 4.66 is the sum of the transconductances of the driver
transistors p and n. The conductance g0 represents the conductance of the feedback
resistor R0 . The conductance g1 represents the input conductance of the drive
transistors. For a CMOS inverter, the input conductance is very low and can be
neglected in the analysis. The conductance g2 represents the output conductance
of the drive transistors [24].
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4.3.2 Equations for Oscillation

Equations are now presented that model the current as a function of time in the
oscillator, determine the stability of the oscillation, and compute the startup time.
First, equations for the current as a function of time are presented. Equation (4.23)
shows the La Place transform of the current in the oscillator circuit:

i(s) =
b0s2 + b1s + b2

d0s3 + d1s2 + d2s + d3
(4.23)

where

b0 = 1

b1 =
R
L

+ s1 +
di(0)
i(0)

b2 = FR
L

+
di(0)
i(0) Gs1

d0 = 1

d1 =
R
L

+ s1

d2 =
1

LCp
+

R
L

s1

d3 =
s1
L S 1

C0
+

1
C D

CT = C0 +
C1C2

C1 + C2

1
Cp

=
1
C

+
1

CT

s1 =
gm

C1 + C2

C0
CT

The current as a function of time is described by the inverse transform of (4.23).
The solution uses the method of Cardan [24]. Equation (4.24) shows the general
form of the solution:

i(t) = i(0)Hk1esa t + ea t [k2 sin(b t) + k3 cos(b t)]J (4.24)

where

b =
1

√LCp
;

a = exponential growth coefficient.
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The values of k1 , k2 , and k3 depend on the initial conditions for current and the
initial derivative of the current. Beta is the radian frequency of oscillation. The
first term decays in time, and the exponential evolution of the second term is
characterized by the coefficient a . If a ≤ 0, the circuit will not oscillate [21].

4.3.3 Stability of Oscillation

In this section, we will determine if the conditions for oscillation exist in the circuit.
If the circuit oscillates, we will also determine how close the circuit is to not
oscillating. An example will help in the explanation. Table 4.4 shows the values
that a crystal manufacturer will give you. Most crystal manufacturers will not give
inductance information. Consequently, (4.25) is used to make the calculations:

L =
1

v2C
(4.25)

Table 4.5 shows the values that semiconductor foundries will give for an amplifier.
Negative-resistance analysis of an oscillator is an impedance method for com-

puting the stability of an oscillation. Rearranging the small-signal equivalent circuit
for the Pierce oscillator in Figure 4.66 produces the equivalent circuit for negative-
resistance analysis in Figure 4.67. This figure shows two impedance groups. One
impedance group, which we will designate as the resonance group, consists of only
the crystal resonance components R, L, and C. All other components, including
the amplifier, are in the second impedance group, which we will designate as the
amplifier group.

The impedance of the amplifier group consists of a negative imaginary part
indicating net capacitance and a negative real part. The negative real part, which
is a synonym for the gain of the amplifier, indicates the potential for the circuit
to oscillate. If the magnitude of the negative resistance at the frequency of resonance
is greater than the crystal resistance, the net resistance will be negative. The net
negative resistance causes an oscillation at the frequency where the inductance of
the crystal cancels the capacitance of the surrounding circuitry. Equations (4.26)
and (4.27) express these conditions [25]:

Re Z + Re Ze = 0 (4.26)

Table 4.4 Example of Crystal Parameters from a
Vendor

R Co C1 C f

75 3 pF 10 pF 8 fF 4 MHz

Table 4.5 Example of ASIC Amplifier Parameters from a
Semiconductor Foundry

gm g2 Ro Vdd Vt

10 ma/V 10E−6 mhos 1.0 MV 5V 0.75
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Figure 4.67 Equivalent circuit for Z (resonator group) and Ze (amplifier group). (From: [21].
 2001 IEEE. Reprinted with permission.)

Im Z + Im Ze = 0 (4.27)

Now equations are presented to compute the impedance of the two groups.
First, some terms are defined. Equation (4.28) computes the modified C2 capaci-
tance in Ze :

C2 mod = C2
(vC2)2 + g 2

2

(vC2)2 + gmg2
C2
C1

(4.28)

Equation (4.29) computes the negative resistance:

Rn =
gm

C2
C1

− g2

(vC2)2 + g 2
2

− 1 (4.29)

With C2 mod and Rn defined, (4.30) computes the real part of the impedance
Ze presented to the resonator:
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Re Ze = (4.30)

v2(C1C2mod )2Rn (1 + Rngo ) + go (C1 + C2mod )2

[−v2CoC1C2modRn + go (C1 + C2mod )]2 + v2[Co (C1 + C2mod ) + C1C2mod (1 + Rngo )]2

With the real part of the amplifier group computed, (4.31) computes the inverse
of the exponential coefficient for the growth of oscillation:

a =
R + |Re Ze |

2L
(4.31)

The coefficient alpha characterizes the evolution of the oscillation current. Higher
alphas mean faster growth and faster startup time. Equation (4.26) computes the
time constant for the growth factor:

t =
1
a

(4.32)

Table 4.6 shows the calculated values for the example.
Figure 4.68 shows the variation of growth coefficient alpha with gm in (4.24)

and (4.25). This figure shows several characteristics about oscillators. First, the
oscillator will not start for an alpha of zero. The figure shows a zero value for
alpha at low gm and high gm . Consequently, too little gain or too much gain will
prevent oscillation. In addition, the fastest startup time is for a gm at the optimum

Table 4.6 Example Calculated Values for the Exponential Growth
Coefficient

L C2mod Rn Re Ze a t

200 mH 9.9 pF −160V −37 280 4 ms

Figure 4.68 Variation of the exponential growth coefficient with the transconductance of the
amplifier.
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point. Finally, maximizing alpha and operating at the optimum gm provides the
greatest margin for maintaining a working oscillator over temperature and process
[24].

For design purposes, it is easier to compute gm minimum, maximum, and
optimum rather than generating an alpha-versus-gm curve. Equation (4.33) com-
putes the total parallel capacitance to the resonator:

Ct = Co +
C1C2

C1 + C2
(4.33)

Substituting (4.33) into (4.34) computes the minimum amplifier gm for oscillation:

gm_min =
(C1 + C2)2

C1C2
(vCt )

2R (4.34)

Equation (4.35) computes the maximum amplifier gm for oscillation:

gm_max =
1
R

C1C2

C2
o

(4.35)

Equation (4.36) computes the capacitance (along with the inductance) that deter-
mines the resonant frequency of the circuit:

Cp =
CCt

C + Ct
(4.36)

Substituting (4.36) into (4.37) computes the optimum amplifier gm for oscillation
[24]:

gm_opt =
C1 + C2

√LCp

Ct
Co

(4.37)

Using (4.33) through (4.37) with the example oscillator produces the results in
Table 4.7. In this example, the oscillator is close to not working because it is close
to gm minimum.

4.3.4 Startup Time

Startup time, as shown in Figure 4.69, consists of the amount of time for the
amplifier to start (t1 + ts ) and the amount of time for the oscillations to grow to

Table 4.7 Example Calculation Results for the Minimum,
Maximum, and Optimum Amplifier Transconductance

Ct gm_min gm_max Cp gm_opt

8 pF 12 ma/V 148 ma/V 8 fF 1 ma/V
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Figure 4.69 Illustration of the three characteristic time intervals for the startup of an oscillator.

half the supply voltage peak to peak (tb ). Without the amplifier in operation, there
is no growth in oscillations. Consequently, equations are presented to compute the
startup time for the amplifier. Equations are presented for the amplifier startup
conditions of V1(0) = Vdd and V2(0) = 0. Another possible startup condition is
V1(0) = 0 and V2(0) = 0. The time response shows a transition of the output from
Vdd to 0 that is not shown in the measured data. For convenience, (4.38) normalizes
the voltages:

xt =
Vt

Vdd
(4.38)

On startup from t = 0, the capacitors Co and C1 begin to be discharged by Ro
and have an RC time constant. From t = 0 to t1 , the n and p channel transistors
do not conduct. After t1 , the n and p channel transistors conduct, and the p channel
transistor is in saturation, while the n channel transistor is not in saturation.
Equation (4.39) computes time t1 :

t1 = Ro (Co + C1) lnS 1
1 − xt

D (4.39)

At time ts after t1 , the n channel transistor enters the saturation region, and the
amplifier is operational. Equation (4.40) computes the time at which the n channel
transistor enters saturation:

ts = RoC1F1 − SCo
C1

−
xt

1 − 2xt
D lnS xt

1 − xt
D (4.40)
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Summing the two previous equations, (4.41) computes the total amplifier turn-on
time to operational status:

tamp = t1 + ts (4.41)

Now, let’s study the equations for the exponential growth factor of the oscilla-
tion. Equation (4.42) computes the time constant for the time period when the
p and n channel transistors are not conducting:

to = RoCo (4.42)

Entering the results of (4.42) into (4.43) computes the initial current in the resonator
when the n channel transistor enters the saturation region:

io =
VtC

√LC+ t 2
o

(4.43)

Equation (4.44) computes the time needed by the amplitude from initial conditions
to reach the level of Vdd /2:

tb = t lnSVddvCt
io

D − t ln(2) (4.44)

where

t = time constant of the growth factor [(4.32)].

The level of Vdd /2 is chosen because most flip-flops are designed to begin toggling
at this amplitude level. Equation (4.45) computes the total startup time due to the
amplifier and the resonator [24]:

ttot = tamp + tb (4.45)

Table 4.8 shows the calculated values for the example.
A second example is used to do calculations and compare the results with

measured data. For the second example, a 32-MHz dielectric resonator is used
with a 74 HCU04 amplifier. Table 4.9 shows the parameters provided by the
resonator vendor, and Table 4.10 shows the parameters for the amplifier. Substitut-
ing the values into the oscillator equation produces time characteristics of t1 equal
to 1.1 ms, a ts equal to 12 ms, and a tb equal to 87 ms for a total response of

Table 4.8 Example Calculation Results for Startup Time

to io xt t1 ts tamp tb ttot

4.5 ms 1.3 nA 0.15 3.2 ms 17.2 ms 20.4 ms 46 ms 46 ms
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Table 4.9 Example Two of Resonator Parameters from
a Vendor

R Co C1 C f

24.8 ohms 6 pF 12 pF 55 fF 32 MHz

Table 4.10 Example Two of Amplifier Parameters for a 74 HCU04

gm g2 Ro Vdd Vt

20 ma/V 500E−6 mhos 1.0 MV 5V 0.75

100.1 ms. Figure 4.70 shows a startup time of approximately 90 ms, which is a
good correlation.

One of the significances of this correlation is that the startup characteristics
can be used to troubleshoot oscillators. For example, increasing startup time over
a lot of devices shows a degradation in margin to oscillate. This characteristic can
be monitored to make sure degraded devices do not get into the final product.
Another example would be oscillators that fail to start up at all. It is difficult to
troubleshoot circuits when there is nothing to measure. Consequently, a switch
can be added for test purposes to increase the amplifier’s gain significantly to force
the oscillator to start, even though there might be something wrong with the crystal.
Once the oscillator starts in this test mode, the measurement time for starting up
can be measured, and the amount of degradation can be determined.

Next, let’s look at the open-loop response of a crystal oscillator. The advantage
of simulating this plot is that it can be verified in the laboratory. Figure 4.71 shows
a open-loop plot of an example 4-MHz crystal oscillator. The 180° of the amplifier

Figure 4.70 Measured startup-time response for example two of a 32-MHz resonator oscillator.
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Figure 4.71 Open-loop ac plot of a 4-MHz crystal oscillator.

and the 180° indicated on the figure at 4.002 MHz combine to give 360° phase
shift to meet the phase portion of the criterion to oscillate. Consequently, for a
gain greater than 1, the circuit will oscillate at this point.

4.4 Summary

This chapter discussed detailed designs of programmable dividers, VCOs, and
crystal oscillators. Design techniques of programmable dividers were discussed.
Programmable dividers, pulse-swallowing counters, and fractional dividers were
the type of dividers covered. Techniques were shown to prevent a PLL from hanging
up on one of the power rails. A high-speed dual modulus prescaler with the pulse-
swallowing technique isolates the high-frequency performance to a few D flip-
flops. Optimizing the speed of these D flip-flops improves the performance of the
whole chip.

This chapter showed that VCO performance accounts for most of a PLL’s
characteristics. An example current-starved ring oscillator was characterized to
show the performance trade-offs. The ring was shown to have a very nonlinear
tune-voltage-versus-frequency curve that restricted its frequency range and could
cause moding. Then, the ring oscillator’s phase-noise curve from simulation of the
oscillator amplifier noise was computed. Next, the availability of quadrature out-
puts and 50% duty cycle were shown to make differential ring oscillators desirable
for clock-recovery circuits, and these oscillators have many applications in telecom-
munications. However, it was shown that the voltage drop across the tail-current
transistor makes the output have a low output voltage swing, which can cause
edges to be skipped by the output differential-to-single-ended converter.
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Multivibrators were shown to provide wide frequency range and high-speed
operation because the effects of parasitic components were minimized; however,
it was shown that a multioscillator condition can occur, and the current source
can generate high switching current spikes that can cause interference with other
circuits. Then, LC resonant oscillators were shown to rely on feedback control
through a resonator to generate oscillations. From this feedback-control theory, a
negative-resistance LC resonant oscillator was analyzed to show that a feedback
path can exist from a single node connection. Understanding this concept is
important in troubleshooting many applications where the oscillating feedback
path is not clear. Next, the LC multivibrator was described as the most popular
choice of VCO for meeting GSM specifications. Consequently, the characteristics
of this VCO were analyzed, and it was shown to meet the low-phase-noise GSM
requirements.

Crystal-oscillator design techniques were covered. This chapter showed that
crystal reference oscillators are being incorporated into integrated circuits with the
PLLs. The crystal reference oscillator is one of the more important elements used
in frequency synthesis with a PLL because it determines the stability and accuracy
of the synthesized signal and contributes to phase noise (jitter) and spurious outputs
associated with the signal. This chapter showed the relationship of increasing
startup time with degrading the margin to oscillate, which can be used to trouble-
shoot oscillators. The open-loop response simulation of a crystal oscillator was
explored because it can easily be used to verify the performance of the oscillator
in the laboratory. Techniques for maintaining oscillation and improving startup
time were also discussed.

Questions

4.1 What limits the speed of a programmable divider?
4.2 Why should the input frequency be ramped to test frequency dividers?
4.3 What does the dual modulus prescaler need to be for a pulse-swallowing

divider to have a programmable divider working up to 100 MHz, divide
ratios of 2 to 16, a maximum locked output frequency of 1 GHz, and a
maximum VCO frequency of 1.35 GHz?

4.4 What can you do to get divide-by-4, -5, -6, and -7 for a pulse-swallowing
divider with the programmable divider of 2-to-16 divide ratios, pulse-
swallowing counter divide ratios of 0 to 3, and a divide-by-4/5 dual
modulus prescaler?

4.5 What is the divide ratio, output frequency, and loop natural frequency
for a fractional-N loop with a divide-by-8/9 dual modulus prescaler, a
2-to-16 divide ratio programmable divider, an 8-bit accumulator for the
fractional part, 33 for the word into the accumulator, a 1-MHz reference
frequency, and a 100-MHz maximum frequency for the VCO?

4.6 What is the output frequency for a three-gate ring oscillator with a delay
stage of 100 ps?

4.7 What is the output frequency for an eleven-gate ring oscillator with a
delay stage of 100 ps?
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4.8 What is the output frequency for a three-gate ring oscillator with a delay
stage of 1,000 ps?

4.9 What is the output frequency for a four-gate differential ring oscillator
with a delay stage of 800 ps?

4.10 What is the output frequency for a four-gate differential ring oscillator
with a delay stage of 300 ps?

4.11 What capacitance is needed for a multivibrator at 160 MHz and 1,000
ma of current? Given dv = 1.8V and dt = 1 ns, what is the VCO gain in
Hz/ma at 10 ma and 1,000 ma?

4.12 What capacitance is needed for a multivibrator at 900 MHz and 8,000
ma of current? Given dv = 1.8V and dt = 0.4 ns, what is the VCO gain
in Hz/ma at 8,000 ma?

4.13 Design a Pierce LC feedback oscillator with a 300-MHz output frequency.
Using (4.9) through (4.12), compute L, C1, C2, and C3. Can this oscillator
be fully integrated?

4.14 Design a Pierce LC feedback oscillator with a 10-nH monolithic inductor.
Calculate the output frequency and components C1, C2, and C3.

4.15 What is the startup time, gm minimum, gm maximum, and optimum gm
for a 20-MHz crystal oscillator, given an amplifier circuit with gm of
3.74 ma/v, g2 of 271.7 mmohs, Vdd of 5V, Vt of 0.82V, Ro of 300k, C1
and C2 of 10 pF, and a crystal with Co of 4.7 pF, L of 3.9 mH, R of
7.9V, and C of 16.24 fF?

4.16 What is the startup time, gm minimum, gm maximum, and optimum gm
for a 32-MHz resonator oscillator, given an amplifier circuit with gm of
20 ma/V, g2 of 5 mmohs, Vdd of 5V, Vt of 0.75 V, Ro of 300k, C1 and
C2 of 12 pF, and a crystal with Co of 6 pF, L of 320 mH, R of 14V,
and a C of 77.3 fF?

4.17 What is the startup time, gm minimum, gm maximum, and optimum gm
for a 32-kHz crystal oscillator, given an amplifier circuit with gm of
5 ma/V, g2 of 33.3 nmohs, Vdd of 4V, Vt of 0.8 V, Ro of 6,000k, C1
and C2 of 9 pF, and a crystal with Co of 1.5 pF, L of 11.8 kH, R of
32 kV, and a C of 1.99 fF.
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Components, Part 2—Detectors and
Other Circuits

In Chapter 4, we discussed dividers and oscillators. In this chapter we discuss
detectors and other circuits that support PLLs. Detailed designs of phase detectors,
lock detectors, and acquisition aids are studied.

Phase detectors are studied because understanding how phase detectors work
is one of the major keys to understanding how PLLs work. Many systems use the
lock detector to reset the system. This is a disastrous change to the operation of
most systems. In a PLL, a reset can start the loop operating at a very low frequency
(or with no output), which will then acquire lock at the normally much higher
output operating frequency. Consequently, a small phase shift in the PLL that
would marginally affect the system can cause a huge disruption in the operation
of the system if a reset occurs. The key to lock detection is to alarm on behavior
that shows that the PLL is broken. Quadrature phase detection, time-window edge
comparison, tune-voltage window comparator, and cycle-slip detection are the
lock-detection methods that are covered.

Open-loop sweep, closed-loop sweep, and discriminator-aided acquisitions are
the methods that are covered. The phase/frequency detector uses discriminator-
aided acquisition and is the most popular choice. Clock-recovery circuits cannot
use phase/frequency detectors. Consequently, these circuits require an acquisition
aid. Understanding the design details and trade-offs in these components is critical
in designing monolithic PLLs.

A charge pump and operational amplifier provide a method to convert the
differential up and down outputs of the phase/frequency detector to a single-ended
positive and negative voltage source that charges and discharges capacitors in order
to control the VCO in a PLL. These components also are used in synthesizing the
loop compensation. For this function, the component that most closely models an
ideal integrator is the best choice. Several different charge pump architectures are
presented, and trade-offs between each are discussed. Then, operational amplifiers
are presented. The evolution of operational amplifier architectures to the one that
best fits a PLL is shown. Finally, trade-offs between charge pump and operational
amplifier compensation designs are studied.

5.1 Phase Detectors

The phase detector in a PLL compares the reference-oscillator frequency with the
VCO frequency and develops an error voltage for the loop to process. Consequently,
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phase detector components have a critical impact on the performance of a PLL.
Tracking range, acquisition range, loop gain, and transient response depend on
the characteristics of the phase detector. The major characteristics of a phase
detector include the input phase-difference range, the response to a frequency
difference, the sensitivity to input amplitude, and duty cycle.

This section begins by presenting the linear phase detector equations and a
figure of merit for comparing phase detectors. Then, a variety of analog and digital
devices for phase detection are presented, and the variety of different characteristics
are studied. Some have a simple topology, others operate at high frequency, and
still others have a very low content of undesirable signals in their output. Mixers,
exclusive-OR gates, RS latches, flip-flops, and phase/frequency detectors are pre-
sented. They represent the major types that are used to detect phase error in
integrated circuit PLLs.

5.1.1 Linear Model

Developing a linear model will help our discussion of phase detectors by giving us
a standard for comparing the different types of phase detectors. Equation (5.1)
establishes a linear model with an offset for a phase detector:

Vd = Kdue + Vdo (5.1)

where

Kd = phase detector gain (V/rad);

ue = phase error of the VCO output relative to the input signal;

Vdo = offset voltage, or ‘‘free-running voltage.’’

This linear model breaks down for large enough ue (phase error). The values
of ue for which the linear model is valid define the range of the phase detector. Range,
offset, and gain characteristics distinguish the differences between the detectors. A
large offset with respect to the gain of the detector ruins the effectiveness of the
detector. Consequently, a figure-of-merit ratio will help compare the effectiveness
of each detector circuit.

5.1.2 Phase Detector Figure of Merit

Is an offset Vdo = 193 mV too large for a phase detector to be effective? The
amount of output voltage per radian, which is the gain of the phase detector Kd ,
determines the usefulness of the phase detector. Therefore, the ratio of output
voltage gain to offset voltage, Kd /Vdo , indicates the size of the offset. We will call
this the figure of merit, M, of the phase detector as shown by (5.2):

M = Kd /Vdo (5.2)

For example, a phase detector with a gain of 5 V/rad and an offset of 193 mV
produces a figure of merit M = (5 V/rad)/(193 mV) = 26. A phase detector should
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reasonably be expected to have M ≥ 15, and M as high as 500 is possible with
careful matching.

Range, offset, and gain characteristics distinguish the differences between the
detectors. However, they all share the same characteristics as a multiplier. A multi-
plier has the characteristics of a phase detector by the trigonometric identity in
(5.3):

sin(A) cos(B) = 0.5 sin(A − B) + 0.5 sin(A + B) (5.3)

We already studied this equation in Section 2.2, but we will review it here and
adjust it for our linear model of a phase detector. Applying the trigonometric
identity for products of a trigonometric function to the multiplication of two signals
(at frequencies RF and LO) produces (5.4):

V1(t)V2(t) = Vp1Vp2 0.5[cos(v rf t − v lo t + ue ) + cos(v rf t + v lo t + ue )]
(5.4)

Eliminating the high-frequency product with a lowpass filter yields (5.5):

V1(t)V2(t) = Vp1Vp2 0.5[cos(v rf t − v lo t + ue )] (5.5)

= Vpbeat cos(vbeat t + ue ) (5.6)

where

vbeat = v rf − v lo for v rf > v lo ;

Vpbeat = Vp1Vp2 × 0.5 × mixer losses;

Vpbeat = resulting voltage level after mixing (V).

The derivative of (5.6) calculates the incremental phase slope. For the mixer
operating with a 0 frequency difference (vbeat = 0, which is dc) and 90° phase
shift, the derivative of (5.6) produces (5.7) and (5.8):

Kd (f ) =
d

df
[Vpbeat cos(f )] (5.7)

Kd (ue ) = Vpbeat sin(ue ) (5.8)

Equation (5.8) shows the origin of the phase detector gain and that it relates to
the multiplication of two signals.

For ue equals p /2 rad (quadrature) in (5.8), Kd equals Vpbeat (V/rad). For ue
equals 0 rad in (5.8), Kd equals 0 V/rad. This shows that maximum phase sensitivity
occurs for a 90° phase difference between the input signals, while a minimum
phase sensitivity of 0 occurs for a phase difference of 0°. With the linear model
established, let’s look at the various phase detectors.
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5.1.3 Balanced Mixer

First, we will look at a balanced mixer, sometimes called a double-balanced mixer,
because it is very close to a four-quadrant analog multiplier. Furthermore, we will
begin by looking at diode ring mixers that are used in PCB design because their
operation has been well established. Figure 5.1 shows a diode ring mixer. This
circuit consists entirely of passive components (baluns and diodes). Baluns and
diodes usually compose the major components in a ring mixer for PCB designs.
These components allow operation at extremely high frequencies (>18 GHz) and
across wide frequency range.

5.1.3.1 Diodes

Only devices that have nonlinear current-voltage relationships or that change as a
function of time (are time-variant), or both, cause mixing products. Multiplication
of the two input signals yields one of the mixing products. A switch toggling
between either a short or an open as a function of time makes a time-variant circuit.
Mixers require very fast switching (at the LO frequency). In PCB designs, obtaining
low-noise figure and fast switching speed make Schotkey-barrier diodes the usual
choice in ring mixers. The nonlinear properties of diodes cause mixing products, so
the time-variant and nonlinear properties of diodes help produce mixing products.

Simultaneously applying two or more signals across a nonlinear diode causes
mixing to occur. This action produces single- and multiple-tone intermodulation
products. Two voltages applied in series across a diode cause the current through
it to contain the IF and higher-order intermodulation products of the two voltage
inputs. A lowpass filter after the mixer must significantly reject these products to
have a good phase detector.

5.1.3.2 Baluns

Baluns are the other major components in a ring mixer. Inductive transformers or
a microwave coupling structure are used for baluns. The balun balances the diodes
and interfaces them with the unbalanced system. In addition, the balun current, I,

Figure 5.1 Diode ring mixer and transfer function of output voltage versus phase error.
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matches system and diode impedance and provides interport isolation. The balun
at the LO port provides the IF current return path to ground. Currents in the two
balanced leads of a balun are 180° apart in phase and ±90° out of phase with
respect to ground [1]. The amplitude and duty cycle of the input affect the phase
detector gain. Consequently, these circuits should be used with large input signals.

The mixer circuit in Figure 5.1 operates with any waveform; however, using
a square wave, like the Vo in Figure 5.2, eases understanding of the circuit’s
operation. The switching voltage Vo ‘‘turns on’’ either the bottom two diodes
(D3, D4) or the top two diodes (D1 , D2) depending on the polarity of Vo . A
positive Vo makes the bottom two diodes (D3 , D4) conduct. Vx equals the voltage
at the midpoint of the secondary winding of transformer T2 , which is ground.
Then, Vy = Vi , and Vdavg = 0.5Vy = 0.5 Vi . Similarly, a negative Vo makes the top
two diodes (D1 , D2) conduct. Vy becomes effectively ground. Then, Vdavg = −0.5Vi .
The bottom waveform in Figure 5.2 shows the resulting waveform of Vdavg .

To determine the transfer function for the mixer, several SPICE runs must be
done for several phase errors that cover the range of the detector (p ). Figure 5.3
shows the average output voltage versus phase error for a mixer phase detector.
Each curve is a SPICE run with a different phase-error difference input to the
mixer. A lowpass filter is adjusted to filter out the harmonics of the 5-MHz input
frequencies and not cause long simulation times. In this case, the simulation was
adjusted so that the waveforms settle out in 2 ms with a 50-mV ripple. The remaining
ripple can be minimized by averaging the waveform over the time period from
4 to 6 ms.

Figure 5.4 shows the transfer function plotted for mixer phase detector from
the data shown in Figure 5.3. This figure shows the average detected voltage Vdavg
versus sweeping phase error. As ue increases with time, the average component
Vdavg varies sinusoidally. The maximum of the characteristic equals the phase
detector gain:

Figure 5.2 The switching waveforms in a diode ring mixer phase detector.
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Figure 5.3 Average output voltage (lowpass filtered) versus phase error for a mixer phase detector.

Figure 5.4 Transfer function for a mixer phase detector (average voltage versus phase-error differ-
ence in degrees).
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Vdm = Kd = Vi /p (5.9)

This assumes that both transformers have primary turns equal to secondary
turns. A high signal amplitude Vi keeps Vdm high and gives the best figure of merit.
For the operation as described above, the signal level of Vi should not cause a
diode pair to conduct. This corresponds to Vi ≤ 1.2V for equal transformer ratio.
The fastest slope is at −90° phase shift, and the slope is reduced for shifts
approaching −180° or 0°. For the peak-to-peak voltage of 0.5V, we can calculate
the slope at −90°. From (5.8) this computes to 0.25 V/rad because V peak equals
V peak to peak divided by 2 (0.5/2).

A figure of merit M ≥ 400 can be achieved with well-matched diodes in an
integrated circuit that produce a Vdo of less than 1 mV. If low offset voltage of the
phase detector is achieved, then the active loop filter usually becomes a significant
contributor. The active loop filter can have an offset voltage of 5 mV; however,
high-performance opamps can be used that have an offset as low as 0.1 mV.

In Figure 5.5, two signals with different frequencies (5 MHz and 5.5 MHz)
are connected into a mixer phase detector, followed by a lowpass filter. This
connection produces a sinusoidal output waveform that shows the sinusoidal shape
of the phase detector transfer function. This characteristic waveform will also be
seen in other phase detectors and will explain some of the behavior that can occur.
Figure 5.6 shows the CMOS transistor ring mixer that is equivalent to the diode
ring-based mixer. This connection can easily be integrated while the diode ring
cannot.

Figure 5.5 Waveform that results from two input frequencies into the mixer, showing the shape
of the transfer function.
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Figure 5.6 Schematic of CMOS ring mixer that can be used for a phase detector.

5.1.4 Gilbert Multiplier

The Gilbert multiplier circuit shown in Figure 5.7 also implements a four-quadrant
multiplier. This circuit does not have a balun and can be more easily integrated
into a monolithic circuit.

Figures 5.7 and 5.8 help describe the operation of the circuit. First, Vo splits
the current I to the left as i1 or to the right as i2 , according to the characteristic
shown in Figure 5.8. Vi splits the current i1 into currents i3 and i4 , according to
the characteristic shown in Figure 5.8. A similar characteristic holds for i2 . Similarly,
Vi splits the current i2 into currents i5 and i6 . Combining the four currents produces
(5.10):

Vdavg = (i4 + i6)R1 − (i3 + i5)R2 (5.10)

= (i4 + i6 − i3 − i5)R

where

R1 = R2 = R.

In practical applications, R1 and R2 have different values, which causes a dc offset;
we will discuss this effect later in (5.14) through (5.17).

Now let’s study an equation for the average detected output voltage and its
associated multiplier gain constant. Keeping Vi and Vo in the linear region of the
characteristics in Figure 5.8 (amplitude less than 52 mV) produces (5.11) for the
average detected output voltage Vd .
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Figure 5.7 Schematic of CMOS Gilbert cell mixer.

Figure 5.8 (a) Transfer function for the bottom difference amplifier and (b) the left-hand-side
difference amplifier in Figure 5.7.

Vdavg = KmViVo (5.11)

Km is a constant in volts−1 associated with the multiplier. Studying Figure 5.8
gives us the calculation for the multiplier gain constant. If we assume all the tail
current I goes to i1 and none goes to i2 , i5 , and i6 , then from the transfer function
on the left-hand side of Figure 5.8 (i1 = VoI /52 mV). Again, if we assume that all
the current goes into i4 and none goes into i3 , then from the transfer function on
the right-hand side of Figure 5.8, i4 = Vii1 /52 mV. Substituting the previous
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equation into the last gives i4 = ViVo I /(52 mV)2. Multiplying by R and comparing
the equation to (5.11) gives (5.12) for computing the multiplier gain constant:

Km = RI /(52 mV)2 (5.12)

Equation (5.13) computes the maximum voltage out of the phase detector, which
gives us the phase detector gain for sinusoidal inputs:

Kd = KmViVo (5.13)

From (5.8) Vdmax equals Kd . Now, with the detector gain computed, let’s look at
the offset voltages that occur in the Gilbert mixer.

The mismatch of the transistors and of the resistors is the source of offset
voltages. A mismatch in the transistors causes input offsets Vio of a few millivolts
that add to the inputs Vi and Vo . Similarly, a mismatch between R1 and R2 causes
the other offset to be added to the output. Equation (5.13) computes the effects
of the mismatch:

Voo = (R1 − R2)I /2 (5.14)

Next, let’s compute the average voltage at the output of the detector. Equation
(5.15) computes the total expression for the output:

Vdavg = Km (Vi + Vio )(Vo + Vio ) + Voo (5.15)

= KmViVo + Km XVioVi + VioVo + V 2
io C + Voo

Taking the time average, as we did in going from (5.3) to (5.6), gives (5.16):

Vd = Vdm sin(ue ) + Km (Vio )2 + Voo (5.16)

The dc terms in (5.16) can be combined as an effective offset voltage at the phase
detector output to give (5.17):

Vdo = Km (Vio )2 + Voo (5.17)

Figure 5.9 uses signal flow graphs to summarize these relationships for calculating
dc offset voltage.

Example 5.1

The Gilbert multiplier circuit in Figure 5.7 has a current I = 2 mA and resistance
R = 5 kV. R1 and R2 differ by 2%, and Vio = 5 mV. Find the dc offset Vdo , the
gain of the phase detector Kd , and the figure of merit.

From (5.12) and (5.13), Km = (10V)/(52 mV)2 = 3,698, and Kd = ViVo(3,698).
Kd depends not just on the circuit but on the input levels. The maximum Kd
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Figure 5.9 Signal flow graph of calculations for dc offset in Gilbert mixer. (From: [2].  1991
Prentice-Hall. Reprinted with permission.)

corresponds to Vi = Vo = 52 mV, which is the largest signal that (5.8) holds. Then,
Kd = (52 mV)2 3,698 = 10.0 V/rad.

From (5.14), Voo = (0.02R)I /2 = (100V) 2 mA/2 = 100 mV. Also, Km (Vio )2

= (5 mV)2 (3,698) = 93 mV. Then, by (5.16), the total offset is Vdo = 92 mV +
100 mV = 193 mV. Then, from (5.2), the figure of merit for the multiplier is
M = 10/0.193 = 51.8.

5.1.5 Exclusive-OR Phase Detector

An exclusive-OR logic circuit has essentially the same characteristics as an over-
driven multiplier circuit. Overdriving the multiplier saturates the output at either
a positive value, corresponding to a logic ‘‘high,’’ or a negative value, corresponding
to a logic ‘‘low.’’

A voltage at Vi in Figure 5.1 causes current to flow through either the left or
right leg of the diode bridge, depending on the polarity of Vi . As the signal at Vi
changes polarity, the conducting leg switches to the other side. This switching
action inverts the polarity of a smaller signal at Vo as it appears at the output Vd .
A negative or positive Vi and Vo input makes the output Vd positive. One positive
input, with the other input being negative, makes the output Vd negative. The truth
table for a multiplier is shown in Table 5.1.

Comparing this logic with a truth table as shown in Table 5.2 shows the
multiplier logically functions as an exclusive-NOR gate. Consequently, an over-
driven multiplier is an exclusive-NOR, with ‘‘+’’ corresponding to a logic high (1)
and ‘‘−’’ corresponding to a logic low (0).

Then, an exclusive-NOR gate can be used for phase detection. The transfer
function will have a triangular shape. In addition, an exclusive-OR gate can be

Table 5.1 Multiplier Truth Table

Vi Vo Vdavg

− − +
− + −
+ − −
+ + +
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Table 5.2 Exclusive-NOR Gate
Truth Table

Input Input Output
A B OUT

0 0 1
0 1 0
1 0 0
1 1 1

used. This gate just inverts the output logic. Consequently, a balanced output that
is both positive and negative, where Vdavg = Vbavg − Vaavg , uses an exclusive-OR
output for Vaavg and its complement (exclusive-NOR) for Vbavg . Figure 5.10 shows
a schematic of an exclusive-OR gate. This figure shows that it takes an inverter
and four transistors to make an exclusive-OR gate. This is a minimum of transistor
connections a (total of six transistors).

Figure 5.11 shows two square-wave inputs (A and B) to the exclusive-OR gate
and the resulting output waveform at OUT. To determine the transfer function
for the exclusive-OR phase detector, several SPICE runs must be done for several
phase errors that cover the range of the detector (p ). Figure 5.12 shows these
multiple SPICE runs for 5-MHz reference and VCO frequency inputs. The figure
contains lowpass-filtered output voltages versus phase error for an exclusive-OR
phase detector. Each curve is a SPICE run with a different phase-error-difference
input to the mixer. A lowpass filter is adjusted to filter out the harmonics and
keep simulation times down. For this case, the output waveforms are settled at
2.5 ms. The remaining ripple can be minimized by averaging the waveform over
the time period from 2.5 to 4 ms.

Figure 5.13 shows a plot of the average value of the output as a function of
the phase difference between inputs. The phase error is plotted as the ratio of
phase-error edge difference divided by the input source time period. This average
value, which results from lowpass-filtering the gate output, detects phase error

Figure 5.10 Schematic of an exclusive-OR gate.
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Figure 5.11 Input and output waveforms of an exclusive-OR gate that is used as a phase detector.

Figure 5.12 Lowpass-filtered output of an exclusive-OR gate versus the variation of input phase
error.
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Figure 5.13 Transfer function of exclusive-OR phase detector showing average output voltage
versus fractional phase error.

over a range of half a cycle before it starts repeating. For any input phase error,
the ideal output does not contain any energy at the fundamental input frequency.
At a 90° phase difference for the worst case, the second-harmonic has peak-to-peak
amplitude 1.27 times the peak-to-peak range of the phase detector characteristic.

To generate the transfer function for a phase detector, we put in the same
frequency 5 MHz with varying phase. This transfer function controls the behavior
when the loop is close to lock. When the loop is unlocked, the phase detector has
two different input frequencies. Figure 5.14 shows the PSPICE response of the
detector with two different input frequencies (5 and 4 MHz). Figure 5.15 shows
the unfiltered pulse-width modulation that comes out of the exclusive-OR gate.
When this response is seen in other phase detectors, it shows the phase detector
acting like an exclusive-OR gate or a multiplier with saturated inputs. A PLL uses
the dc average of this waveform to acquire lock. As a rule of thumb, if this
frequency difference is 10 times the loop bandwidth, lock will not be achieved, and

Figure 5.14 Exclusive-OR gate output for inputs with a frequency difference.
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Figure 5.15 Lowpass-filtered (integrated) output of an exclusive-OR detector with a frequency
difference at the input.

a frequency-aided acquisition circuit will have to be used. Between 2 and 10 times
the bandwidth, the loop will lock in an increasing amount of time, depending on
the frequency difference.

Lowpass-filtering the waveform in Figure 5.14 produces the waveform in Figure
5.15. The x-axis is simulation time, and the y-axis is average voltage. The average
voltage was computed in PSPICE by integrating the output voltage [V (2)] over the
input period (0.2 ms) and offsetting the waveform (2.5 × time) to make the resulting
waveform start at 0. The waveform in the figure shows the sawtooth transfer
function and looks similar to the filtered output of the mixer.

So far, we have assumed that the square waves at the input to the detector
have a symmetrical shape. Consequently, the input waveforms have a 50% duty
cycle. Suppose that A has a duty cycle of 20%, and B has a duty cycle of 40%,
as in Figure 5.16. A duty cycle not equal to 50% produces a nonzero, free-running
voltage and reduces Vdm of the phase detector characteristic. If either, or both, inputs
has other than 50% duty cycle, the exclusive-OR phase detector characteristic will
have flat spots, as shown in Figure 5.16. The detailed harmonic content of the
output of this type can be obtained as a function of duty cycle by Fourier analysis
[2]. Using the digital exclusive-OR gate as a phase detector has the advantage of
greater gain Kd , less offset Vio , and greater linear phase range.

5.1.6 RS Phase Detector (Two States)

An RS latch can be used as a phase detector and have similar characteristics to an
exclusive-NOR gate. Figure 5.17 shows a schematic of the RS latch. Figure 5.18
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Figure 5.16 Exclusive-OR average output transfer function with non-50% duty-cycle inputs.

Figure 5.17 Schematic of an RS latch.

shows the expected waveforms for an RS latch used as a phase detector. The figure
shows the input and output signals of the RS-latch phase detector. The input signals
A and B consist of narrow pulses. They connect to the set and reset inputs of a
set-reset latch. The average value of the Q output is proportional to the phase at
A relative to B. This creates a sawtooth transfer function of voltage versus phase
as shown in Figure 5.19. For either input with a finite width, the phase detector
transfer function has a flat spot that corresponds to the width at a corner. For
both inputs with finite widths, the flat spot, or the sum of two flat spots, will be
as wide as the wider input.

Connecting one signal of arbitrary width to the clock input of an edge-triggered
D flip-flop will give the same transfer function as the RS latch without causing the
flat spot. Consequently, one edge of the waveform defines the switching time. The
other input connects to the set or reset input. This signal still must be narrow to
minimize the flat spot.
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Figure 5.18 Input and output waveforms of an RS latch used as a phase detector.

Figure 5.19 Transfer function for an RS latch used as a phase detector.

In the middle of the 360° linear phase range, the Fourier frequency output
component at the fundamental frequency of the input signals has a peak-to-peak
magnitude equal to 1.27 times the peak-to-peak voltage range of the output charac-
teristic, which is Vp-p in Figure 5.18. The exclusive-OR phase detector has very
little spectral energy at the fundamental frequency and has a lot more energy at
twice the fundamental frequency. In some applications, this makes filtering out
this spurious signal for an exclusive-OR gate easier.

Consequently, the RS latch has the disadvantage of higher spectral energy at
the fundamental relative to the exclusive-OR; however, the RS latch has twice the
phase-error range for a given gain as shown by comparing Figure 5.19 with Figure
5.13. The exclusive-OR gate and the RS latch are the building blocks for more
complicated phase detectors. Understanding their behavior will help us understand
the operation of more complicated phase detectors.
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Figure 5.20 shows input and output waveforms of an RS latch used as a phase
detector for unequal input frequencies (10 and 9.9 MHz). The bottom waveform
shows the result of lowpass-filtering the output. This figure shows the pulse-width
modulation in an RS flip flop (RSFF) that also occurs in an exclusive-OR gate for
two input signals with different input frequencies (10 and 9.9 MHz). This waveform
characteristic can be recognized in more complicated phase detectors.

5.1.7 Phase/Frequency Detector

This section studies the phase/frequency detector, which is one of the most com-
monly used detectors. As you will see, understanding the phase/frequency detector
is key to understanding loop performance. First, we will study the gate logic. Next,
we will cover the operating conditions. Finally, we will study the transfer function
of the phase detector.

Figure 5.21 shows the PSPICE model for the phase/frequency detector, which
is one of the most commonly used phase detectors [3, 4]. This model is based on
logic gates in the device. The schematic shows that four RS latches make up the
phase/frequency detector. FF1 and FF2 control the up and down pulses, and FF3
and FF4 control the reset signal for all the latches. The critical path is limited by
just three gate delays, two from the cross-coupled two-input NAND gates and one
from the four-input reset NAND gate.

Figure 5.22 shows the relationships of up and down outputs to input waveforms
by plotting the average voltage of the individual outputs u and d and the u-d
differential combination output versus phase or frequency. The logic in Figure 5.22
shows five possible phase detector relationships.

For the first relationship, the frequency of the VCO is greater than the frequency
of the reference. This condition causes the up output to have a low logic level with

Figure 5.20 Input and output waveforms for RS latch with unequal input frequencies.
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Figure 5.21 PSPICE logic model for the phase/frequency detector.

small positive-going pulses and the down output to have approximately a 50%
duty-cycle (pulse-width-modulated) waveform. In this condition, decreasing the
VCO frequency will lock the PLL.

For the second relationship, the frequency of the VCO is less than the frequency
of the reference. This condition causes the down output to have a low logic level
with small positive-going pulses and the up output to have approximately a 50%
duty-cycle (pulse-width-modulated) waveform. In this condition, increasing the
VCO frequency will lock the PLL.

For the third relationship, the frequency of the reference equals the frequency
of the VCO, and the phase of the reference lags the phase of the VCO. This
condition causes the up output to have a low logic level with small positive-
going pulses and the down output to have positive-going pulses. In this condition,
decreasing the VCO phase will lock the PLL.

For the fourth relationship, the frequency of the reference equals the frequency
of the VCO, and the phase of the reference leads the phase of the VCO. This
condition causes the down output to have a low logic level with small positive-
going pulses and the up output to have positive-going pulses. In this condition,
increasing the VCO phase will lock the PLL.
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Figure 5.22 Relationships of up and down outputs to input waveforms.

In the third and fourth conditions, the phase difference between the reference
and VCO input determines the duty cycle of the positive-going pulses at the down
and up outputs. Theory states that a 180° phase difference produces a 50% duty
cycle.

In the fifth condition, the frequency of the reference equals the frequency of
the VCO, and the phase of the reference equals the phase of the VCO. This
condition produces the lowest duty cycle and causes positive-going pulses out of
the up and down outputs to occur simultaneously. This condition causes a phase
distortion in the transfer function [5].

Let’s use a SPICE model to see if we can generate the five relationships and
to study the logic more closely. This can be accomplished by varying conditions
of the two input sources into the phase/frequency detector. Let’s use a reference
frequency of 2.5 MHz for the phase detector test. The higher-frequency speeds up
the simulation time and make it easier to see the narrow pulses on the plots. The
CD that accompanies this book shows the hierarchical SPICE deck for the phase/
frequency detector. Now that the SPICE circuit is defined, let’s begin understanding
the operation of phase/frequency detectors by studying the frequency discriminator
function of the detector.
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5.1.7.1 Frequency-Difference Response

Let’s look at the operation of the phase/frequency detector when the VCO frequency
is greater than the reference frequency. Figure 5.23 shows the response of the
detector for a reference frequency of 40 MHz and a VCO frequency of 50 MHz,
as shown in the first two waveforms at the top of the figure. The up output has
narrow pulses and the down output has a pulse-width-modulated output, as shown
by the next two waveforms. The loop-compensation processes the pulse-width-
modulated down output to push the VCO frequency lower toward the lock condi-
tion. The next four waveforms in Figure 5.23 are the inputs to the four-input
NAND gate that generates a reset for the latches in the phase detector. The reset
signal is the last waveform in the figure. Next, the reset pulse, the up pulse, and
the positive edge of the reference are in synch. When the VCO positive edge lags
the reference edge by half a period, the reset pulse resets the RS latch (v1) to get
the correct phase detector pulse width.

Figure 5.24 shows the response of the detector to a reference frequency of
50 MHz and a VCO frequency of 40 MHz, as shown in the first two waveforms
at the top of the figure. The reset pulse, the down pulse, and the positive edge of
the VCO are in synch. When the VCO positive edge lags the reference edge by
half a period, the reset pulse resets the RS latch (signal r1) to get the correct phase
detector pulse width. Next, the up output has pulse-width-modulated output, and
the down output has narrow pulses, as shown in the next two waveforms. Loop-
compensation processes the pulse-width-modulated up output to push the VCO
to a higher frequency.

Figure 5.23 VCO frequency greater than the reference frequency.
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Figure 5.24 VCO frequency less than the reference frequency.

Pulse-width modulation in the up and down outputs of the phase/frequency
detector produces the frequency-discrimination mechanism; however, a potential
hang up in the transition from frequency detector to phase detector can be caused
by the frequency-discriminator mechanism. At high modulation rates, the detector
is a frequency discriminator, and the high frequencies are filtered by the loop.
However, at low modulation rates and at the edge of the transition from frequency
to phase detector, one of the outputs has a slowly varying pulse-width-modulated
beat-note output, and the phase frequency detector acts like an exclusive-OR gate.
Figure 5.25 shows the pulse-width-modulation output response of an exclusive-
OR gate (equivalent to an analog multiplier) to a reference frequency of 2.5 MHz
and a VCO frequency of 1.825 MHz. This output is like the down and up responses
of the phase/frequency detector in Figures 5.23 and 5.24.

The low-modulation-rate condition can occur for the phase/frequency detector
in a PLL with a high damping factor. A low-modulation condition can arise from
a slow approach path to lock with only one side (up or down) of the phase detector
operating. At the transition from frequency detector to phase detector, it has pulse-
width modulation similar to the exclusive-OR gate. If this modulation is less than
the modulation bandwidth of the VCO and greater than the loop bandwidth, the
loop will have to pull the modulated waveform into lock. This pull into lock is
the same mechanism that analog PLLs use to achieve lock. This is a slow process
that significantly increases lock time. The phase detector uses the dc average of
the modulated signal to pull into lock.

An example measurement of a PLL shows the pull-into-lock mechanism that
we have discussed. The PLL has a 270-MHz output frequency, 100-kHz reference
frequency, 0.9 damping factor, and 5-kHz bandwidth. Figure 5.26 shows the
zoomed-in transient response (output frequency on the y-axis and time on the
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Figure 5.25 Output of exclusive-OR gate for different input frequencies.

Figure 5.26 Zoomed-in measurement of transient response of a PLL with 0.9 damping factor that
shows an analog pull-in mechanism.

x-axis) of the PLL, and it shows that the output frequency remains 50 to 120 kHz
above the locked frequency for 3.5 ms before it locks at 270 MHz. The settling
time of 3.5 ms is much greater than the 1/5 kHz (200 ms) one would expect for
this loop.
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Figure 5.27 shows the response of the example PLL with the damping factor
changed to 0.5 and a loop bandwidth of 6 kHz. The loop now settles to 270 MHz
in 500 ms and has a more classic PLL transient. This is a sevenfold improvement
over the previous response. Consequently, this figure shows that the PLL transient
response can get hung up in the transition from the frequency-discriminator to
phase detector mode on one side of the phase detector and rely on an analog pull-
in method to attain lock. Consequently, for fast transient response, a 0.5 damping
factor is optimum. This completes the discussion of the frequency-difference
response of the phase/frequency detector; we now move on to the phase-difference
responses.

5.1.7.2 Phase-Difference Response

Let’s study the operation of the phase/frequency detector when the VCO and
reference frequency are equal but the phases are different. Figure 5.28 shows the
phase/frequency detector output when the VCO phase leads the reference-oscillator
phase, and their frequencies are equal to 50 MHz. The down output has a wide
pulse width, and the up output has narrow pulses. The down output results from
the logic AND of signals V1 and /V2 . Also, the reset pulse, the up pulse, and the
positive edge of the reference are in synch. The reset pulse resets the RS latch (v1)
to get the correct phase detector pulse width.

Figure 5.29 shows the phase/frequency detector output when the VCO phase
lags the reference-oscillator phase. The down output has narrow pulses, and the
up output has wide pulses. The up output results from the logic AND of signals
R1 and /R2 . Also, the reset pulse, the down pulse, and the positive edge of the

Figure 5.27 Zoomed-in measurement of transient response of example PLL that showed an analog
pull-in mechanism with the damping factor changed to 0.5.
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Figure 5.28 Phase/frequency detector output when VCO phase leads reference phase.

Figure 5.29 Phase/frequency detector output when VCO phase lags reference phase.

VCO are in synch. The reset pulse resets the RS latch (r1) to get the correct phase
detector pulse width.

Figure 5.30 shows that, for equal phase and frequency inputs, the up and down
outputs produce narrow pulses. This results from the four-input logic AND of
R1 , /R2 , V1 , and /V2 , which also generates the reset pulse. It is significant that
the logic shows that output pulses should be present because measurements of
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Figure 5.30 Equal phase condition for phase/frequency detector.

some phase detectors do not show these pulses. These zero-output measurements
can be explained by the effects of output loading, which eliminates these pulses
and causes a dead-zone problem.

5.1.7.3 Generation of Phase Detector Transfer Function

From the PSPICE simulations, the phase detector transfer function can be computed
by varying the delay of one of the input signals and computing the average voltage
of the resulting waveforms. First, let’s compute the output voltage versus the phase
of the phase detector by varying the delay (phase) of the VCO input in SPICE.

Figures 5.31 and 5.32 show phase/frequency detector outputs overlayed on
top of each other for the variation of the delay of the VCO with respect to the
reference of −8 to 8 ns in 4-ns steps. Variation of delay is an equivalent phase
shift. Figure 5.31 shows the up output. The y-axis is voltage and the x-axis is
simulation time. The falling edge of the up signal depends on the positive edge of
the VCO input. The positive edge of the up signal stays fixed with the positive
edge of the reference input. For −8-ns, −4-ns, and 0-ns conditions, the up signal
has minimum pulse widths of 1 ns that are overlayed on top of each other and
centered at the simulation time of 26 ns. This figure shows that for a positive-
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Figure 5.31 Up outputs versus delay in VCO phase.

Figure 5.32 Down outputs versus delay in VCO phase.

sloped VCO tune curve, increasing the tune voltage moves the falling up edge from
the far right- to the left-hand side of the page and toward the positive reference
edge at the simulation time of 25 ns. The time period gets smaller so frequency
increases.
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Figure 5.32 shows the down output for the variation of the delay of the VCO
with respect to the reference of −8 to 8 ns in 4-ns steps. The y-axis is voltage and
the x-axis is simulation time. For negative phase errors, the positive edge of the
VCO determines the rising edge, and the positive edge of the reference determines
the falling edge. For positive phase errors of 0 ns, 4 ns, and 8 ns, the down signal
has a minimum pulse of 1 ns with the positive edge following the rising edge of
the VCO and centered at simulation times of 26 ns, 30 ns, and 34 ns. This figure
shows that, for a positive-sloped VCO tune curve, decreasing the tune voltage
moves the rising VCO edge from the far left- to the right-hand side of the page
and toward the positive reference edge at the simulation time of 25 ns. The time
period gets larger, so frequency decreases.

Figure 5.33 shows the average of the up output voltage waveform minus the
average of the down output voltage waveform versus VCO delay. After 0.3 ms of
an RC-type time response, the averages have reached a steady-state dc voltage.
The average value of the last 100 ns of this voltage is plotted against the delay
value of the VCO to produce a phase transfer function. Figure 5.34 plots the
previous average dc voltage after 0.3 ms in Figure 5.33 and an additional ±18-ns
delay points versus the delay of the VCO. This figure shows a linear transfer
function going through zero phase error for the phase detector.

Calculations of the phase detector gain (Kd V/rad) are made from the slope of
the phase detector transfer curve in Figure 5.34. The denominator of the gain is
2 × p × 2 periods (one reference period = 20 ns) in the x-axis. The numerator is
5V minus −5V in the y-axis. Dividing the numerator by the denominator computes
a gain of 0.79 V/rad.

Finally, let’s summarize what has been found from the above analysis. First,
there is always a pulse coming out of both outputs of the detector from a logic

Figure 5.33 Average of the up minus the down waveform versus VCO delay.
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Figure 5.34 Phase transfer function for the phase/frequency detector.

viewpoint. This assumes no loading effects. There is no evidence of a dead zone
because pulses are always present at the outputs, and Figure 5.34 shows a linear
response around the 0° phase point where the dead zone should appear.

Phase Detector and Loop-Compensation Interface
Earlier we mentioned that loading effects could cause the minimum pulses to be
eliminated. Consequently, let’s look at loading effects on the phase/frequency detec-
tor to see if they cause pulses to be eliminated and a dead zone in the phase detector
transfer function. The study of this interface consists of developing a PSPICE model,
studying the stored charge on the loop-compensation capacitors, varying the delay
between source inputs to vary phase relationship, varying capacitive loading, and
computing the phase detector transfer function.

Let’s look at the model for the phase/frequency detector and loop-compensation
interface. To stay within the parameters of the evaluation version of PSPICE and
to speed up calculations, an equivalent ECL output circuit is used and a 2.5-MHz
reference frequency is used. The logic of the phase/frequency detector is replaced
by voltage sources with a variable delay relationship. Figure 5.35 shows a PSPICE
model schematic of the phase/frequency detector and loop-filter combination.

An active lowpass filter is used to model the effects of the loop compensation
and also shows the circuitry used to measure the phase transfer function for the
phase/frequency detector [6]. The included CD has a PSPICE netlist for studying
the loading effects of the loop compensation on the outputs of the phase/frequency
detector.

With this circuit, the mechanism that stores the phase error in the loop compen-
sation can be studied, and in Section 5.1.7.4 the dead zone in the phase transfer
function will be studied. First, Figure 5.36 shows charge being stored on each
capacitor with the output waveform from the phase/frequency detector. Each pulse
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Figure 5.35 PSPICE model of phase/frequency detector and loop-compensation interface.

Figure 5.36 Charge stored on feedback and input capacitors in a differential filter.

out of the phase/frequency detector is integrated and stored on the capacitors with
each phase comparison. Since the pulse width is a measure of the amount of error,
the error is stored in the capacitors.

Figures 5.37 and 5.38 show four positive and three negative averaged-output
voltage waveforms versus phase that are created for an ECL phase detector. The
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Figure 5.37 For positive delays, averaged output voltage versus phase created from an ECL phase
detector.

Figure 5.38 For negative delays, averaged output voltage versus phase created from an ECL phase
detector.
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average voltages of the last 2 ms are used to generate the phase detector transfer
function curve. The even voltage spacing shows that a linear transfer function curve
will be plotted. Consequently, we can use these plots to study the dead-zone effect
on the phase detector transfer function curve.

5.1.7.4 Distortion Zone

The fifth condition of the phase/frequency detector, which has 0° phase difference
between the inputs, causes a race condition in the IC. This race condition causes
an undetermined state in the logic of the phase detector. In this condition, the
output of the detector is sensitive to circuit-loading effects that can produce a
nonlinearity in the phase-versus-output-voltage transfer function of the phase detec-
tor. This nonlinearity produces higher reference sidebands, loop instability, longer
loop settling time, and higher phase noise.

The race condition depends on the rise and fall time and the propagation time
of the IC. Consequently, the width of the nonlinear distortion zone depends on
the rise and fall time and the propagation time of the IC. Rise and fall times and
propagation times decrease with higher-speed digital logic families. Consequently,
a high-speed phase detector (MC12040 ECL) has a smaller dead zone than a lower-
speed phase detector (MC4044 TTL) [6].

Let’s study the effects of loading on the phase detector transfer function by
varying the output capacitance. Figure 5.39 shows output voltage variation with
capacitive loading on the output level at a constant delay of 10 ns for a 400 ns

Figure 5.39 Variation of averaged phase detector output voltage for constant delay versus capaci-
tive loading.
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reference period. The reduction in output level with increasing load capacitance
shows an enhancement of the dead-zone problem.

Next, the phase detector transfer function curve is calculated with 10-nF capaci-
tive loading. Figure 5.40 shows the resulting curve, which shows the dead-zone
effect on the phase detector transfer function with the output capacitively loaded.

Finally, there are some application and design considerations in using phase/
frequency detectors. First, Figure 5.41 shows another form of the three-state phase/
frequency detector, which uses D flip-flops [2]. The input reference Rin connects
to the ‘‘clock’’ input of the top flip-flop. The VCO input connects to the ‘‘clock’’
input of the bottom flip-flop. If Rin precedes VCOin , then the data input is logic
one when the clock rises, the top flip-flop latches a one, and the output up is
asserted. When the VCO edge occurs, the flip-flops are cleared. Similarly, if VCOin
precedes Rin , the flip-flop latches a one, and the output down is asserted. When
the Rin edge occurs, the flip-flops are again cleared. The flip-flops are usually a
master-slave dynamic topology. They have two transmission gates and two inverters
to lower the device count and reduce silicon-area requirements. The conventional
CMOS circuit uses an input pass-transistor structure, which gives a longer setup
time than hold time, effectively introducing a time offset between Rin and VCOin .
In addition, the setup and hold timing for the reset signal can cause a dead zone
or, in some cases, oscillation. Consequently, the RS flip-flop connection is preferred
in most applications.

Next, the phase/frequency detector is an edge-sensitive device. Consequently,
under noisy conditions (multiple clocks on rising edges of the input from the
reference oscillator) can cause false pulse-width outputs that increase the error in
the loop and can eventually cause loss of lock. Laboratory measurements have
shown that at −20-dB spurious-to-signal ratio, the phase/frequency detector output
produces enough false edges to cause the loop to lose lock. For an exclusive-OR

Figure 5.40 Dead-zone effect in phase detector transfer function from capacitive loading.
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Figure 5.41 Three-state phase/frequency detector with D flip-flops.

phase detector (mixer or multiplier) that is not edge dependent, laboratory measure-
ments have shown that a 0-dB spurious-to-signal ratio into these detectors produces
enough error to cause the loop to lose lock. This is a 20-dB improvement. The
draw back for the exclusive-OR detector is that frequency acquisition aids are
needed initially to lock and maintain lock. Consequently, for most applications,
the phase/frequency detector is preferred.

5.1.8 Conclusion

To summarize, modeling of the phase/frequency detector showed that the dead-
zone problem is caused by capacitive loading of the output. Improved buffering
of the output or increasing the driving capability of the gates can help alleviate
this problem. In addition, simulations show that a pulse is always present at the
output of the phase/frequency detector.

5.2 Lock Detection

Many systems use a lock-detection circuit to reset the system. This is a disastrous
change to the operation of most systems. In a PLL, a reset can start the loop
operating at a very low frequency (or with no output), which then acquires lock
at the normally much higher output operating frequency. Consequently, a small
phase shift in the PLL that would marginally affect the system can cause a huge
disruption in the operation of the system if a reset occurs.
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The key to lock detection is to alarm on behavior that shows the PLL is broken.
A PLL can respond to a disturbance in a manner that makes it look like it is
broken. Consequently, the best lock-detection schemes will allow some time for
the loop to respond to a disturbance and recover. Otherwise, false alarms may
occur. Quadrature phase detector, time-window edge comparison, tune-voltage
window comparator, and cycle-slip detection are the most common methods for
lock detection.

5.2.1 Quadrature Lock Detection

The quadrature phase detector technique as shown in Figure 5.42 uses two mixers
(or analog multipliers) to compare the input reference with the in phase and
quadrature phase of the fed-back VCO output. The in-phase comparison has a sin
ue output relationship with phase error, and the quadrature comparison has a cos
ue output relationship with phase error. The in-phase comparison is used to lock
the loop because sin ue ≈ 0, and the quadrature comparison is used to detect lock
because cos ue ≈ 1. The quadrature detector output is followed by a lowpass filter
and a threshold comparator. A dc level above the threshold indicates that the
circuit is locked. An unlocked loop produces a beat-note frequency at the output
of the quadrature comparator that is lowpass-filtered to 0-V input to the threshold
comparator. Without the proper filter, the lock-detection signal will flicker on and
off because of noise, which will give false indications of lock or loss of lock.
Too much filtering will cause an excessive delay in the lock or unlock signal.
Consequently, the design of the output-smoothing filter is a vital part of a practical
lock indicator. A compromise in the amount of smoothing is required. R. C.
Tausworthe has performed a detailed analysis of the problem and has produced
design curves [7, p. 88; 8, 9].

5.2.2 Tune-Voltage Window Comparator

A PLL can lose lock when the input frequency is to high, which pegs the tune
voltage close to the supply rail or when the input frequency is too low, which pegs

Figure 5.42 Block diagram of quadrature lock detection.
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the tune voltage close to the ground supply rail. A tune-voltage window comparator,
as shown in Figure 5.43, uses these two voltages to detect the unlocked condition.
A tune-voltage window comparator monitors the tune line voltage with a high
voltage threshold and a low voltage threshold. Crossing either the high or the
low threshold causes an out-of-lock condition. Tune-voltage window comparison
requires several operational amplifiers to achieve. Consequently, the size, power
consumption, and threshold variation with process makes it impractical for inte-
grated circuit design.

5.2.3 Time-Window Edge Comparison

The time-window edge comparison detector, as shown in Figure 5.44, uses an
exclusive-OR gate to combine the up and down pulses out of the phase detector.
Following the exclusive-OR gate with a lowpass filter rejects the narrow up and
down pulses and takes the dc average of the wider up and down pulses that occur
when the loop is unlocked. Monitoring the dc voltage at the output of the lowpass
filter with a comparator sets a dc trip point when the loop is determined to be out
of lock. Crossing the trip point to higher voltages sets the comparator to a high
value (unlocked), and crossing the trip point to lower voltages sets the comparator
to a low value (locked).

This detection scheme has several disadvantages. First, the time-window edge
comparison (1 to 2 ns) will vary with process, which can cause false unlock
conditions. The loop can have a constant phase offset that is out of the time window
and will indicate a false unlock condition. A larger capacitor value is needed to
increase the time window, which makes it consume area and renders it less integrat-
able. An external disturbance can modulate the PLL so that the detector switches
between the locked and unlocked condition. Even worse, the loop control logic
may switch bandwidths when the loop is locked or unlocked. Switching bandwidths
can disturb the loop enough that the time-window edge-comparison detector tog-
gles, which can cause an oscillation condition to occur.

Figure 5.43 Tune-voltage window comparator.
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Figure 5.44 Time-window edge comparison.

In summary, the time-window-edge-comparison technique is too sensitive and
gives an excessive number of unlocked conditions. Special care must be taken for
this to be a successful implementation.

5.2.4 Cycle-Slip Detector

The cycle-slip detector detects frequency differences between its two input clocks
that remain different for a time period greater than the inverse of the frequency
difference. The detector generates a pulse when the phase/frequency detector output
pulse width rolls over from its largest pulse width to its narrowest pulse width.
Figure 5.45 shows the schematic for the cycle-slip detector [10]. The cycle-slip
detector circuit consists of a phase/frequency detector, two cycle-slip detectors, and
a final AND gate. The inputs to the circuit are the divided-down VCO waveform
and the reference. The outputs of the phase/frequency detector are up pulses and
down pulses. The outputs of the cycle-slip detector are active, low, up cycle slips
and down cycle slips. A logical AND of the active, low, up cycle slips and down
cycle slips produces an active, low cycle-slip detector output. This output is used
to reset a counter and count reference clocks between cycle slips. For example, if
16 reference clocks are counted after a cycle slip, then the loop is set to the locked
state by latching the carry out of the counter and disabling any further counts.
Figure 5.46 gives an example connection for counting reference clocks after a cycle
slip.

The cycle-slip detector does not detect loss of the reference clock or VCO
feedback clock. The cycle-slip detector requires that both input clock signals be
present. With one clock missing, the output of the cycle-slip detector stays a constant
high, which indicates a locked condition to the following circuitry.

Figure 5.47 shows the response of the lock detector with a ramped VCO from
below the lock condition to above the lock condition. The x-axis value is 0.1 ns,
which makes the minor divisions equal to 5 ns. The VCO ramps from 250 to
400 MHz with the reference frequency set at 300 MHz. The left-hand side of
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Figure 5.45 Schematic of cycle-slip detector.

Figure 5.46 Schematic for cycle-slip counter to create lock-detection output signal.

Figure 5.44 shows that the up output of the phase/frequency detector is a pulse-
width-modulated signal for a VCO frequency greater than the reference frequency.
The down output of the phase/frequency detector has constant narrow pulses,
which indicates no response. On the far left-hand side, the 50-MHz difference in
input frequency causes a 50-MHz beat note in the pulse-width modulation output
of the phase/frequency detector. Using the rising edge of the VCO as a sample
clock to the reference waveform outlines a 50-MHz-period beat note. Using the
rising edge to rising edge of the VCO waveform as a cycle bin and reflecting these
bins on the pulse-width-modulated waveform output (VUP) of the phase/frequency
shows a cycle bin where no edges occur. This is a cycle-slip up pulse condition.
Sampling this nonresponse latches the cycle slip and causes one pulse per beat note.

The right-hand side of Figure 5.47 shows that the down output of the phase/
frequency detector is a pulse-width-modulated signal for a VCO frequency greater
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Figure 5.47 Response of the lock detector with a ramped VCO from below the lock condition to
above the lock condition.

than the reference frequency. The up output of the phase/frequency detector has
constant narrow pulses, which indicates no response. A cycle bin of the down
output where no edges occur causes a cycle-slip down pulse to occur. The beat
note on the high-frequency side does not represent the frequency difference because
of aliasing in the sampling. In the middle of the figure, VCO and reference input
frequencies are equal. The up and down cycles have no response. The bottom
waveform shows the response of a simple 4-bit counter to generate a lock-detect
signal. The wait time for the counter is set to 16. After 16 reference periods, the
carry out of the counter goes high, and the counter is disabled until the next cycle
slip occurs.

5.2.5 Cycle-Slip Detector Versus Time-Window Comparator

Another example compares the performances of a time-window comparator and
a cycle-slip detector. The PLL has a 10-MHz input frequency and multiplies the
input frequency by 24. The control system has a natural frequency of 300 kHz
and a damping factor of 0.3.

Figure 5.48 shows a normal frequency and phase response of a PLL to a 1-MHz
frequency step in the reference frequency. A time-window comparator set to ±10°
would give an out-of-lock indication because the 10° threshold would have been
crossed. In addition, the time-window comparator would toggle several times
because the ±10° threshold would have been crossed several times. The cycle-slip
detector would not alarm because 360° phase shift did not accumulate.
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Figure 5.48 Frequency and phase-error response of a PLL to a 1-MHz frequency step in the reference
frequency.

Figure 5.49 shows a normal frequency and phase response of a PLL to a
2.5-MHz frequency step in the reference frequency. Here, the cycle-slip detector
is on the verge of alarm. Consequently, this figure shows that the cycle-slip detector
alarms with frequency steps greater than 2.5 MHz. Figure 5.50 shows a normal
frequency and phase response of a PLL to a 50-ns phase step. Here, the time-
window comparator would again have multiple alarms, but the cycle-slip-based
lock detector would not alarm.

Figure 5.49 Frequency and phase-error response of a PLL to a 2.5-MHz frequency step in the
reference frequency.
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Figure 5.50 Frequency and phase-error response of a PLL to a 50-ns phase step.

Figure 5.51 shows the toggling of a window phase comparator versus solid
cycle-slip lock detectors. A PLL with 16-MHz input reference frequency and
128-MHz output frequency shows how the lock detectors operate. The x-axis has
the units of nanoseconds. The top waveform shows the tune voltage to the VCO,
which shows that the loop locks after 2 ms. The second waveform shows the time-
window lock detector. It starts toggling at 1.7 ms and continues to toggle. The
bottom waveform shows the response of the cycle-slip detector with a state machine
that waits 32 reference clock periods after no cycle slips occur. The cycle-slip
detector detects lock at 5.3 ms and does not toggle after detection.

5.3 Acquisition Aids

If you cannot use a phase/frequency detector, then you will need an acquisition
aid. One circumstance occurs for clock-recovery applications. In clock recovery,

Figure 5.51 PLL transient response that compares a time-window and cycle-slip lock detectors.
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multiple false locking conditions and missing clock edges occur. These conditions
confuse the phase/frequency detector, and an exclusive-OR gate detector is generally
used. Another circumstance occurs in frequency-generation applications. After the
other loops are locked, the VCO in the translation loop is tuned to the lock
condition. In only a narrow portion of the VCO tune range does the phase detector
have an input. Otherwise, there is no input to the phase detector. Consequently,
an acquisition aid must be used to tune the VCO until the phase detector gets a
response.

In this section, we will study acquisition with an open-loop sweep and a closed-
loop sweep and discriminator-aided acquisition. So, let’s look at these acquisition
strategies in more detail.

5.3.1 Open-Loop Sweep

As shown in Figure 5.52, a sweep can be applied to a type 2 loop in the simple
manner of switching a current source in and out of the circuit. When the current
source is connected, the voltage sweeps up, and when the current source is discon-
nected and there is no lock, the voltage sweeps down from the discharging of the
capacitor. Otherwise, a separate sawtooth generator must be added to sweep the
voltage directly into the VCO [7, pp. 79–87; 11, pp. 227–234; 12].

The phase detector has a maximum output of Kd rad. The output from the
phase detector produces a current of Kd rad/R1 into C in an active filter. This
current causes a voltage ramp of slope Kd rad/R1C. The voltage ramp on the VCO
tune line produces a frequency change with a slope that is described by (5.18):

KdKv /(R1C) = v 2
n (5.18)

The frequency ramp in (5.18) is related to the natural frequency vn from servo
mechanical definitions. Ramping the frequency faster will keep the loop unlocked.
For a short time, the frequency can move faster due to the zero R2C in the filter.

Figure 5.52 Open-loop sweep circuit for lock-acquisition aid.
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A sudden change at the input to the active filter will be multiplied by R2 /R1 and
immediately appear at the filter output; however, the sustained ramp cannot move
faster than (5.18). A lowpass pole from placing R across C reduces the current
into C and the slope. In addition, a loop that cannot hold lock on an input signal
will not be able to acquire lock on that input signal. Consequently, the maximum
hold lock of v 2

n for a swept-input frequency applies to the acquisition limits. The
100% probability of acquiring lock with a swept input depends on the sweep rate
and the amount of noise.

The sweep frequency circuit must be shut off once lock has been achieved.
Shutting off the sweep circuit prevents loss of lock and reduces reference sidebands
from loop-error corrections. In a closed loop, the tracking of the loop allows some
leeway in time before turning off the sweeper; however, an open-loop sweep requires
a quick detection of frequency agreement and a rapid shut off of the sweep.

5.3.2 Closed-Loop Sweep

One method for closed-loop sweep requires a positive-feedback circuit. Adding
low-frequency positive feedback, as shown in Figure 5.53, causes the loop filter
to oscillate, which sweeps the VCO frequency. When the loop locks, the large
amount of negative feedback dominates the local positive feedback, which sup-
presses the oscillation and allows the loop to track normally. The feedback network
can be a Wien bridge, and the limits of the sweep are set by the supply limits of
the operational amplifier.

5.3.3 Discriminator Aided

Figure 5.54 shows a discriminator-aided frequency acquisition. This method has
a phase detector loop and a frequency detector loop. With the loop out of lock,
the frequency loop controls the VCO, and the phase loop has little effect. After
locking, the phase loop has much greater dc gain than the frequency loop to

Figure 5.53 Closed-loop, low-frequency, positive-feedback sweep.
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Figure 5.54 Discriminator-aided acquisition with separate phase and frequency detectors. (From:
[7, pp. 79–87].  1979 Wiley Interscience. Reprinted with permission.)

dominate control of the VCO. Consequently, at lock, the discriminator can
be disconnected. For a type 2 PLL, the transfer function for the frequency loop
can be a type 1, which means function block F2(s) can be a simple integrator
[7, pp. 79–87].

Figure 5.55 shows another discriminator-aided acquisition method. For this
method, the frequency loop and phase loop share the same integrator. The response
of the loop remains type 2, and the frequency path only adds to the damping
factor. The frequency loop can remain connected if the relative contributions
between the frequency and phase loops are adjusted to maintain the desired damping
factor [7, pp. 79–87]

In a closed loop with frequency sweep activated, the coherent operations in a
PLL allow locking to an input signal with low SNR. A discriminator does not
distinguish between signal and noise. Consequently, for SNRs less than 6 dB, the
sweep search may not successfully lock onto the input signal.

Figure 5.56 shows a frequency-difference detector (quadricorrelator). Equations
in the figure describe the signal paths. The quadricorrelator mixes the input signal
with an in-phase and quadrature output of the VCO to generate an in-phase and
quadrature output of the frequency difference. Differentiating one signal path
and mixing the two together produces a product that contains a dc component
proportional to the frequency difference. Differentiating one signal path with a
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Figure 5.55 Discriminator-aided acquisition with frequency and phase loops sharing the same discriminator.
(From: [7, pp. 79–87].  1979 Wiley Interscience. Reprinted with permission.)

Figure 5.56 Quadricorrelator frequency-difference detector. (From: [7, pp. 79–87].  1979 Wiley
Interscience. Reprinted with permission.)

highpass filter section disconnects the quadricorrelator for very small frequency
differences, which allows the phase detector loop to take control of the VCO. The
lowpass filters in the in-phase and quadrature signal paths suppress the intermodula-
tion products out of the mixer and limit the operating range of the circuit. Using
the in-phase signal path for the phase detector in the PLL reduces the complexity
of the circuitry [7, pp. 79–87].
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5.4 Charge Pumps

The charge pump in a PLL converts the differential up and down outputs of the
phase/frequency detector to a single-ended, switched, positive and negative current
source that charges and discharges a capacitor in order to control the VCO in a
PLL. The number of its parameters makes the charge pump one of the most
important circuits in a PLL (second to the VCO). The linearity of this circuit affects
the stability of the loop, the amount of jitter, the amount of noise, the reference
sideband levels, the phase tracking error, and the limits of the frequency operating
range. The amount of peak charge pump current affects the amount of noise, the
loop bandwidth, and the frequency slew rate of the PLL.

A charge pump consists of two switched-current sources driving a capacitive
load as shown in Figure 5.57. The left part of Figure 5.57 shows the functional
block diagram, and the right part of Figure 5.57 shows a simple implementation
in CMOS. An up pulse out of the phase frequency detector turns a p channel
MOSFET on to charge the capacitor in the positive voltage direction. A down
pulse out of the phase/frequency detector turns an n channel MOSFET on to
discharge the capacitor in the negative direction. For a pulse of width T, current
I1 deposits a charge equal to I × T on the capacitor Cp . As the phase error
approaches zero, zero charge accumulates on the capacitor, and the voltage ideally
remains constant [13].

Example 5.2

A phase/frequency detector drives a charge pump with a current source of 1 ma.
Calculate the phase detector gain. If the charge pump has a figure of merit of 10,
calculate the offset current for each current.

Figure 5.57 (Left) Functional diagram of phase/frequency detector with charge pump combination and
(right) simple schematic of phase/frequency detector with a high-current charge pump
combination.
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The charge pump gain is the charge pump current divided by the range of the
phase detector, which is 2p for the phase/frequency detector. Consequently, the
charge pump gain is 1 ma/2p = 0.159 ma/rad. Dividing the charge pump gain
0.159 ma/rad by the phase detector figure of merit 10 computes the offset current
at zero phase error to be 0.159 ma/rad/10 = 0.0159 ma.

Figure 5.58 shows a test fixture for charge pumps that helps generate the charge
pump transfer function. This figure shows an ideal operational amplifier after the
charge pump that processes the current out of the charge pump for testing purposes.
The operational amplifier presents a high impedance load back to the charge pump
output at the voltage that is set by VCPO. The high input impedance of the
operational amplifier isolates the voltage source from the charge pump. Conse-
quently, the output voltage to the charge pump can be varied from one supply rail
to the next without loading down the charge pump. When switches S1 or S2 are
closed, the current must go through the R1 feedback resistor because of the negative
feedback around the amplifier. Consequently, measuring the current in R1 in a
SPICE simulation measures the current sourced by the charge pump. Finally, the
capacitor C1 is used to attenuate high-frequency switching spikes that can occur.
Figure 5.59 shows a low-current version of the charge pump where transistors are
cascoded to make a better current source.

Figure 5.60 shows a differential charge pump, which is another variation. A
differential charge pump can help minimize the distortion in the transfer function.
In this circuit, the control from the phase detector turns on only pull-down currents.
The control signals switch differential pairs M1 − M2 and M3 − M4 . The pull-up
currents Ip are always present. Consequently, if up and down controls are in the
low state, a common-mode feedback circuit consisting of transistors M5 − M9
counteracts the pull-up currents to set a proper output common-mode level at

Figure 5.58 Circuit to process the output of a charge pump and generate the transfer function.
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Figure 5.59 Schematic of low-current charge pump.

VGS5 + VGS9 . Each phase comparison momentarily disturbs the common-mode
level. Consequently, care must be taken to avoid common-mode transients that
can lead to differential settling components.

A dead zone can occur for a charge pump. If the output pulse widths of the
phase/frequency detector are small, and there is not enough drive current or there
is a high load capacitance, then the logic level will not be high enough to turn the
charge pump on. This causes a low-gain time width around the zero phase point
where a PLL locks. Zero phase detector gain makes the loop unlock and drift until
enough error is generated to cause a correction. Consequently, the amount of jitter
this causes is proportional to the time width of the dead-zone area.

Current offsets, transistor mismatches, and charge sharing can cause errors in
the transfer characteristics of the charge pump. This can cause an offset and
distortion in the transfer characteristics of the charge pump. An offset in the transfer
characteristics of the charge pump produces a constant pulse width out of the
charge pump when the loop is locked. This pulse width adds to the output jitter
of the PLL.
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Figure 5.60 Schematic of a differential charge pump.

Using a charge pump has several advantages. Charge pumps have a simple
implementation that takes up less area. In addition, this circuit has potential for
high-frequency response. Finally, a charge pump is the preferred implementation
for a loop filter outside an integrated circuit because it minimizes the number of
external components (only needs one large capacitor, a smaller roll-off capacitor,
and one resistor.

Using a charge pump also has some disadvantages. Any imbalance of the two
transistors can cause a dead zone in the transfer function response. Charge sharing
in the parasitic capacitors of the output transistors can be one of the major causes
of this imbalance. Furthermore, to get narrow-bandwidth PLLs requires reducing
the charge pump gain. At some level this causes a low SNR with these low currents,
which adds noise to the PLL over the reference phase noise. Eventually, with a
low enough SNR, the loop will not lock.

Next, an ideal charge pump with infinite gain requires an infinite output
impedance. A practical charge pump has a finite output impedance, which signifi-
cantly reduces the gain from the ideal charge pump case. Consequently, the finite
output impedance of a practical charge pump gives a low gain when compared to
operational amplifiers. This low gain reduces the PLL’s tracking effectiveness and
insensitivity to disturbances.

Next, as discussed previously, the imbalance of the charge pump transistor can
cause an offset in the transfer function, which reduces the figure of merit. The high
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output impedance of a charge pump produces a significant slew-rate limit. If a
large frequency step occurs, the loop is slew-rate limited by the charge pump
current. This would be a disadvantage for frequency-hopping applications.

As discussed earlier, charge sharing is one of the major causes of imbalance in
a charge pump. The charge pump circuit in Figure 5.61 shows one method of
addressing this problem [14]. Similar to the other charge pump circuits, the up
and down signals from a phase frequency detector switch current sources Iup and
Idn onto node Vcontrol . The selected current source delivers a charge to move Vcontrol
up or down. Iup and Idn currents need to be equal to minimize offsets. Connecting
a unity gain amplifier as shown in Figure 5.61 helps minimize these offsets. The
amplifier accomplishes this balance by biasing nodes N1 and N2 when they are
not switched to Vcontrol . This bias suppresses any charge sharing from the parasitic
capacitance on N1 or N2 .

Figure 5.62 adds the connection of the integrating capacitor in the loop filter
and the parasitic capacitors of the output transistors to the charge pump connection
described in Figure 5.61. Figure 5.62 shows the charge-sharing mechanism in the
charge pump attached to a loop filter. A pair of matched switched-current sources
charges or discharges a dc current Io into or out of a filter capacitor (a large n
channel transistor), depending on the amount of phase error. The up and down
switch-control signals add charge or remove charge for a fixed time, which pumps
a fixed-size charge packet into or out of the capacitor on each cycle. The operational
amplifier connected as a unity-gain buffer provides a low-impedance version of
the capacitor voltage, and its output VCTRL is sent to nodes N1 or N2 .

The unavoidable parasitic capacitance Cp at the current-source output charge-
shares with the filter capacitor. This charge sharing produces a charge-error term.
Clamping each parasitic capacitor Cp of the current source by using the unity gain
amplifier that is not charging the filter capacitor to the Vcontrol voltage prevents

Figure 5.61 Differential charge pump with unity gain feedback to minimize charge sharing.
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Figure 5.62 Loop-filter and parasitic capacitances that show charge-sharing effects in a differential
charge pump with unity-gain feedback.

charge-sharing errors. Keeping the Vcontrol voltage on the parasitic capacitor Cp
makes a very small DV when the parasitic capacitor later connects to the filter
capacitor. Consequently, very little charge sharing can occur.

If one were going to use this approach, one might consider using the operational
amplifier itself to convert differential to single-ended input. However, if the applica-
tion requires a 1-mF external capacitor from the IC, a charge pump would be
better because only one external capacitor and pad would be necessary, whereas
a differential operational amplifier configuration would require two external capac-
itors and two pads. Many IC customers do not want this extra expense.

To show how the charge pump works, let’s use an example. For this example,
we will use the simple high-current charge pump circuit shown in Figure 5.57. It
will be connected to a test fixture by the method shown in Figure 5.58 in order
to get the transfer function.

Figure 5.63 shows the variation of charge pump transfer curve with output
voltage. As the voltage approaches one rail or the other one of the output, transistors
start to turn off, which causes an offset current. Furthermore, the gain of the charge
pump detector varies with voltage and with negative and positive phase error. At
the nominal condition (supply midpoint) of 2.5V, the negative phase-error slope
equals 295 ma/rad, and the positive phase-error slope equals 390 ma/rad. At 3.5V
the negative phase-error slope decreases to 199 ma/rad, and the positive phase
error slightly increases to a slope of 429 ma/rad. At 1.0V the negative phase-error
slope slightly increases to 356 ma/rad, and the positive phase-error slope decreases
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Figure 5.63 Variation of simple charge pump transfer function with output voltage.

to 199 ma/rad. Different gains about the zero-error point can cause oscillations in
the loop, so that the loop never locks. A difference of less than 2-to-1 phase detector
gain between positive and negative phase-error should be maintained to avoid
oscillations.

Figure 5.64 shows the variation of charge pump slope with nominal, weak,
and strong process conditions. The transfer function was generated by varying the
positive-edge-to-positive-edge time difference between two 10-MHz input clocks
with 50% duty cycles. For nominal conditions, the positive current phase-error
slope is 390 ma/rad and the negative current phase-error slope is 295 ma/rad. For
weak conditions, the positive current phase-error slope decreases to 219 ma/rad,
and the negative current phase-error slope decreases to 127 ma/rad. For strong
conditions, the positive current phase-error slope increases to 624 ma/rad, and the
negative current phase-error slope increases to 644 ma/rad. This is a 490% worst-
case variation in-phase detector gain over process, which is a large variation.
Furthermore, a 72% variation in positive to negative phase-error slope borders on
causing an unstable loop condition.

5.5 Design Considerations for Opamps in a PLL

An operational amplifier provides an alternative method to a charge pump. The
operational amplifier in a PLL converts the differential up and down outputs of
the phase/frequency detector to a single-ended positive and negative voltage source
that charges and discharges capacitors in order to control the VCO in a PLL. The
number of PLL parameters that the operational amplifier affects makes it one of
the most important circuits in a PLL (second to the VCO).
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Figure 5.64 Variation of simple charge pump transfer function with process and temperature.

Listed in order of importance, the following operational parameters affect PLL
performance:

• Rail-to-rail output voltage swing ≥ (wide PLL frequency range);
• High power-supply rejection ≥ (low jitter and low spurious);
• Low differential offset bias current ≥ (low-jitter and low reference sidebands);
• Wide input common-mode voltage range ≥ (wide PLL frequency range);
• Wide bandwidth ≥ (low noise and jitter);
• High dc gain ≥ (low tracking error and low noise);
• Low-noise figure ≥ (low noise, low jitter, and improved PLL stability);
• Output current loading ≥ (improved stability and low jitter);
• Fast slew rate ≥ (fast PLL switching time).

The linearity of this circuit affects the stability of the loop, the amount of jitter,
the amount of noise, the reference sideband levels, the phase tracking error, and
the limits of the frequency operating range.

Voltage offset of an operational amplifier is not a problem in PLLs because it
operates like a switch capacitor circuit with correlated double-sampling auto-
zeroing. With the PLL close to lock, there are small changes in-phase error at the
rate of the reference-clock frequency. The amplifier offset is constant through the
reference-clock period and its effect is held on the main integrator capacitor.
The effect of the offset causes a onetime phase error (since it is constant) that is
subtracted by the next phase-error sampling off the main integrator capacitor,
which results in autozeroing of the offset of the amplifier.

We will begin the study of CMOS operational amplifiers for PLLs by studying
the baseline two-stage amplifier and then comparing performance to this baseline.
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Next, a folded-cascode operational amplifier is studied because of its high power-
supply ripple rejection, which is crucial for PLLs. Then, the preferred AB-input,
two-stage, folded-cascode operational amplifier is presented because it has high
PSRR, low offset voltage, high output drive capability, rail-to-rail input operation,
and rail-to-rail output operation. Rail-to-rail operation is the key to preventing
the loop from hanging up at either power rail.

5.5.1 Architecture Selection, Comparison to Basic Two-Stage Opamp

For PLL design, we must select the operational amplifier architecture that best fits
the list of performances mentioned earlier in this section. We will select and study
a basic, two-stage, differential amplifier followed by common-source amplifier-
type architectures. The following describes the advantages and disadvantages of
some of the differential amplifiers to be considered:

• Folded cascodes and telescopics:
• Advantages:

• Good high-frequency power-supply rejection;
• Disadvantages:

• Reduced output swing;
• Higher offset voltage;
• Reduced voltage gain.

• Class B:
• Advantages:

• High output swing;
• Good slew rate;
• High gain.

The basic topology used for most CMOS opamps is shown in Figure 5.65. A
differential input stage drives an active load, followed by a second gain common-
source stage. An output stage may be added for driving heavy loads off-chip. This
circuit configuration provides good common-mode range, output swing, voltage
gain, and common mode rejection ratio (CMRR) in a simple circuit that can be
compensated with a single capacitor.

5.5.2 Basic Opamp

In this section we will analyze the various performance parameters of the CMOS
operational amplifier circuit. To do the analysis, we will define the transistor
parameters for a 0.8-mm gate length with 5-V supply process and equations to
help in the analysis and synthesis. Table 5.3 shows the transistor parameters. We
will assume no loading of the first stage by the second stage because of the essentially
infinite input resistance of MOS devices. This allows us to separate the two stages
in order to find the voltage gain of the amplifier. Let’s look at the gain of the first
stage.

Using the small-signal equivalent circuit for the transistors allows the voltage
gain to be calculated. Equation (5.19) computes the first-stage voltage gain:
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Figure 5.65 Basic two-stage operational amplifier topology.

Table 5.3 List of 0.8-mm Gate-Length
Transistor Parameters Used in Studying
Opamps

Transistor Parameter Value

Uncox 191 mA/V2

Upcox 76 mA/V2

ln 0.33 mV
lp 0.14 mV

Av1 =
gmp2

gdsp1 + gdsn4
(5.19)

where

gmp2 = transconductance of the input transistors;

gdsp1 = small-signal device-output conductance of the input transistor;

gdsn4 = small-signal device-output conductance of the active load transistor.

Similarly, (5.20) computes the second-stage common-source voltage gain:
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Av2 =
gmn6

gdsp5 + gdsn6
(5.20)

where

gmn6 = transconductance of the second-stage common source transistor;

gdsn6 = small-signal device-output conductance of the second-stage common
source amplifier;

gdsp5 = small-signal device-output conductance of the active load for the
second-stage common-source amplifier.

Consequently, combining gain equations gives (5.21) to compute the overall
gain:

Av =
gmp2

gdsp1 + gdsn4

gmn6
gdsp5 + gdsn6

(5.21)

The overall gain is thus related to the quantity (gm /gds )
2 as shown by (5.22) and

(5.23).

gm
gds

=
2L

(Vgs − Vt )
1

dXd
dVds

(5.22)

where

Vgs − Vt = effective gate source voltage;

Vds = drain to source voltage.

gm
gds

=
2L

(Vgs − Vt )
1
l

(5.23)

where

l = the output impedance constant (V −1).

Thus, the overall voltage gain is a strong function of the bias point chosen for the
devices and the channel length of the transistors used, and (Vgs − Vt ) = 0.2V for
all devices.

Example 5.3

For example, consider a typical 0.8-mm gate length that has a channel-length
modulation parameter of 0.33 m /V for an n channel transistor and 0.14 m /V for
a p channel transistor, and set (Vgs − Vt ) = 0.2V. Let’s apply these values to the
opamp circuit in Figure 5.65 and calculate the gain for an n channel and p channel
transistor and the gain for the whole amplifier. For a typical 0.8-mm process,
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l has a value of 0.33 m /V for an N-channel MOS transistor and 0.14 m /V for a
P-channel MOS transistor with 0.8-mm channel lengths.

Then (5.23) gives gm /gds of 25 = 2 × 0.8/(0.2 × 0.14) for NMOS devices and
57 for PMOS devices. Equation (5.21) gives A = −25 × 57 = −1,385.

Example 5.3 shows that either increasing the channel length of the devices
used or reducing the bias current to reduce (Vgs − Vt ) increases the voltage gain.
Unfortunately, both of these changes degrade the frequency response of the
amplifier. Equation (5.24) computes the frequency bandwidth of the operational
amplifier:

v t =
gmp2
Cc

(5.24)

where

gmp2 = 2Idp2 /Vdsat (5.25)

where

Vdsat = (Vgs − Vt ).

For an Id2 current of 55 ma, a Vdsat of 0.2, and a miller compensation capaci-
tance Cc of 1 pF, substituting the gmp2 (550 mmhos) results from (5.25) into
(5.24) computes an 87.5-MHz bandwidth. Next, from high-frequency analysis, the
stability of the operational amplifier can be computed as shown by (5.26):

upm =
p
2

− atan1
gmp2
Cc

gmp5
CL
2 − atan1

gmp2
Cc

gmp5
Cgsp5

2 (5.26)

where

CL = the output load capacitance.

Substituting the previous values and a load capacitance of 1 pF, a gmp5 of 1.7
ma/V, and a Cgsp5 of 141 fF into (5.26) computes a phase margin of 69°.

Next, the systematic offset voltage can be computed as shown by (5.27)

Voscm =
Vicm

CMRR
=

Vicm

2gmp2
1

gdsp7
gmn3

1
gdsp2

(5.27)

where

Vicm = input common mode voltage.



292 Components, Part 2—Detectors and Other Circuits

Substituting an input common mode of 2.5V, gmn3 of 1.2 ma/V, gdsp2 of
19 mmhos, and a gdsp7 of 26 mmhos into (5.27) computes an offset of 0.93 mV.
Furthermore, (5.27) shows that the CMRR is related to the offset voltage; it is
given by (5.28):

CMRR = 2gmp2
1

gdsp7
gmn3

1
gdsp2

(5.28)

Substituting the previous values into (5.28) computes a CMRR of 2,672. Further
degradation in offset can be expected due to the mismatch of the transistors in the
process.

With the bandwidth computed, we now compute the slew rate of the amplifier,
which depends on the miller capacitance and the loading capacitance of the opera-
tional amplifier. Equation (5.29) computes the slew rate for the operational ampli-
fier assuming no capacitive loading:

SR = Ip5 /Cc (5.29)

For an Ip5 bias current of 110 ma and a Cc miller capacitance of 1 pF, (5.29)
computes a 110 V/ms slew rate.

Finally, let’s look at the PSRR of the operational amplifier. The PSRR to the
power supply is a function of the input transistor transconductance, mismatch with
the other input transistor transconductance, and the tail-current transistor output
conductance. Equation (5.30) shows this relationship:

PSRR =
gmp2
gdsp7

2gmp2
Dgmp2

(5.30)

where

Dgmp2 = mismatch ratio between input transistors.

Using a Dgmp2 of 0.01% and the previous values for the other variables computes
a PSRR of 47 dB (ratio of 232).

Thus, we find fundamental trade-offs between frequency response, gain, and
offset voltage in CMOS operational amplifier design. The above basic, two-stage
amplifier with many variations has been widely used in a variety of applications;
however, the evolution of several alternative circuits optimizes certain aspects of
the performance of the amplifier. In the next section, we consider variations on
the basic circuit and alternative architectures.

5.5.3 Folded Cascode

Many modern IC applications need CMOS opamps designed to drive only capaci-
tive loads. Capacitive-only loads make it necessary to use a voltage buffer to obtain
a low output impedance for the opamp. Opamp designs that realize this buffer
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have higher speeds and larger signal swings than those that must also drive resistive
loads. Having only a single high-impedance node at the output of an opamp that
drives only capacitive loads yields these improvements. All the other nodes in these
opamps have relatively low impedance from the admittance seen at all the other
nodes, being on the order of a transistor’s transconductance. Having relatively low
impedance on all the internal nodes maximizes the speed of the opamp. These low
node impedances also result in reduced voltage signals at all nodes other than the
output node; however, various transistors can have quite large current signals.
With these opamps, the load capacitance compensates the amplifier. Increasing the
load capacitance usually makes the opamp more stable, but it also makes it slower.
The transconductance parameter (i.e., the ratio of the output current to the input
voltage) distinguishes these opamps from the other modern opamps. Consequently,
they are sometimes referred to as operational transconductance amplifiers or trans-
conductance opamps.

Figure 5.66 shows an example of such an amplifier. This circuit is also known
as the folded cascode. From CMOS amplifier theory, cascode configurations
increase the voltage gain of CMOS transistor amplifier stages. A single common-
source, common-gate stage gain can provide enough voltage gain for many applica-
tions. This opamp configuration also has a high output impedance.

The design converts a differential input to single-ended output. All the current
mirrors in the circuit use wide-swing cascode current mirrors. The use of these
mirrors results in high-output impedance for the mirrors (compared to simple
current mirrors). This higher impedance maximizes the dc gain of the opamp. Even
though a folded-cascode amplifier only has a single gain stage, it can have reasonable
gain on the order of 700 to 3,000.

A normal cascode would have NMOS input devices MP1 and MP2 driving MN3
and MN4 . For ac signals in Figure 5.66, the NMOS devices MN3 and MN4 fold
the cascode up to the PMOS input transistors MP1 and MP2 . This circuit is a

Figure 5.66 Schematic of a folded-cascode operational amplifier.
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‘‘folded-up’’ version of a standard cascode. Additionally, this circuit simultaneously
performs a level-shifting function [15].

The folded-cascode opamp applies cascode transistors to the input differential
pair, but by using transistors opposite in type from those used in the input stage.
For example, the input differential pair has p channel transistors MP1 and MP2 in
Figure 5.66, and the cascode transistors have n channel transistors MN3 and MN4 .
This arrangement of opposite-type transistors allows the output of this single gain-
stage amplifier to be taken at the same bias-voltage levels as the input signals [16].

Now, for the other transistors, the current mirror composed of MP4 , MP7 ,
MP8 , and MP9 converts differential output to single ended. The circuit in the figure
uses a simplified bias network MP3 , MP8 , MN5 , and MN6 to simplify matters. The
intent here is to show the basic architecture. In practical circuits, the bias for IDP0
might be replaced by a constant transconductance bias network.

The load capacitor CL determines the compensation by setting the dominant
pole. In applications where the load capacitance is very small, it is necessary to
add additional compensation capacitance in parallel with the load to guarantee
stability. If lead compensation is desired, a resistor can be placed in series with
load capacitor CL . In some applications, lead compensation may not be possible
because the compensation capacitance is mostly supplied by the load capacitance;
however, it is more often possible than many designers realize. For example, it is
often possible to include a resistor in series with the load capacitance.

The input differential-pair transistors have bias currents equal to IDP0 /2. Mak-
ing the currents in current sources MN1 and MN0 larger than IDP0 /2 provides the
proper bias to the transistors. The bias current IDN3 of one of the n channel cascode
transistors MN3 or MN4 , hence the transistors in the output-summing current
mirror as well, equals the drain current of MN0 or MN1 minus IDP0 /2. Consequently,
this bias relationship gives (5.31) and (5.32):

IDN3 = IDN4 = IDN0 − IDP0 /2 (5.31)

IDN0 = IDN1 (5.32)

An Idp0 of 110 ma and IDN0 of 135 ma give an 80-ma current through IDN3
and IDN4 . The ratio of (W /L)N1 or (W /L)N0 to bias transistor mirror MN5 estab-
lishes the drain current IDN0 . Since the bias current of one of the cascode transistors
is derived by a current addition, for it to be accurately established, it is necessary
that both IDN1 and IDP0 be derived from a single-bias network. In addition, any
current mirrors used in deriving these currents should be composed of transistors
realized as parallel combinations of unit-size transistors. This approach eliminates
inaccuracies due to second-order effects caused by transistors having nonequal
widths [16].

Let’s look at the two paths of the gain from input to output. A differential ac
input voltage Vin causes gmp2 Vin /2 ac current to flow in the input transistors.
This current flows from transistor MP2 through transistor MN4 to the output.
Transistor MP2 has a common-source amplifier connection, and transistor MN4
has a common-gate amplifier connection. From this connection, this circuit is
also known as a common-source, common-gate amplifier. The current through
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transistor MP1 flows through transistor MN3 and is mirrored by transistors MP8
and MP7 through transistor MP4 and MP9 to the output.

Equation (5.33) computes the small-signal voltage gain of this circuit at low
frequencies, which is a function of the input transistor transconductance and the
output conductance contributions from MP9 and MN4 :

Av =
gmp2

goutp9 + goutn4
(5.33)

Equation (5.34) computes the output conductance contribution from MP9 :

goutp9 =
gdsp9

1 +
gmp9
gdsp4

(5.34)

Equation (5.35) computes the output conductance contribution from MN4 :

goutn4 =
gdsn9

1 +
gmn4

gdsn0 + gdsp2

(5.35)

Substituting (5.33) into (5.35), an gmp2 of 1.03 ma/V, a gdsp2 of 18.6 mmhos, a
gmp9 of 0.93 ma/V, a gdsp9 of 13.9 mmhos, a gmn4 of 1.3 ma/V, a gdsn4 of 30.7
mmhos, a gdsp4 of 14.3 mmhos, and a gdsn0 of 32 mmhos into the equation computes
a gain of 57 dB (ratio of 756).

Next, let’s look at the stability of the amplifier. The load capacitance CL
performs the function of a compensation capacitor. This gives an important advan-
tage to this circuit versus the previous circuit, which required the additional miller
capacitance Cc to keep the amplifier from oscillating in a feedback loop connection.
An important disadvantage of single-stage amplifiers is that the output voltage
swing is degraded by the presence of the cascode transistors MN3 , MN4 , MP8 , and
MP9 . A high-swing cascode configuration can be directly applied to the single-
stage amplifier to improve the swing. The high swing cascode results in an available
output voltage swing that extends to within 2(VGS − Vt ) = 2 DVGST of each supply.

Analysis of the opamp begins with an expression for the gain. Equation (5.36)
computes the gain bandwidth [17]:

v t =
gmp2

CL + (Cdbn4 + Cdbp9)
(5.36)

A capacitive load of 0.5 pF, MN4 drain capacitance of 26 fF, and MP9 drain
capacitance of 55 fF substituted into (5.36) gives a 282-MHz unity-gain crossover
frequency.

Next, stability is determined by evaluating the nondominant poles. We will
use the three-pole approximation for the frequency response as shown by (5.37):

upm = 90 − atanSv t
p1
D − atanSv t

p2
D − atanSv t

p3
D (5.37)
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Pole 1 occurs at the junction of MN4 and MN0 . Equation (5.38) computes its value:

p1 =
gmn4 + gmbn4
Cdbn4 + Cdbn0

(5.38)

Pole 2 occurs at the junction of MP4 and MP7 . Equation (5.39) computes its value:

p2 =
gmp4

Cgsp7 + Cdbp8
(5.39)

Pole 3 occurs at the junction of MP9 and MP4 . Equation (5.40) computes its value:

p3 =
gmp9

Cdbp9 + Cdbp4
(5.40)

Other poles are less significant. A gmbn4 of 195 ma/V, a Cdbn0 of 33 fF, a gmp4
of 1.01 ma/V, a Cgsp7 of 53 fF, a Cdbp8 of 68 fF, and a Cdbp4 of 79 fF substituted
into (5.37) computes a phase margin of 59°. For design purposes, we check that
poles 2 and 3 are more than 10 times greater than vt so that they do not affect
the stability of the amplifier and its crossover frequency point. Then, we adjust
pole 1 to give us our phase margin.

Next, we analyze the slew rate. Equation (5.41) computes the slew rate of a
folded cascode:

SR =
Idp0

CL + (Cdbn4 + Cdbp9)
(5.41)

Using an Idp0 of 110 ma, a CL of 0.5 pF, and the previous capacitor values computes
a slew rate of 183 V/ms.

Figure 5.67 shows an AB-input, two-stage, folded-cascode operational amplifier
for rail-to-rail operation. The folded-cascode state is followed with a common-
source push-pull output stage for current boosting, higher gain, and output rail-
to-rail swing. This circuit has gain from any common-mode input to the operational
amplifier. This occurs because either the n channel or the p channel differential
amplifier will be turned on at one of the rails. This is important in PLL designs to
prevent the loop from hanging up on either rail. As long as there is gain at the
rails, the integrator will operate and move the control voltage to the VCO back
toward the locking condition. The equations developed in the earlier designs can
also be applied to this design.

Table 5.4 compares the performance of operational amplifiers. This comparison
shows the strengths and weaknesses of each design architecture. OP27 and 741
operational amplifiers are individual product ICs and are shown for reference. The
AB-input, two-stage, CMOS operational amplifier is preferred for PLLs.
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Figure 5.67 AB-input, two-stage, folded-cascode operational amplifier for rail-to-rail operation.

5.6 Differences Between Charge Pump and Operational Amplifier
Compensation

One of the most important concepts to understand in PLL design is that synthesis
of the compensation circuit only approximates an ideal integrator, which is needed
to make an ideal type 2 PLL. A charge pump would have to have infinite output
impedance, and an operational amplifier would have to have infinite gain in order
for a compensation circuit to have an ideal integrator. Consequently, a decision
has to be made as to which circuit makes a better integrator and what the difference
in performance is.

Differences in performance show up in the following areas:

• Tracking a swept frequency;
• Noise suppression in phase-noise plots;
• Steady-state phase-error tracking.

5.6.1 Error Tracking of Charge Pump and Active Compensation

Active internal compensation allows better error tracking than charge pump com-
pensation. An example design comparison between charge pump internal compen-
sation and type 2 active compensation makes it easier to show the advantage.
Table 5.5 lists the example design parameters. The 75-MHz reference frequency
determines the limit for the loop bandwidth because of sampling effects. Conse-
quently, a 1.5-MHz loop bandwidth was chosen because it is far enough away to
minimize sampling effects.

Table 5.6 lists the charge pump solution and the type 2 active-compensation
solution. For charge pump compensation, charge pump gain and C1 are used to
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Table 5.4 Comparison of Well-Known Opamp Performance Versus Various CMOS Architectures

Typical Basic Folded- AB-Input
Key Performance CMOS CMOS State Two-Stage Cascode Two-Stage
Parameters OP27 LM741 3-mm Process of the Art CMOS CMOS CMOS

Voltage gain 106 105 104 106 103 103 105

dc Vos 10 mV 2 mV 5 mV 20 mV 2 mV 50 mV 250 mV

Input bias current 10 na 300 na — — 0 0 0

Frequency of unity gain 8 MHz 1 MHz 10 MHz 500 MHz 150 MHz 300 MHz 180 MHz

Slew rate 2.8 V/ms 1 V/ms 10 V/ms 1,000 V/ms 44 V/ms 52 V/ms 83 V/ms

Power dissipation 90 mW 50 mW 1 mW 10 mW 1.65 mW 2.75 mW 3.6 mW

PSRR 1 mV/V — — — 60 dB 60 dB 79 dB

Input noise density 3 nV/sqr Hz 20 nV/sqr Hz — — 9 nV/sqr Hz 10 nV/sqr Hz 22 nV/sqr Hz
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Table 5.5 Example PLL Design
Parameters

Design Parameter Value

Reference frequency 75 MHz
Kv 700E6 rad/s/V
N 1
Loop bandwidth 1.5 MHz
Damping factor 0.8

Table 5.6 Charge Pump and Type 2 Active-
Compensation Solutions to Example Design

Type 2 Active
Component Charge Pump Compensation

Kd 1.3 mA/rad 0.4 V/rad
R1 0 0.666 Megohms
R2 22 10 Kohms
C1 0.12 mF 20 pF
C2 2,200 pF 0

adjust the bandwidth, and R2 adjusts phase margin. For type 2 active-compensation
phase detector gain, the ratio of R2 /R1 to C1 adjusts bandwidth, and R2 adjusts
phase margin.

Next, error tracking for active compensation will be compared with the charge
pump compensation. Using a behavioral model and ac SPICE analysis (refer to
Section 8.2), Figure 5.68 shows the resulting error transfer function for the charge

Figure 5.68 Error transfer function for the charge pump and active-based compensation.
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pump and active compensation. This figure shows 10–20-dB lower error for active
compensation. This is due to the lower gain for the charge pump when compared
to an operational amplifier. A parallel 40V resistor with the current source was
added to model the reduced gain in the charge pump. This accounts for the change
in slope at 100 kHz. The difference in control-system response shows up in the
amount of phase noise and error tracking. To demonstrate the error-tracking effect
on loop performance, a simulation with a sweeping input frequency (triangle wave)
will be used.

From doing transient analysis on the behavioral model, Figure 5.69 shows the
results for charge pump compensation and active compensation with the swept-
input frequency. The frequency of the triangle wave was increased until a significant
difference in tracking occurred. Active compensation tracks the triangular modula-
tion closer than charge pump compensation. Closer tracking of the input modula-
tion means the loop will have higher immunity to disturbances. This is a relative
measurement of whether the loop is locked with Post-it Note glue that a slight
wind can blow off the lock or Super Glue that a strong wind cannot blow off the
lock.

5.6.2 Phase-Noise Suppression

Suppression of close-in phase noise is another area where the difference between
charge pump– and opamp-based compensation shows up. This occurs at the loop
bandwidth of the PLL when the phase noise of the VCO is much greater than the
multiplied phase noise of the reference crystal oscillator. This is the usual condition
in integrated circuits because of the inherently noisy VCOs in integrated circuits.

As we did before, it is easier to make this phase-noise comparison by using an
example. Consequently, we will use a comparison of two example PLLs. One has

Figure 5.69 Charge pump and active-compensation response to a swept-input frequency.



5.6 Differences Between Charge Pump and Operational Amplifier Compensation 301

a charge pump that multiplies 20 MHz by 4 to 80 MHz with a 1-MHz loop
bandwidth. The other has an operational amplifier that multiplies 20 MHz by 4
to 80 MHz with a 1-MHz loop bandwidth. In this case, measured phase noise of
the examples shows the comparison better than modeling the effects because of
the difficulty of taking into account all the nonideal parameters. Figure 5.70 shows
the measured comparison results.

This figure shows that the operational amplifier suppresses the phase noise of
the VCO from its 1-MHz bandwidth value of −85 dBc/Hz until an offset frequency
of 100-kHz value of −95 dBc/Hz. This 10-dB/dec reduction in noise confirms the
presence of a type 2, −40-dB/dec slope suppression of the +30-dB/dec increase in
noise from the VCO. Consequently, the operational amplifier has produced an
ideal integrator over at least the 100-kHz to 1-MHz decade range. From 1 kHz
to 100 kHz the loop follows the multiplied reference-oscillator phase noise. In the
other example loop, the charge pump does not suppress the phase from its 500-kHz
bandwidth value of −85 dBc/Hz to its 10-kHz frequency offset value of −85 dBc/Hz.
This flat response shows that the charge pump does not act like an integrator that
gives a type 2 PLL response to noise. Consequently, for low output phase noise
close to the carrier, operational amplifier compensation is preferred.

5.6.3 Phase-Error Tracking for Changing Input Frequency

Figure 5.71 shows an oscilloscope picture of phase-error tracking for a PLL with
an operational amplifier. The top waveform shows the output of the VCO, which
multiplies the reference by 2. The bottom waveform shows the reference-oscillator
input at 66 MHz. At 20-MHz input frequency, the edge of the VCO that is marked
by the dotted line coincided with the y-axis. Slowly changing the input frequency

Figure 5.70 Phase-noise suppression comparison between charge pump– and opamp-based com-
pensation.
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Figure 5.71 Oscilloscope picture of VCO output and reference input of a PLL example for phase
tracking.

to its final value of 66 MHz showed the VCO output edge moving slowly to its
final value of 2.3 ns from the y-axis. Consequently, we had a 50-ps tracking change
per 1-MHz change in input frequency. No special phase matching was done to
achieve this result. A repeat of this measurement with the charge pump PLL could
not be done because the VCO edge moved so quickly across the oscilloscope screen
that it was difficult to maintain the identity of each edge.

Another method for quantifying the effectiveness of the compensation is to do
an ac SPICE analysis [18]. Figure 5.72 shows an ac SPICE simulation of a charge
pump charging capacitors of 1, 10, and 100 pF. The plots show only a decade of
integration above the 0-dB gain point.

Figure 5.73 shows an ac SPICE simulation of an operational amplifier with
feedback capacitors of 10 pF and 100 pF. This plot shows 2.5 decades of integration
above the 0-dB gain point. This increase should improve suppression of phase
noise when compared to a charge pump integrator.

5.7 Summary

In the previous chapter we discussed dividers and oscillators. In this chapter, we
discussed detectors and other circuit designs of the individual components in a
PLL. Detailed designs of phase detectors, lock detectors, and acquisition aids were
studied.

Phase detectors were studied because understanding how phase detectors work
is one of the major keys to understanding how PLLs work. Next, lock detection
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Figure 5.72 Integrator frequency range versus integrating capacitor for a charge pump.

Figure 5.73 Integrator frequency range versus integrating capacitor for an operational amplifier.

was studied. Many systems use the lock detector to reset the system. This is a
disastrous change to the operation of most systems. In a PLL, a reset can start the
loop operating at a very low frequency (or with no output), which then acquires
lock at the normally much higher output operating frequency. Consequently, a
small phase shift in a PLL that would marginally affect the system can cause a
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huge disruption in the operation of the system if a reset occurs. The key to lock
detection is to alarm on behavior that shows the PLL is broken. Quadrature phase
detection, time-window edge comparison, tune-voltage window comparator, and
cycle-slip detection are the lock-detection methods that were covered.

Then, acquisition techniques were studied. Open-loop sweep, closed-loop
sweep, and discriminator-aided acquisitions were the methods covered. The phase/
frequency detector uses discriminator-aided acquisition and is the most popular
choice. Clock-recovery circuits cannot use phase/frequency detectors. Conse-
quently, these circuits require an acquisition aid.

Next, single-ended and differential charge pumps were studied. The number
of parameters that the charge pump affects makes it one of the most important
circuits in a PLL. The linearity of the circuit affects the stability of the loop, the
amount of jitter, the amount of noise, the reference sideband levels, the phase
tracking error, and the limits of the frequency range. The amount of peak charge
pump current affects the amount of noise, the loop bandwidth, and the frequency
slew rate. Next, basic and other opamp variations were studied as an alternative
to charge pumps. An opamp affects the same parameters as the charge pump. Basic
opamp design was covered. Folded-cascode and other variations were studied and
compared in order to find the best configuration for a PLL. Finally, the trade-offs
between operational amplifiers and charge pumps were studied in order to decide
which circuit to use. Understanding the design details and trade-offs in these detector
and supporting components is critical in designing monolithic PLLs.

Questions

5.1 A phase detector has a maximum voltage of 3.3V for a 2p phase error
and 13.3 mV at zero phase error. Calculate the phase detector gain and
the figure of merit M. Is this a reasonable phase detector?

5.2 A sinusoidal phase detector has 0.1V average output for a 0° phase error.
What is the gain of the phase detector at 0° phase error? Is this a reasonable
phase detector at 0° phase error?

5.3 A sinusoidal phase detector has a maximum output voltage of 0.6V and
an offset voltage of 1 mV. Calculate the phase detector gain and the
figure of merit M. Is this a reasonable phase detector?

5.4 A exclusive-OR phase detector has a maximum output voltage of 1.8V
and an offset voltage of 11.1 mV. Calculate the phase detector gain and
the figure of merit M. Is this a reasonable phase detector?

5.5 An RSFF phase detector has a maximum output voltage of 1.1V and an
offset voltage of 21.1 mV. Calculate the phase detector gain and the
figure of merit M. Is this a reasonable phase detector?

5.6 The Gilbert multiplier circuit in Figure 5.6 has a current I = 2 mA and
resistance R = 5 kV. R1 and R2 differ by 2%, and Vio = 5 mV. Find Vdo ,
Kd , and the figure of merit.

5.7 Run a simulation for an RSFF with a 10-MHz reference frequency and
50% duty cycle and one with a 9-MHz VCO frequency and 50% duty
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cycle. Draw the output waveform after it has been filtered. Describe any
problems with this waveform.

5.8 How many regions of operation does a phase/frequency detector have?
Describe the regions.

5.9 In a phase/frequency detector, what is the dead zone? What is one condi-
tion that can cause a dead zone? What can be done to the phase detector
to minimize the dead zone? Can a type 2 PLL stay locked in the dead
zone?

5.10 What happens to the transient response of a PLL with a phase/frequency
detector and a damping factor of 3? What can be done to improve the
transient response.

5.11 Why are there equal up-down pulses at 0° phase error in a phase/frequency
detector? What would happen if we filtered the output pulses at 0° phase
error so that there would be no output?

5.12 Your customer wants you to choose between a NAND gate and a D flip-
flop phase/frequency detector that he plans to use over several process
(0.8m to 0.15m gate lengths). Which one would you choose and why?

5.13 A PLL with 100-kHz loop bandwidth uses a quadrature lock detector
and has a 3.3-V supply. The mixer has x gain. What bandwidth do you
set the lowpass filter to in the detector and what voltage threshold would
you use in the comparator?

5.14 A PLL with 10-kHz bandwidth uses a tune-voltage window comparator
lock detector. What would you set the low-voltage and high-voltage
thresholds to?

5.15 Kd = 0.4, Kv = 1E9, R1 = 300 kV, and C = 100 pF. What is the maximum
sweep rate and the natural frequency? For a 3-V supply, what is the
fastest ramp time of the tune line that can be achieved?

5.16 Kd = 0.16, Kv = 3E8, R1 = 10 kV, R2 = 1 kV, and C = 3300 pF. What
is the maximum sweep rate and the natural frequency? For a 5-V supply,
what is the fastest ramp time of the tune line that can be achieved? What
pulse width should you make the one shot?

5.17 What are the advantages and disadvantages of using a charge pump in
a PLL?

5.18 Name and describe two variations of a charge pump?
5.19 What is the advantage of using an operational amplifier to feed back the

voltage to the other leg in a differential charge pump?
5.20 A phase/frequency detector drives a charge pump with a programmable

current source of 100 ma and 1 ma. Calculate the phase detector gains?
If the charge pump has a figure of merit of 10, calculate the offset current
for each current.

5.21 What opamp has the widest swing and largest PSRR?
5.22 Name a few operational amplifier configurations.
5.23 Name a few operational amplifier characteristics that pertain to PLLs.
5.24 Why do you use cascode transistors in a current mirror?
5.25 Would you use a charge pump or an operational amplifier to convert a

differential signal to a single-ended signal?
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5.26 Which has more flexibility in synthesizing compensation configurations,
a charge pump or operational amplifier?

5.27 For which IC applications would charge pump compensation be a good
choice?

5.28 What noise specification is significantly improved by using an operational
amplifier?
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Loop-Compensation Synthesis Revisited

This chapter presents loop-compensation synthesis. The synthesis of loop-
compensation components in the loop is application dependent. Consequently,
several examples of the most popular compensation schemes are presented. This
gives us an intuitive feel to extend these methods to designs that are not presented.
These examples include the following design types:

• Passive;
• Active with maximum capacitor value;
• Sampling delay;
• Fast switching time;
• Minimum bandwidth;
• Maximum divide ratio;
• Optimum low phase-noise.

This chapter begins by ranking PLL requirements to help make the design
trade-offs that optimize a PLL loop compensation for an application. Ideal design
requirements for a synthesizer and a clock-recovery circuit are presented. Next, a
nine-step cookbook method for doing compensation is presented to ease making
decisions about the trade-offs in PLLs. For beginning- and intermediate-level PLL
designers, it is best to start with the cookbook method. An example shows how
to apply the cookbook method. Next, a simple example to illustrate the technique
for active compensation and maximum capacitor value is presented. The biggest
impact on IC design is the area of the capacitor in silicon. The limitations of the
components in this low area PLL architecture are explored. The next example
illustrates the technique for active compensation and compensating the design for
sampling delay. Sampling delay is a major limitation to widening the loop band-
width. At the limit of the sampling delay, the loop loses stability. A derivation of
the new design equations that accounts for sampling delay is presented. Another
example illustrates the technique for obtaining fast switching time. Misconceptions
about the ideal damping factor are discussed, and equations are derived that give
the desired result.

Next, an example is presented that determines the minimum bandwidth of a
charge pump monolithic PLL with a current-starved ring VCO. Telecommunica-
tions, wireless, and pager technologies require narrow-bandwidth PLLs (10 to
100 Hz) because the lowest common denominator for the multiple frequencies
required force a low reference frequency into the phase detector. The factors that
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affect the minimum bandwidth are then discussed. Also, the least-common-
denominator requirement forces the multiplication ratios to higher and higher
values. Knowing the maximum value can help us decide if we need to change to
a multiple-loop architecture or a fractional-N architecture to meet this requirement.
Consequently, another example shows the maximum divide ratio that can be
achieved with a charge pump PLL. Equations are derived to meet this PLL synthesis
goal.

Receivers need low-phase-noise PLLs to maintain high dynamic range and meet
minimum signal-to-noise requirements. In designing a PLL, the general practice
has been to select damping factor and loop bandwidth for switching time. This
example presents a method for obtaining the optimum damping factor and band-
width goals for low-phase-noise PLL design. Equations are derived for this purpose.

6.1 Ranking Requirements for PLLs

Optimization of PLL compensation requires an objective function. In the objective
function, the requirements are weighted in order to reach a clear optimum solution.
Otherwise, the optimizer would get into an infinite loop. One way of weighting
the requirements is to rank them in order of importance.

Ranking PLL requirements helps make the design trade-offs to optimize the
PLL architecture for the application. Let’s look at the ideal design requirements
for a synthesizer and a clock-recovery circuit. This will help identify the require-
ments and goals. Then, we will look at some specific examples to show how these
trade-offs have been made for a specific application.

First, here are the ideal PLL requirements for a synthesizer so that we know
in general which requirements to rank:

• Ideal PLL requirements for synthesizer:
• Small frequency-step size;
• Low noise and jitter:

• Low close-in phase noise;
• Low far-out phase noise;
• Low noise ear;
• Low reference sidebands;
• Low spurious levels;

• Fast time response;
• Wide tuning range;
• High stability;
• High output frequency;
• Fast power up;
• High noise immunity;
• Minimum tracking error:

• No resets;
• Small size;
• Low power;
• Low cost.
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Next, here are the requirements for an ideal-clock-recovery PLL, which will
have a significantly different ranking than a synthesizer list because of the difference
in application and other requirements:

• Ideal requirements for clock-recovery PLL
• Low additional jitter and noise to the input:

• Low far-out phase noise (from VCO);
• Low noise ear/peaking (control system);
• High-order poles (jitter-tolerance improvement);
• Low reference sidebands;
• Low spurious levels;
• Low multiplication factors to minimize accumulated jitter;

• Fast time response for initial lock;
• Zero phase startup;
• Slow time response to changing data;
• Wide frequency range;
• High stability;
• High output frequency;
• Fast power up;
• High noise immunity;
• Minimum tracking error:

• No resets;
• Minimum reference-edge-to-output-edge skew;
• Tracking of low-frequency input modulation;
• Rejection of high-frequency input modulation;
• Minimum sensitivity to missing input edges;

• Small size;
• Low power;
• Low cost.

The clock-recovery list has the additional requirements of fast switching time,
slow response to changing data, tight edge tracking, and minimum sensitivity to
a missing edge. The requirements for minimum sensitivity to a missing edge and
tight tracking error eliminate the commonly used phase/frequency detector in Figure
5.21 and lead to a whole range of phase detectors for solving these problems.

Let’s look at an example of ranking to get a better feel for the thought process
involved in making these decisions. For the first example, we will rank a PLL
for a serializer-deserializer application that process 16 bits of data. A serializer-
deserializer application takes parallel data at a slower speed (10 MHz) and
ships it out serially at a much faster rate (16 bits times 10-MHz reference rate =
160 MHz) to reduce the amount of wiring between functional blocks in a system.
A receiver at the other end receives the 16 bits of serial data at 160 MHz and
converts it back to 16 bits of parallel data at 10 MHz and resynchronizes the
parallel data.

Here are the rankings of requirements for an example serializer-deserializer
PLL:
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• Serializer/deserializer PLL design requirement rankings
• Output-frequency dynamic range and input-frequency dynamic range;
• Adequate (versus optimum) stability;
• No resets for acquisition (all circuits work at high frequencies)
• System-level timing (skew);
• Maximum frequency output (tied heavily to system timing and spurious

noise);
• Noise—spurious;
• Frequency resolution (the size of the dividers);
• Acquisition time;
• Power consumption;
• Size;
• Noise—Gaussian.

Once the rankings have been established, architecture decisions can be made
about the design. In particular, decisions can be made about the phase detector,
VCO, process, bipolar versus CMOS implementation, and external versus internal
compensation.

First, select between an RS-latch-type phase/frequency detector (PFD) versus
a D-type tristate PFD. The D-type PFD can have a serious dead-zone issue, which
the RS-latch-type PFD does not have. The D-type has no advantages as compared
to the RS-type, except perhaps a slightly smaller area and the fact that it has
historically been used a great deal with charge pumps.

Next, select between active compensation versus charge pump compensation:
Charge pumps don’t have as much dc gain as an active filter with an opamp and
thus do not have as good dc tracking capability. Also, dc offsets in charge pumps
are harder to correct for than in active-filter compensation, which leads to phase
misalignment at the PFD inputs since the loop has to correct for the offset. The
two-pole, two-zero compensation network we have chosen cannot be easily incorpo-
rated into the charge pump design. This compensation network will allow a wider
dynamic range of input frequencies and divide ratios than is possible with typical
second-order PLL compensation. There is concern that the CMOS opamp used
has a low 0-dB crossover frequency; thus, the output VCO control line will have
high impedance to high frequencies. However, even though the opamp in the active-
filter design is limited to a ~50-MHz crossover frequency, the active-filter feedback
network will couple noise in at high frequencies. In the two-pole, two-zero active-
filter design, high-frequency noise is coupled from the output back to the input of
the opamp, where it is rejected by the opamp. In addition, the VCO will act as an
integrator that does not react immediately to high-frequency noise that cannot be
regulated out by the opamp. In contrast, the charge pump control voltage usually
has a high-impedance node that will have trouble rejecting high-frequency noise.
It is true that in the charge pump case the VCO will also tend to integrate the
noise out on this line; however, the active filter has the advantage that the high-
frequency noise is coupled back to its input, whereas, in the charge pump design,
the control-line noise does not have a path for high-frequency rejection.

Next, select between a single-ended CMOS VCO versus a differential bipolar
VCO. The single-ended CMOS inverter chain has the advantage of having about
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twice the useable frequency range as the differential bipolar. The bipolar differential
VCO has the apparent advantage of common-mode noise rejection and low device
noise; however, initial measurements indicate that the single-ended VCO with
active-filter drive has as good noise rejection as the differential VCO driven by a
charge pump.

Next, choose the technology. RFBiCMOS was chosen as our process technology
for the serializer/deserializer project for several reasons. We need the flexibility
that RFBiCMOS offers in terms of faster bipolar and faster CMOS than our
predecessor linear process. RFBiCMOS has an isolated NMOS and a good bipolar
for high ESD, which is a differentiating feature of our interface products. Smaller
CMOS processes were evaluated, but rejected, because we need good bipolar for
high ESD protection, which CMOS does not easily offer. Also, the high wafer cost
of small metal pitches that accompany small CMOS processes is not a requirement
for our designs. So, in short, RFBiCMOS offers maximum flexibility because it
has comparatively fast CMOS and bipolar, an isolated NMOS, and high ESD
protection, and it allows us to share cells easily between designers in order to meet
tight time-to-market demands.

Next, choose the transistor type of CMOS versus bipolar technology within
the system design. It is apparent that design improvements in terms of device-level
1/f noise and ft speed can be made by using bipolar instead of CMOS technology.
Since we have both available to us in RFBiCMOS, we would obviously try to use
bipolar wherever possible for high-speed designs; however, due to system-level
timing constraints of the project, we are predicting that very-high-speed data trans-
fer will not be possible. Furthermore, the PLL design we have chosen is in CMOS,
and layouts can be easily transferred to RFBiCMOS to meet tight schedule require-
ments. For the time being, we are planning on investigating future improvements
of the design by replacing CMOS with bipolar circuits. This is especially the case
in the PLL, whose performance in terms of jitter, speed, and overall noise immunity
could probably be improved by the use of bipolar circuits. The most notable speed
improvement could be made by using differential ECL divider chains.

Finally, select between external versus internal compensation. Internal compen-
sation has the obvious advantage of user friendliness. It also has a hidden advantage
in that a great deal of applications support is not needed. Disadvantages of internal
compensation are large RC area and perhaps greater on-chip noise-coupling charac-
teristics in the case of high resistor values, leading to a high impedance filter.
Advantages of external compensation include the availability of large capacitor
values, allowing small on-chip resistors for low on-chip noise coupling. In addition,
the flexibility of setting PLL bandwidth for a given application for optimum perfor-
mance is possible with external components. This improves ac performance of the
PLL, such as acquisition time and optimum stability. Disadvantages of external
compensation are the obvious user unfriendliness, necessary applications support,
and potential for noise coupling from external components onto the VCO control
line. The team has chosen internal compensation since acquisition time and opti-
mum (versus adequate) stability are not high priorities for the serializer-deserializer
PLL. This provides the chipset with maximum user friendliness and avoids poten-
tially high application-support resource costs. It is accepted that acquisition times
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for the higher input frequencies may be compromised. The noise coupling trade-
off is still a subject of debate.

Another example shows how the requirements and trade-offs change with
application. Here is the ranking of requirements for a time base generator for a
hard-disk drive read-channel operation:

1. Eight output phases;
2. Maximum frequency of 500 MHz;
3. Frequency range of 250 to 500 MHz;
4. BER (SNR of 40 dB);
5. Minimized wander (phase error) of less than 200 ps peak to peak;
6. Loop lock even in the absence of resets;
7. Correct division of M feedback divider to maximum VCO output fre-

quency;
8. Schedule;
9. Cycle-cycle jitter of less than 0.25% of the VCO’s output period;

10. Low noise ear;
11. Minimize noise after the phase detector;
12. Minimize 1/f noise;
13. Minimized nonharmonically related spurious signals (<−40 dBc);
14. Frequency resolution at the output of the VCO of 1-MHz frequency steps;
15. High power-supply rejection;
16. High damping factor;
17. Optimum phase-noise bandwidth (50 to 5,000 kHz);
18. M programmable feedback divider ratios of 1 to 511;
19. N programmable reference divider ratios of 1 to 255;
20. Area;
21. Power consumption.

This PLL generated the clock (time base) for a digital clock-recovery circuit (CRC)
that recovered the clock out of the data from a hard disk drive.

The top requirement shows eight phases out of the VCO in order for the digital
clock-recovery circuit to sample the input data evenly at 45° increments. This
requirement makes the VCO a ring oscillator with an even number of gate delays
in the ring, which makes it a differential ring. The second requirement shows a
maximum output frequency of 500 MHz. The higher output frequency increases
the throughput, which increases with the increasing amount of data capacity on a
hard drive. Next, a wide output-frequency range gives higher flexibility in the hard-
drive capacities for which the PLL will work. Next, low BER and minimization
of wander mean a low-phase-noise design for the VCO, low multiplication factor,
and low-noise loop-filter design. No reset requirements and a fast prescaler divider
make the loop robust so that it can recover from either power-supply rail. Next,
the schedule requirement reflects that any solution must be fast to market. After
this the list reflects more low-noise parameters, PSRR, area, and power consump-
tion, which will be difficult to meet after satisfying the first eight requirements.
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6.2 Loop-Component Synthesis

There are many different approaches to synthesizing loop components. It is beyond
the scope of the current discussion to list every possible approach. The goal here
is to give enough examples for readers to understand how to extrapolate these
techniques to their particular applications.

In the previous chapters, charge pump compensation was done as a simple
introduction to compensation. In this section, we will show a nine-step cookbook
method for doing compensation. For beginning- and intermediate-level PLL design-
ers, it is best to start with the cookbook method. An example will show how to
apply the cookbook method.

There are several architectures of loop compensation to select from. Figure 6.1
shows passive and charge pump loop-compensation configurations. Each has its
advantages and disadvantages. Ideally, we would like to choose an architecture
that provides the greatest amount of freedom in adjusting polynomial values.

The selection of architecture affects many of the loop’s performance parameters.
Requirements that loop filter can aid include

• Low noise and jitter:
• Low noise ear;
• Low reference sidebands;

• Fast time response;
• Wide tuning range without switching components;
• High stability;
• High noise immunity (outside loop bandwidth);
• Minimum tracking error;
• Small size;
• Low power.

Table 6.1 shows desired PLL characteristics that are affected by changing the
design parameters for loop compensation. Blank entries in the table mean the effect
is undetermined. First, from left to right, low noise ear means a high loop bandwidth.
Low reference sideband means a low loop bandwidth. Fast time response means
wide loop bandwidth. Wide tuning range means low loop bandwidth. High stability
means low loop bandwidth. High noise immunity means high loop bandwidth.
Minimum tracking error means high loop bandwidth. Small area means wide loop
bandwidth. External components required means narrow loop bandwidth. The
loop-bandwidth term also applies to natural frequency and 0-dB crossover point
because there is an almost constant factor relationship between them.

Low noise ear means high damping factor. Fast time response means low
damping factor. Wide tuning range means low damping factor. High stability
means high damping factor. High noise immunity means high damping factor.
Minimum tracking error means high damping factor.

Select an opamp active filter for low noise ear, low reference sidebands, fast
time response, wide tuning range, high stability, high noise immunity, and minimum
tracking error. Select a charge pump for high device bandwidth, small size, and
low power and to use external components.
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Figure 6.1 PLL interconnect for passive loop compensation and charge pump loop compensation.

Figure 6.2 shows the ideal stability geometry. For a 10-kHz 0-dB crossover
point with 65° phase margin at the peak, the compensation puts a zero at 2 kHz
(1/5 of 10 kHz) and a pole at 50 kHz (5 times 10 kHz). The zero adds phase
margin up to 10 kHz, and the pole takes the phase margin away and helps filter
out the phase noise and reference sidebands. A 65° phase margin peak at 10 kHz
gives a 30° phase margin range from 1 to 100 kHz, which is enough to allow for
a wide variation in divide ratios, temperature, process, and supply voltage.

For beginning- and intermediate-level PLL designer, it is best to start with the
cookbook method. The following list shows a summary of a simple cookbook
procedure to synthesize components [1, 2].
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Table 6.1 Loop-Compensation Requirements Versus PLL Performance Characteristics

Low Low Fast Wide High Minimum High Low External
Noise Reference Time Tuning High Noise Tracking Device Small Power Components

Design Parameter Ear Sideband Response Range Stability Immunity Error Bandwidth Size Required

Loop bandwidth ↑ ↓ ↑ ↓ ↓ ↑ ↑ ↑ ↓

Damping factor ↑ ↓ ↓ ↑ ↑ ↑

Opamp/charge pump Opamp Opamp Opamp Opamp Opamp Opamp Opamp Charge Charge Charge Charge
pump pump pump pump
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Figure 6.2 Ideal loop-component synthesis that is geometrically centered on the 10-kHz crossover
frequency with a zero at 2 kHz and a pole at 50 kHz.

1. Determine output-frequency range.
2. Determine VCO gain.
3. Determine input-frequency range.
4. Determine divider range.
5. Determine largest capacitor value.
6. Determine maximum natural frequency.
7. Determine minimum damping factor.
8. Synthesize values.
9. Suppress reference sidebands (C2).

The following procedure assumes a synthesizer application on an integrated
circuit with all components on chip, and a phase frequency detector is used for a
phase detector.

Step 1. In the first step, the output-frequency range needs to be identified. The
output-frequency range and output frequency will determine which VCO to use.
The performance of the VCO is the major performance circuit in a PLL. An RF
frequency (>800 MHz) VCO would use an LC oscillator with a low VCO gain.
A low frequency (<1 MHz) would use a multivibrator with a low VCO gain. A
high-frequency and wide frequency range output (1 to 800 MHz) would use a ring
oscillator with a high VCO gain. A single frequency output is easier to build than
a wide range of frequency outputs. A low supply voltage with a high frequency
and wide-frequency-range output gives the ring oscillator an even higher VCO
gain. From a control-system point of view, we would like a low VCO gain.

Step 2. With the output-frequency range determined, and given the supply
voltage and some margin, we can calculate an approximate VCO gain:

Kv = (vomax − vomin )/(Vtunemax − Vtunemin ) (6.1)
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where

Vtunemax = Vdd − Vmargin

Vtunemin = Vss + Vmargin

Step 3. In this step, the input-frequency range needs to be identified. A single
input frequency is easier to build than a wide input-frequency range. A wide
difference in input and output frequency makes synthesizing components more
difficult to design. A widely varying input frequency, a widely varying output
frequency, and a wide difference in input and output frequency is the most difficult
to design.

Step 4. For this step, the feedback divider (or frequency-multiplication factor)
needs to be identified. The ratio of the maximum output frequency to the minimum
input frequency gives the maximum divide ratio, and the ratio of the minimum
output frequency to the maximum input frequency gives the minimum divide ratio.
A wide variation of divide ratios will effectively vary the divided-down gain of the
VCO, which will change the natural frequency and the damping factor. For fixed
VCO gain, phase detector gain, resistor and capacitor values, the increase in divide
ratio will reduce the natural frequency and the damping factor.

Step 5. We need to select the largest capacitor value. For an integrated circuit,
the loop capacitor takes up the most area. The area of the chip has a direct impact
on the cost of the IC. A maximum of 100 pf for a capacitor is not an unusually
large amount. For an off-chip capacitor, 1 mF is usually the maximum value.

Step 6. In this step, we determine the maximum natural frequency that will
keep the loop stable. A natural frequency too close to the reference frequency will
cause the loop to lose a significant amount of phase margin and eventually to lose
lock because of sampling effects, which we will discuss in Section 6.4. A factor of
one-tenth of the reference frequency is a good reference for the maximum natural
frequency.

Step 7. We select the minimum damping factor. The minimum damping factor
should at least take into account the variations in components with process to
maintain stability. Comfortable stability margins are greater than 30° for phase
margin in classical PCB designs, which corresponds to a 0.27 damping factor [1].
On ICs, damping factors can go as low as 0.1 and still maintain lock. Even though
this low damping factor may be acceptable to the process, it may not be acceptable
to the customer, who may want a minimum phase margin as high as 45° in order
to see fewer than two significant overshoots.

Step 8. Synthesize R1 and C1 for the charge pump. We select a charge pump
current (10 ma to 1 ma). Then, we use (2.27) to solve for R2 . Equation (2.26)
solves for C1 , and this value determines if it is an acceptable value for the amount
of area.

Step 9. Finally, we calculate the amount of sideband level. The difference
between the sideband level calculated and the sideband level desired determines
how much more suppression we need to meet specifications. Equation (6.2), from
(3.212), computes the sideband level:
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Psb = 532Ipk sinStpw fref p
2 D

p 4R2
Kv

2v ref6
2

(6.2)

Next, we calculate the additional suppression of the sideband by, for example,
adding a roll-off capacitor. Equation (6.3) computes the suppression:

Suppression = 20 log(vc /v ref ) (6.3)

where

vc = radian frequency cut off of the roll-off filter (rad/s).

Summing the results of (6.2) and (6.3) gives the total sideband level. If the total
sideband level does not meet requirements, then we will have to move the natural
frequency to a lower frequency in step 6 and resynthesize the components or add
filtering, as discussed in Section 3.6.2.6, to increase the suppression.

Example 6.1

Design a PLL with the cookbook method to increase 32 kHz to between 4 and
20 MHz with a process that has a power supply of 3.3V and a phase/frequency
detector with a minimum output pulse width of 4 ns. The customer requires 0.9V
of supply padding, a 1,000-pF maximum capacitor value, a damping factor of 0.5,
and a roll-off capacitor with 1/10th of the value of the main capacitor.

The output-frequency range in step 1 was given to be 4 to 20 MHz. Substituting
values into (6.1) in step 2 gives a VCO gain of 10.6 MHz/V. In step 3, the input-
frequency range does not change. In step 4, the divider range is computed to be
125 to 625 by dividing the minimum and maximum output frequency by 32 kHz.
In step 5, the customer has required the maximum capacitor size to be 1,000 pF.
For extra margin in stability, the loop natural frequency is set to 1/40th of the
clock frequency in step 6, which is 800 Hz. In step 7, the damping factor is set by
the customer to 0.5. Rearranging (2.26) to solve for charge pump current computes
1.4 ma of charge pump current in step 8. Solving (2.27) gives an R2 of 198V. In
step 9, solving (6.2) gives a −44-dB reference sideband level without filtering, and
setting the C2 capacitor to 10 times less than C1 gives −12 dB more suppression
for a sideband level and a total reference sideband level of −56 dB.

Previously, we discussed the cookbook method of synthesizing the loop compo-
nents. The cookbook approach is for beginning- and intermediate-level PLL design-
ers. The resulting design will have average to good performance. To truly optimize
PLL performance to the application requires more advanced techniques that manip-
ulate the equations until the desired response is obtained. This manipulation may
break the cookbook rules. To do this properly, we have to rank the requirements
for the optimization carefully. Previously, we discussed the methodology of how
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to rank the requirements. Now, we will discuss the more advanced techniques for
manipulating the equations to get more optimum design for a specific application.
To do this, we will go through several examples that cover some common applica-
tion requirements. These examples will show how the component values can drasti-
cally change, depending on how close you want to push the design to its optimum
performance.

6.3 Active Compensation and Maximum Capacitor Value

The following is a simple example to illustrate the technique for active compensation
and maximum capacitor value. The biggest impact on IC design is the area of the
capacitor in silicon. In many cases this is the largest-area component in the design.
First, the loop-compensation architecture is selected. In this case, an active-filter
compensation is selected. Next, the limitations of the components in this PLL
architecture are explored. The VCO gain and phase detector gain are usually
given by the components chosen and cannot easily be adjusted. Consequently, the
capacitor and resistor values are all that remain to synthesize the loop compensation.

Figure 6.3 show a differential active-filter compensation connection to a PLL.
The biggest impact on IC design with the active filter is the area of the capacitor
in silicon. A typical process may have an 8-fF/mm2 integrated capacitor. This would
require a 0.012-mm2 area or a square 111 × 111 mm for a 100-pF capacitor. In
many integrated PLLs, this could be as much as 10% to 20% of the total area for
the whole PLL.

Figure 6.3 Block diagram of differential active-filter compensation.
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External off-chip capacitors have a different size limitation. Capacitor values
above 1 microfarad are electrolytic. Electrolytic capacitors are not recommended for
filters. Therefore, a 1-microfarad capacitor or less will make the circuit component
nonelectrolytic and insure excellent frequency-response characteristics.

For a selected C value, damping factor, and natural frequency, and given phase
detector and VCO gain (Kd and Kv ), rearranging (2.22) and (2.23) gives (6.4) and
(6.5) to compute the final R1 and R2 component values:

R1 =
KdKv

(vn )2Cnmf
(6.4)

R2 =
2z

vnC
(6.5)

There are many approaches to synthesizing the loop compensation. Applica-
tions mainly determine which approach is used. One approach minimizes capacitor
values for integrated circuit design. Another approach minimizes the R2 feedback
resistor value (1 kV) in active compensation for low-noise applications. Other
approaches include having one cycle of overshoot and one of undershoot to optimize
fast switching time, optimizing phase noise by adjusting loop bandwidth for low-
noise applications, and, finally, including the effects of sampling delay to optimize
fast switching time.

A PLL design example requires a 1.9-MHz 0-dB crossover frequency, a damping
factor of 0.99, and a reference frequency of 10 MHz. Table 6.2 shows the given
values for the example PLL. Table 6.3 shows the calculated component values.
From (2.24), (6.6) computes a 76° phase margin for a 0.99 damping factor.

fm = atanX2z√2z 2 + √4z 4 + 1 C (6.6)

= atanX2 ? 0.997√2 ? 0.9972 + √4 ? 0.9974 + 1 C 180
p

= 76.27

From (2.25) and the zero term in (2.21), (6.7) computes a 480-kHz zero corner
frequency for a 76° phase margin and no sampling-delay effects.

Table 6.2 Given Parameters for Example Sampling-Delay PLL

Kv Kd nmf fin fout fx z Cmax Technology

6.2E9 rad/s/V 0.16 V/rad 14 10 MHz 140 MHz 1.9 MHz 0.99 20 pF 0.18-mm Leff

Table 6.3 Calculated Values with No Sampling-Delay Effects

Phase Margin fx R2 fz Gpll R1 Filter Type

76° 1.94 MHz 16.75 kV 480.3 kHz 3.54E13, 135 dB 100 kV Active
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fz =
fx

2z√2z 2 + √4z 4 + 1
(6.7)

=
1.94 × 106

2 ? 0.99√2 ? 0.992 + √4 ? 0.994 + 1
= 4.803 × 105

Rearranging (2.25) to solve for natural frequency fn computes a value of
947 kHz for a 1.9-MHz 0-dB crossover frequency and a 0.99 damping factor, as
shown by substituting the natural-frequency and zero-frequency values into the
zero term in (2.21). Substituting into (6.4) gives (6.8), which computes 100 kV

for R1 :

0.16(6.2 × 109)

[2p (9.473 × 105)]2 (2 × 10−11)14
= 1 × 105 (6.8)

Substituting into (6.5) gives (6.9), which computes 16.75 kV for R2 :

1

2p (2 × 10−11) (4.751 × 105)
= 1.675 × 104 (6.9)

Finally, Table 6.3 gives a summary of the computed values for the example.
Notice, R1 has a large value. Reducing the size of the feedback capacitor causes
an increase in the value of R1 . A large resistor can also take up a large amount
of silicon area. Consequently, the value of R1 can also be another trade-off.

6.4 Sampling-Delay Synthesis

The following is an example to illustrate the technique for active compensation and
compensating the design for sampling delay. Sampling delay is a major limitation to
widening the loop bandwidth. At the limit of the sampling delay, the loop loses
stability. Figure 6.4 shows a plot of phase error versus reference clock that shows
the effects of sampling at the reference frequency. The y-axis has phase error in
degrees, and x-axis has the number of reference periods. The dotted line is the
envelope of the phase error, and the vertical lines are the samples at the reference
clock with the height representing the value of the phase error. For sampling effects
to occur, the loop bandwidth must be close to the reference frequency. There are
seven samples from peak to peak of the damped oscillation of the phase error.
Consequently, the natural frequency is about one-seventh of the reference fre-
quency. This plot shows that with only seven samples, we are not getting an
accurate measure of the phase-error envelope. The error in accurately sampling
the phase error is the sampling delay. This error has a first-order approximation
to a delay line of half a clock period. Later in the derivation, a factor will be
derived to relate the 0-dB crossover frequency to the closed-loop, 3-dB bandwidth
of the PLL.
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Figure 6.4 Reference-clock sampling of underdamped phase error from loop bandwidth set close
to the reference-clock frequency.

Adding a delay term to the classic open-loop equation models [(2.16)] sampling-
delay effects as shown by (6.10) [3, pp. 49–53].

G(s)H(s) =
KdKv

nmf CR1
S 1

s2D (sCR2 + 1) exp(−st sd ) (6.10)

where

t sd = sampling delay (sec);

t sd = 1/ fref ;

t sd = nmf fo ;

fref = reference frequency (Hz);

fo = output frequency (Hz).

The last two terms of (6.10) contain phase variations versus frequency; however,
the other terms have a constant phase-versus-frequency response. Therefore, for
computing the phase response of G(s)H(s), the other terms are ignored. Solving
the last term in (6.10) for phase yields (6.11), which is used to plot the phase
variations of the open-loop transfer function as a function of frequency [3, pp.
49–53]:

f (v ) = atanFsin(−vt sd ) + vR2C cos(−vt sd )
cos(−vt sd ) − vR2C sin(−vt sd )G (6.11)
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where

v = 2p f ;

f = frequency variable (Hz).

To find the frequency location of the zero and thereby insure the required loop
stability, (6.11) has to be rearranged, and values have to be substituted into the
variables. Damping factor is one of the values needed in (6.11) to find the frequency
location of the zero. Damping factor expresses the stability requirement of the
loop. Equation (6.12) converts the damping factor to a phase angle:

fm = atan[2z (vx /vn )] (6.12)

where

fm = phase margin (rad);

z = damping factor.

Equation (6.13) computes the ratio of crossover frequency to natural frequency in
terms of damping to make (6.12) only a function of damping factors.

vx
vn

= √2z 2 + √4z 4 + 1 (6.13)

where

vx = angular frequency where the open-loop gain entry unity (rad/s);

vn = natural angular frequency (rad/s).

Substituting the 0-dB crossover frequency into the frequency variable in (6.11)
computes a phase angle at the 0-dB crossover frequency. Now, the computed phase
angle at the 0-dB crossover frequency in (6.11) is the phase margin. Solving for
the zero frequency location produces (6.14):

fz =
−fx sin(vxt sd ) tan(fm ) + fx cos(vxt sd )

tan(fm ) cos(vxt sd ) + sin(vxt sd )
(6.14)

where

fz = frequency location of the 3-dB point of the zero in the PLL (Hz);

fx = frequency where 10 log( |G(s)H(s) | ), the open-loop gain, equals 0 dB (Hz).

For the servo control-system representation of a PLL, (6.15) defines the zero
corner frequency for an active type 2 loop compensation [4]:
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fz =
1

2pR2C
for active compensation (6.15)

Equation (6.14) locates the zero frequency in terms of the 0-dB crossover frequency.
To design the PLL for its closed-loop, 3-dB bandwidth requires the conversion
formula in (6.16) [3, pp. 49–53]:

vx = 2p fBW
√2z 2 + √4z 4 + 1

√1 + 2z 2 + √(1 + 2z 2)2 + 1
(6.16)

where

fBW = 3-dB bandwidth of the closed loop (Hz).

Equation (6.16) computes the 0-dB crossover frequency from the designer’s desired
closed-loop, 3-dB bandwidth, which would be specified for the PLL used as a
modulator or demodulator.

6.4.1 Magnitude Response and Gain Constant of the Open-Loop-Gain
Function

Knowing the frequency location of the zero and of the 0-dB crossover point allows
more PLL parameters to be calculated. Equation (6.17) computes the magnitude
response of (6.10) by using the frequency location of the zero and the gain constant
of the loop:

|G( f )H( f ) | =
KdKv

nmf CR1

1

v2 √1 + S f
fz
D2 (6.17)

Substituting the gain constant into (6.17) gives (6.18):

|G( f )H( f ) | = Gpll
1

v2 √1 + S f
fz
D2 (6.18)

where

Gpll = PLL gain constant.

Comparing (6.18) to servo terminology produces (6.19) for the gain constant:

Gpll =
KdKv

nmf CR1
(6.19)

where

Gpll = (vn )2
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Equation (6.18) computes the Bode plot of magnitude versus frequency for the
open-loop transfer function. Next, the PLL gain constant in (6.18) is computed.
The corner frequency of the zero is located by solving (6.14). The 0-dB crossover
frequency is computed from (6.13). The gain constant is computed by setting (6.18)
equal to unity at the 0-dB crossover frequency and solving for the gain constant
as shown in (6.20):

Gpll =
(2p fx )2

√1 + S fx
fz
D2

(6.20)

Equation (6.20) calculates the required gain constant as a function of the 0-dB
crossover frequency and the zero-corner-frequency location. In addition (6.20)
shows that the PLL parameters determine the value of the gain constant.

6.4.2 Solving for PLL Component Values

From the frequency location of the zero, the frequency location of the 0-dB cross-
over, and the determined value of the gain constant, the PLL parameters Kd , Kv ,
nmf , C, R1 , and R2 can be determined. The selection of the VCO and phase
detector determines the Kv and Kd parameters. The ratio of the output frequency
of the VCO to the reference frequency into the phase detector determines the
frequency multiplication parameter nmf . The PLL components C, R1 , and R2
remain to be calculated. Equation (6.21) computes the capacitor parameter C by
rearranging the frequency location of the zero formula in (6.15):

C =
1

2pR2 fz
(6.21)

Substitution of (6.21) into (6.19) and solving for the R2 /R1 resistance ratio produces
(6.22):

R2
R1

=
nmf Gpll

KdKv2p fz
(6.22)

Unfortunately, (6.21) and (6.22) have three unknown variables (C, R1 , and
R2). Therefore, engineering experience must be used to select one of the values of
the components, then to solve for the other two component values. The values for
the loop-filter components have limitations. On a printed circuit board, the capaci-
tor values above 1 microfarad are electrolytic. Electrolytic capacitors are not recom-
mended for filters. Therefore, a 1-microfarad capacitor or less will make the circuit
component nonelectrolytic and insure excellent frequency-response characteristic.

Substituting the selected capacitance value into (6.21) and rearranging (6.21)
computes the value for resistor R2 . Then, rearranging (6.22) computes resistor R1 .
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The calculated resistance values should be within the range of resistances that
insure proper operation of the phase detector and the operational amplifier. For
example, a low value of R1 should not make the phase detector exceed the output
current limit, and a low value of R2 should not make the operational amplifier
exceed the output current limit. If any of the components R1 and R2 violate a
specification limit, then recalculate until the specification limits are not violated.
If repeated calculations do not yield a satisfactory solution, then the engineer should
select another phase detector or operational amplifier that can accommodate the
designed component values.

6.4.3 PLL Design with Sampling-Delay Examples

From the example in Section 6.3, we will use the component values in Table 6.2
without the effects of sampling delay and plot the open-loop response. We will
then add the effects of sampling delay and see how much reduction in phase margin
occurs. Next, we will compensate for this loss in phase margin by resynthesizing
the loop-compensation values. Finally, we will look at the effects of changing the
divide ratio.

Figure 6.5 shows a Bode plot of the open-loop transfer function without
sampling-delay effects. Figure 6.5 shows a 475-kHz zero corner frequency, a 135-dB
gain constant, a 1.9-MHz 0-dB crossover frequency, and a 76° phase margin, which
were calculated in the previous example in Section 6.3. In the example without
sampling effects, the reference frequency is a factor of 10,000 times greater than
the loop bandwidth, so sampling-delay effects are minimized.

Figure 6.5 Open-loop-gain plots without sampling delay and with sampling delay.
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Changing the reference frequency to 10 MHz brings the effects of sampling
delay into the design and affects the component values in the PLL. Figure 6.5
shows the new Bode plot of the open-loop transfer function overlayed on top of
the old one. Only the phase curve has changed, and the phase margin has been
reduced to a small amount at the 1.9-MHz 0-dB crossover frequency. Substituting
the 1.9-MHz 0-dB crossover frequency into (6.11) computes a phase margin of
6.3°, which is close to oscillation.

atan5 sinF−2p (1.945 × 106)

10 × 106 G +
1.945 × 106

4.751 × 105 cosF−2p (1.945 × 106)

10 × 106 G
cosF−2p (1.945 × 106)

10 × 106 G −
1.945 × 106

4.751 × 105 sinF−2p (1.945 × 106)

10 × 106 G6 180
p

= 6.253

Recalculating the PLL design equations produces Table 6.4, which has new
component values. By trial and error, the phase margin is changed in (6.14) until
the zero corner frequency is a positive number, which is 19.5° phase margin and
17.56-kHz zero corner frequency. Then, the gain constant is multiplied by the ratio
change in zero corner frequency (17.56 kHz/475 kHz = 0.037) to readjust the 0-dB
crossover frequency back to 1.94 MHz. Then, (6.15) computes a 453-kV value
for R2 .

1

2p (2 × 10−11)(1.756 × 104)
= 4.532 × 105

Finally, rearranging (6.22) computes a 681-kV value for R1 .

4.533 × 105

14(5.199 × 1012)

0.16(6.2 × 109)2p (1.756 × 104)

= 6.816 × 105

Figure 6.6 shows the new Bode plot of the open-loop transfer function overlayed
on top of the old one. The Bode plot shows that the corner frequency of the zero
has decreased to 17.56 kHz, and the gain constant has decreased to 121 dB to
readjust the 0-dB crossover frequency back to 1.94 MHz. These values have changed
because of the effects of sampling delay so that the 19.5° phase margin (0.17
damping factor) and the 1.94-MHz 0-dB crossover frequency can be maintained.
The phase margin has been adjusted to 19.5° because it is the largest it can be
without the zero corner frequency’s going to zero or a negative value. Adjusting

Table 6.4 Calculated Values to Restore Some Stability with Sampling-Delay Effects

Phase Margin fx R2 fz Gpll R1 Filter Type

19.5° 1.94 MHz 453 kV 17.56 kHz 1.31E12, 121 dB 681 kV Active
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Figure 6.6 Bode plot of the open-loop gain with component values adjusted for sampling delay
to get more stability.

the PLL parameters to maintain the 0-dB crossover frequency and phase margin
indicates that the effects of sampling delay can be partially compensated.

Furthermore, setting the zero corner frequency to almost 0 Hz gives the
maximum possible phase margin for the particular 0-dB crossover frequency and
reference frequency because the full 90° improvement in phase margin is fully
applied way in advance of the 0-dB crossover point. Consequently, a maximum
phase margin of 20° at a five-to-one reference frequency to 0-dB crossover is
not acceptable. At a 10-to-1 reference frequency to 0-dB crossover frequency, a
maximum possible phase margin of 75° is possible, which is an acceptable amount
and gives plenty of margin over process with the component values.

Now, we will look at the effects of changing the divide ratio. Since this occurs
often in frequency-synthesizer design, it is important to understand the effects it
has on the control system. Also, it shows another way that the phase margin can
be improved with sampling effects.

Table 6.5 summarizes the new calculated values for changing the divide ratio.
Taking the log of (6.19) computes the reduced gain constant 125.5 dB, and taking
the square root of (6.19) and dividing by 2p gives a reduced natural frequency of
299 kHz.
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Table 6.5 Summary of the New Calculated Values for Changing the Divide Ratio

Phase
Margin z fn fx nmf fz Gpll R1 R2 Filter Type

23° 0.315 299 kHz 0.33 MHz 140 0.475 3.54E12, 100 kV 16.75 kV Active
MHz 125.5 dB

10 logF 0.16(6.2 × 109)

140(20 × 10−12)(100 × 103)G = 125.494

√ 0.16(6.2 × 109)

140(20 × 10−12)(100 × 103)
2p

= 2.996 × 105

Recalculating (6.11) and substituting into (6.12) computes the increased damp-
ing factor of 0.315. Equation (6.13) computes the reduced 0-dB crossover frequency
of 0.33 MHz as shown by (6.23).

√ 0.16(6.2 × 109)

140(20 × 10−12)(100 × 103)
2p √2 × 0.3152 + √4 × 0.3154 + 1 = 3.306 × 105

(6.23)

Substituting the new crossover frequency of 0.33 MHz into (6.11) computes the
increased phase margin of 23° as shown by (6.24).

f = atan3sinS2p
−fx
fref

D +
fx
fz

cosS2p
−fx
fref

D
cosS2p

−fx
fref

D −
fx
fz

sinS2p
−fx
fref

D4
= atan5 sinF2p

−(3.307 × 105)

1 × 107 G +
3.307 × 105

4.751 × 105 cosF2p
−(3.307 × 105)

1 × 107 G
cosF2p

−(3.307 × 105)

1 × 107 G −
3.307 × 105

4.751 × 105 sinF2p
−(3.307 × 105)

1 × 107 G6 180
p

= 22.935 (6.24)

Figure 6.7 shows the effect of changing divide ratio from 14 to 140 on the
Bode plot of the open-loop gain. The 0-dB crossover point is lowered to 0.33 MHz,
which puts it in a better position for phase margin. The phase plot is unchanged
by changing the divide ratio.

The figure also shows the variation in the crossover frequency that has to be
considered when doing a frequency synthesizer that covers a large frequency range.
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Figure 6.7 Bode plot of the open-loop gain for only changing divide ratio.

Furthermore, the worst-case conditions for a synthesizer are shown to be at the
minimum divide ratio for high 0-dB crossover frequency and at the maximum
divide ratio for low 0-dB crossover frequency. Centering this phase response is
required for a wide-frequency-range synthesizer.

6.5 Fast Switching Time

This example illustrates the technique for active compensation, by compensating
the design for sampling delay, and obtaining fast switching time. Fast switching
time is a common design goal in many PLL references but is a less common customer
requirement that will be addressed by this example. The example will achieve fast
switching times without switching the loop bandwidths, which is another technique.
Table 6.6 shows the given PLL parameters for the example PLL for fast switching
response.

First, the classical transient-analysis equations are used by trial and error to
find the damping factor that gives the fastest settling time to within 1% of the
final value. Figure 6.8 shows an overlay of the results for 2 damping (dashed line)
and 0.58 damping (solid line). The case with the damping factor of 2 settled to

Table 6.6 Given Parameters for Fast-Switching-Time Example PLL

Kv Kd nmf fin fout z C Process

1E9 rad/s/V 0.29 V/rad 4 12.5 MHz 50 MHz 0.58 100 pF 0.35-mm Leff
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Figure 6.8 Overlay of settling-time response for damping factors of 2 and 0.58.

within 1% in 4.083 ms. The case with the damping factor of 0.58 settled to within
1% in 0.916 ms. This shows that the 0.58-damping-factor case settled 78% faster.
From substituting (6.10) into (6.12), (6.25) computes the phase margin of 57.8°
for a 0.58 damping factor:

fm_goal = atanX2z√2z 2 + √4z 4 + 1 C (6.25)

= atanX2 × 58√2 × 582 + √4 × 584 + 1 C 180
p

= 57.828°

Setting zero corner frequency fz in (6.11) to 0 makes the R2C term a large
number; this eliminates the first terms in the numerator and denominator since
their maximum values can only be 1, which is small compared to the infinite large
R2C term. This simplification gives (6.26) for the maximum possible phase margin:

fm_max = atan3 cosS−2p
fx
fref

D
−sinS−2p

fx
fref

D4 180
p

(6.26)

The reference frequency is usually a given requirement, which leaves 0-dB
crossover frequency to be determined in (6.26). To get the fastest switching time,
we want the 0-dB crossover frequency to be as high as possible. Because of the
nonlinearity of (6.26), a simple optimization technique (Newton’s method) must
be used to get the maximum 0-dB crossover frequency of 1.1 MHz.

With the maximum crossover frequency and phase margin, the location of the
zero corner frequency can be computed by substituting 1/fref for t sd in (6.14) to
produce (6.27):
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fz =
−fx sinS2p

fx
fref

D tan(fm ) + fx cosS2p
fx
fref

D
tan(fm ) cosS2p

fx
fref

D + sinS2p
fx
fref

D

=
−(1.118 × 106) sinS2p

1.118 × 106

1.25 × 107 D tan(0.942) + 1.118 × 106 cosS2p
1.118 × 106

1.25 × 107 D
tan(0.942) cosS2p

1.118 × 106

1.25 × 107 D + sinS2p
1.118 × 106

1.25 × 107 D
= 7.483 × 104 (6.27)

From the zero corner frequency, (6.28) computes component value R2 :

R2 =
1

2pCfz
=

1

2p (1 × 10−10)(7.426 × 104)
= 2.143 × 104 (6.28)

Gain constant at 0-dB crossover frequency with frequency variable set to 0-dB
crossover frequency substituted into (6.20) gives (6.29) to compute the gain
constant:

Gpll =
(2p fx )2

√1 + S fx
fz
D2

=
[2p (1.118 × 106)]2

√1 + S1.118 × 106

7.426 × 104D2
= 3.27 × 1012 (6.29)

From the gain constant and proper substitution into (6.22) and solving for R1 ,
the component value R1 can be computed by (6.30):

R1 =
KdKv2p fzR2

nmf Gpll
=

0.525(1,000 × 106) 2p (7.426 × 104)R2

4(3.271 × 1012)
= 4.013 × 105

(6.30)

Table 6.7 summarizes the calculated results for the fast-switching-time example
PLL and completes the design example.

6.6 Minimum Bandwidth of a PLL

This example determines the minimum bandwidth of a charge pump monolithic
PLL with a current-starved ring VCO. Several applications in telecommunications,

Table 6.7 Calculated Values for Fast-Switching-Time Example PLL

Phase Margin fx_max R2 fz Gpll R1 Filter Type

58° 1.1 MHz 21.4 kV 74.3 kHz 3.27E12, 360 kV Active
125.1 dB
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wireless, and pager technologies require narrow-bandwidth PLLs (10 to 100 Hz).
Consequently, this example computes the minimum PLL bandwidth (theoretical
limit) allowed by the phase noise of the VCO and the minimum bandwidth (compo-
nent limit) for a monolithic PLL.

Several factors determine the minimum bandwidth. The phase noise of the
VCO is one factor because the PLL will lose lock with fast modulation. The size
of the loop-filter capacitor is another factor because the largest external ceramic
capacitor is 1 mF. Electrolytic and tantalum capacitors leak currents that can cause
a PLL to become unstable. The charge pump and phase detector gain combination
and VCO gain are other factors because lowering the gain reduces the bandwidth
of the PLL. The SNR generated by the loop to the input of the VCO is the final
limit because a low SNR will cause the loop to unlock.

6.6.1 VCO Phase-Noise Limit

Computing the VCO phase-noise limit begins by measuring the phase noise of the
VCO. Figure 6.9 shows extrapolated measured phase noise of the VCO for the
example PLL with a current-starved ring VCO. Measured data points were taken
between 100 kHz and 20 MHz, and the rest of the curve was extrapolated based
on the slope’s not changing and a white noise floor of −155 dBc/Hz.

Next, equations from Section 3.2.6 are used to model the phase noise
[3, pp. 24–25]. From (3.65), (6.31) models phase noise:

+( f ) = ifHf (i) < fint , 10 log[af (i)b ], +fint
J (6.31)

where

Figure 6.9 Measured phase noise of the VCO for the example PLL.
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+( f ) = phase noise (dBc/Hz);

f (i) = array of frequency points in log steps (Hz);

fint = frequency of intercept with white phase noise (Hz);

+fint
= white phase-noise level (dBc/Hz).

Equation (6.32) describes phase noise with an exponential power slope in (6.31):

Pslope = 10 log[af (i)b ] (6.32)

where

a = multiplication factor;

b = noise-power-slope exponent.

The variable b is known from the slope of the phase-noise curve (in this
case, −3, 30 dB/dec). The multiplication factor is solved by selecting a point
(+fa = −100 dBc/Hz, fa = 10 MHz) on the phase-noise curve and calculating a with
(6.33):

a = 10

+fa
− 10[b log( fa )]

10
(6.33)

Equation (6.33) computes the multiplication factor a to equal 1E8. For the final
parameter in the phase noise, (6.34) is used to compute the frequency of intercept:

fint = 310
S+fint

10
D

a 4
1/b

(6.34)

Equation (6.34) computes a frequency of intercept with white noise of
68.13 MHz.

Integrating the phase noise computes the amount of residual phase error from
the VCO that the phase/frequency detector will have to operate with without losing
lock. The maximum phase error allowed is p for the phase/frequency detector.
Consequently, if the residual phase error from the VCO equals this value, the loop
cannot lock because there is no headroom for the phase detector to adjust out the
error in the PLL. Using Newton’s method for the starting frequency, the phase-
noise curve is segmented, integrated, and summed from the starting frequency to
infinity until the phase error equals p . For instance, integrating from the first
segment from the frequency of intercept to infinity computes the integrated phase
error as shown by (6.35):
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Df floor = E
109

fint

10
S+fint

10
D

df (6.35)

Df floor = 2.947 × 10−7 rad

Studying the phase-error contribution from each frequency band helps us find the
main noise contribution. Table 6.8 shows the calculated results from each integra-
tion segment.

Summing column 3 in Table 6.8 for a 4–20-kHz starting frequency band
computes 3.125 rad of phase noise. Consequently, the absolute minimum band-
width limit is 4 kHz. Headroom from the minimum bandwidth is required for
practical circuits. Therefore, the minimum bandwidth should be set on the order
of ten times the absolute minimum bandwidth, or in this case 40 kHz. This assumes
the feedback divider ratio is 1.

6.6.2 Component Limits of Standard APLL

To determine the component limits, we will use an example 1.3-ma charge pump
PLL. The example PLL has a 66 MHz/V VCO gain, 0.03-mF loop-filter capacitor,
and 22V compensation resistor. We will analyze the 3-dB bandwidths for a 1.3-ma
charge pump PLL, a 1.3-ma charge pump PLL with a 1-mF loop-filter capacitor,
and a 1.3-ma charge pump PLL with charge pump gain divided by 10 and a 1-mF
loop-filter capacitor. Figure 6.10 shows a schematic of the PSPICE circuit for analog
behavioral analysis of PLLs.

Figure 6.11 shows the closed-loop response for the 1.3-ma charge pump PLL,
the 1.3-ma charge pump PLL with a 1-mF loop-filter capacitor, and the 1.3-ma
charge pump PLL with charge pump gain divided by 10 and a 1-mF loop-filter
capacitor. The capacitor C1 and the charge pump gain, the G current source, in
Figure 6.10 are changed to produce the closed-loop gain responses in Figure 6.11.

From Figure 6.11, the 1.3-ma charge pump PLL has a 3-dB bandwidth of
2 MHz. Increasing the loop-filter capacitor, C1 , to 1 mF reduces the bandwidth.
The PLL with a 1-mF loop-filter capacitor has a 3-dB bandwidth of 400 kHz.
Decreasing the phase detector and charge pump gain combination or the VCO
gain by 10 further minimizes the bandwidth close to the targeted 40-kHz bandwidth
minimum allowed by analysis of the VCO phase noise. For the analysis, all the
change in gain is lumped into the phase detector and charge pump gain combination.
The PLL with charge pump gain divided by 10 has a 3-dB bandwidth of 70 kHz.

Table 6.8 Calculated Phase Error for Each Integration Segment

Starting Frequency (Hz) Ending Frequency (Hz) Integrated Phase Error (rad)

68E6 1E9 0.294E−6
1E6 68E6 76.3E−6
100E3 1E6 5E−3
20E3 100E3 120E−3
4E3 20E3 3.0
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Figure 6.10 PSPICE schematic for analog behavioral analysis of PLLs.
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Figure 6.11 Closed-loop gain of the 1.3-ma charge pump PLL with modified parameters.

Finally, other limitations on bandwidth are considered. First, a low SNR at the
input to the VCO will cause the loop to unlock. This puts a limit on reducing the
phase detector and charge pump gain combination because a lower gain reduces
the SNR into the VCO. Loop noise measurements will be needed to determine this
limit. Next, a small frequency tuning range for the VCO will cause the loop to
lose lock. This puts a limit on reducing the gain of the VCO because the resulting
narrower tuning frequency range might not cover the specified frequency range
over process corners.

In summary, the 1.3-ma charge pump PLL has a minimum bandwidth of
400 kHz with a 1-mF compensation capacitor. The 1.3-ma charge pump PLL
would have to be changed (phase detector gain reduced by a factor of 10) to reduce
the bandwidth to 40 kHz. The minimum PLL bandwidth with the VCO in the
1.3-ma charge pump PLL is 4 kHz. Consequently, bandwidths less than 4 kHz
require that the VCO phase noise be reduced or that a higher feedback divide ratio
be used. For example, a divide ratio of 100 would reduce the minimum bandwidth
limit from the VCO to 40 Hz.

6.7 Maximum-Divide-Ratio Example for Loop-Component Synthesis

Frequency synthesis for a large number of frequencies occurs in cell phones for all
the various formats that have to be met. Frequency resolution and the least common
denominator among the formats forces the multiplication ratios to higher and
higher values. Knowing the maximum value can help us decide if we need to change
to a multiple loop architecture or fractional-N architecture to meet this requirement.
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Consequently, finding the maximum divide ratio with a charge pump PLL gives
us another PLL synthesis technique.

The following example makes it easier to illustrate the synthesis technique for
finding the maximum divide ratio. First, the example loop-compensation architec-
ture is selected. In this case, the charge pump compensation shown in Figure 6.12
is selected because the application is for an integrated circuit with external loop
compensation.

Next, the limitations of the components in this PLL architecture are explored.
The VCO gain, the charge pump gain, and the output frequency in Table 6.9 are
given by the components chosen or by specifications. Consequently, they cannot
be easily adjusted or have a narrow adjustment range.

Next, Table 6.10 shows the control-system specifications requirements to give
the desired response for stability and switching speed. The natural frequency will
be computed in (6.37) and will be at least a factor of 20 less than the reference

Figure 6.12 Charge pump compensation PLL.

Table 6.9 Component Values for Charge
Pump Example

Fout (Hz) Kv (rad/s/V) Kp (A/rad)

622E6 4,000E6 0.0034

Table 6.10 Desired Control-System Parameter

z

0.9
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frequency to avoid sampling-delay effects. Higher bandwidths can be achieved but
not with the single-loop approach used in this example. In the example, we set the
capacitor to the highest nonelectrolytic capacitor value of 1 mF because that will
give us the lowest possible loop bandwidth, which will maximize the value of N.

Consequently, the divide ratio N and R2 resistor values are all that remain to
synthesize the loop compensation. With the loop capacitor, damping factor, and
output frequency selected, and given Kp and Kv , equations for Nmax and R2 can
be derived. First, (6.36) computes the relationship of the output frequency to the
input frequency for a reference frequency 20 times the natural frequency:

Nmax =
fo

20fn
(6.36)

Rearranging (2.26) and solving for the natural radian frequency produces (6.37):

vn = √ KvKp

2pCN
(6.37)

Substituting (6.37) into (6.36) produces (6.38) for computing the maximum multi-
plication factor, assuming the output frequency, VCO gain, and phase detector
gain are fixed, and the maximum allowable capacitor value is used:

Nmax = 3
fo

20 √KvKp

2pC
2p

4
2

(6.38)

Equation (2.27) solves for R2 as shown by (6.39):

R2 = 2
2zvnpN

KvKp
(6.39)

Equations (6.38) and (6.39) compute the final N and R2 component values.
Table 6.11 shows the calculated values. An additional capacitor (C2) across the
VCO tune line to ground is used for additional filtering of reference sidebands,
and its value is usually set to one-tenth the value of C.

The above calculations assume ideal phase noise for the reference oscillator
and the VCO. The amount of phase noise added to the reference oscillator is

Table 6.11 Calculated Component Values for Maximum
Frequency Multiplication for Charge Pump Example

N R2 C fn fref

17,000 162 0.1E−6 1.7 kHz 35.2 kHz
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20 log of 17,000, which equals 85 dB. This amount of multiplication to the input
could make the loop unstable or give it a lot of jitter. For instance, to keep the
jitter reasonable, we set a −20 dBc/Hz maximum limit (wideband FM begins at
>−20 dBc/Hz). Consequently, the input reference oscillator must have a phase-
noise level less than −105 dBc/Hz. In addition, the divided-down integration of the
VCO must be less then 3.14 rad for an offset frequency of 170 Hz (one-tenth of
the natural frequency) in order to have a stable loop. Finally, the input reference-
oscillator input must be protected from coupled-in signals (approximately <−105
dBc) by using hysterises and low-noise-circuit layout techniques because any FM
or jitter on the input will be multiplied by 17,000 (85 dB) and can cause the loop
to become unstable.

Measured data was taken to confirm the feasibility of the above calculations.
A PLL test chip with 0.35-mm gate length process was used to make measurements
for the maximum multiplication factor. The PLL used a charge pump phase detector
and a current-starved ring VCO. The external compensation values were 121V for
R2 , 0 for R1 , 0.2 mF for C1 and 0.005 mF for C2 . The input was multiplied by
512, and the output was divided by 8 because of the high frequencies involved.
Figure 6.13 shows the hold-in range of the PLL. The y-axis is the ratio of output
frequency over input frequency with major divisions of 5. Deviation from divide-
by-64 means the loop is unlocked. The reference frequency is swept from 10 kHz
to 2 MHz and then from 2 MHz to 10 kHz, as shown on the x-axis. The figure
shows the loop is locked from a 400-kHz to 1.5-MHz reference input frequency,
which produces a 204.8–768-MHz output frequency.

Figure 6.14 shows the phase noise of the divide-by-8 output. This shows a
PLL bandwidth around 30 kHz. The peak phase noise is −73 dBc/Hz at the divide-
by-8 output but −54 dBc/Hz at the output of the PLL (add 18 dB). The ratio of

Figure 6.13 Hold-in range of the maximum-divide-ratio test chip PLL05.
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Figure 6.14 Phase noise of the maximum-divide-ratio test chip PLL05.

17,000 to 512 is 33, and 20 log of 33 is 30 dB. For a multiplication factor of
17,000, the phase noise at the output would be −24 dBc/Hz, which would be close
to the wideband FM region and close to creating an unstable loop. Extrapolating
from the above laboratory data, multiplication factors of approximately 3,000 and
above can be risky.

6.8 Optimum PLL Design for Low-Phase-Noise Performance

Electronic warfare receivers, test instruments, communications systems, cell phones,
and radar systems often require low-phase-noise performance from PLLs. Receivers
need low-phase-noise PLLs to prevent large signals from degrading small-signal
detection levels. Test instruments need low-phase-noise PLLs to make measurements
over a large dynamic range and to improve the accuracy of measurements. Radar
systems need low-phase-noise PLLs to detect small signals from ground clutter or
chaff. In designing a PLL, the general practice has been to select damping factor
and loop bandwidth for switching time [5]. This section shows that switching-time
design goals are different from low-phase-noise-level design goals. In designing a
PLL for switching-time requirements, references recommend using a 0.7 damping
factor for minimum settling time and a bandwidth greater than the inverse of
the switching time. This section will determine the optimum damping factor and
bandwidth goals for low-phase-noise PLL design.

6.8.1 PLL Phase-Noise Equations

To design low-phase-noise PLLs requires equations that mathematically describe
phase noise in PLLs. Making these equations a function of the damping-factor and
loop-bandwidth design goals will ease the study of optimum phase-noise design
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goals. From Section 3.2.9, we will review the phase noise in PLL equations. Equation
(6.40) computes phase noise at the output of the PLL with control-systems variables
[3]:

+pll ( fm ) = +ref ( fm )F 1
1 + G( fm )H( fm )G

2

+ +vco ( fm )F G( fm )
1 + G( fm )H( fm )G

2

(6.40)

where

fm = offset frequency from the carrier (Hz);

+( fm )ref = single-sideband phase-noise ratio from the reference oscillator (rad/Hz);

+( fm )vco = single-sideband phase-noise ratio from the VCO (rad/Hz);

+( fm )pll = single-sideband phase-noise ratio at the output of the PLL (rad/Hz);

G( fm ) = forward transfer function;

H( fm ) = feedback transfer function;

G( fm )H( fm ) = open-loop transfer function.

Converting (6.40) to a function of damping factor and natural frequency will
produce an equation of damping factor and loop bandwidth because (6.41) relates
loop bandwidth to natural frequency [3]:

fn =
Bpll

√1 + 2z 2 + √(1 + 2z 2)2 + 1
(6.41)

where

Bpll = 3-dB bandwidth of the PLL (Hz);

z = damping factor ratio of the PLL;

fn = natural frequency of the PLL (Hz).

To convert (6.40) to a function of damping factor and natural frequency requires
an equation for the open-loop transfer function and the forward transfer function
in terms of damping factor and natural frequency. Equation (6.42) computes the
open-loop transfer function in terms of damping factor and natural frequency [3]:

|1 + G( fm )H( fm ) | = √F1 − S fn
fm
D2G2

+ S2z fn
fm

D2 (6.42)

Equation (6.43) computes the forward transfer function in terms of damping factor
and natural frequency [3]:
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|G( fm ) | = nmf
( fn )2

( fm )2 √1 + S2z fm
fn

D2 (6.43)

where

nmf = multiplication factor of PLL.

Combining (6.40) and (6.43) mathematically describes the output phase noise
of a PLL in terms of damping factor and PLL bandwidth. To complete the model of
output phase noise in a PLL requires an equation for modeling the phase noise of
the oscillators in the PLL. Equations 6.44 through 6.45 model phase noise for the
oscillators in the PLL [3]:

+( fm ) = af b
m (6.44)

where

a = exp10F+( fa ) − 10b log( fa )
10 G (6.45)

b =
+( fa ) − +( fb )

10[log( fa ) − log( fb )]
(6.46)

and where

fa = start frequency of slope (Hz);

fb = stop frequency of slope (Hz).

Equations (6.40) through (6.46) model the output phase noise of a PLL. Conse-
quently, these equations allow damping-factor effects and loop-bandwidth effects
on the output phase noise of a PLL to be studied.

6.8.2 Damping-Factor Effect

Studying an example PLL shows the effect of damping factor on phase noise. For
the example, a 30-MHz crystal oscillator and 1-GHz VCO are combined to form
a PLL with a multiplication factor of 33 [3]. Table 6.12 shows the PLL parameters
that describe the example. Table 6.13 shows the phase-noise characteristics for the
crystal oscillator and VCO.

Table 6.12 Parameters That Describe the Optimum Phase-Noise Example PLL

Process Gate
Kv Kd nmf fin fout z C Length

6.28E9 rad/s/V 0.286 V/rad 33 30 MHz 990 MHz 2 100 pF 0.18 mm
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Table 6.13 Phase-Noise Characteristics for Optimum Phase-Noise Example PLL

Lvco fa VCO Slope Lref Reference Slope Ladd

−30 dBc/Hz 1 kHz −2 −132 dBc/Hz 0 3.1

We begin our study by plotting the optimum phase-noise plot for the example
PLL and then deviating from the optimum to show the effects of damping factor.
Figure 6.15 shows the desired optimum phase-noise performance for the PLL
combination of the 30-MHz crystal oscillator and the 1-GHz VCO. The figure
shows a short dashed line for the VCO phase noise, a long dashed line for the
reference-oscillator phase noise, and a solid line for the optimum combination of
phase noise in the example PLL.

Varying the damping factor in Figure 6.16 shows the peaking effect that damp-
ing factor has on phase noise. In Figure 6.16, a damping factor less than 1 starts
to add a significant amount of phase noise. Consequently, where practical, a
damping-factor range of 1 to 1.5 minimizes the amount of additive phase noise;
however, a damping factor of 1 to 1.5 degrades optimum switching time to a
slower overdamped response. With the range of damping factors determined, the
optimum bandwidth remains to be determined.

6.8.3 PLL Bandwidth Effect

Again, the example PLL can be used to study the effects of bandwidth on the
output phase noise of a PLL. Figures 6.17 and 6.18 show the effect of varying the
bandwidth on the output phase noise of the PLL. The bandwidths below optimum
in Figure 6.17 follow the far-from-the-carrier phase noise of the VCO; however,

Figure 6.15 Phase noise of reference oscillator, VCO, and PLL.
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Figure 6.16 Phase noise versus overdamped conditions.

Figure 6.17 Phase noise for the bandwidths less than the optimum bandwidth.

these bandwidths add phase noise to the multiplied close-to-the-carrier phase noise
of the reference oscillator.

The bandwidths above optimum in Figure 6.18 follow the multiplied close-to-
the-carrier phase noise of the reference oscillator; however, these bandwidths add
phase noise to the far-from-the-carrier phase noise by shifting the phase-noise curve
of the VCO. From these figures, any switching-time performance requirement faster
than the inverse of the optimum loop bandwidth will have to be sacrificed in order
to obtain optimum phase-noise performance.
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Figure 6.18 Phase noise for bandwidths greater than the optimum bandwidth.

Until now, the general practice has been to select the loop bandwidth to be
the phase-noise-response intersection of the multiplied reference oscillator and the
VCO (between 2 and 8 MHz in the example); however, Figures 6.17 and 6.18
show a different criterion to achieve optimum loop bandwidth. At optimum band-
width, the PLL has output phase noise that follows the multiplied close-to-the-
carrier phase noise of the reference oscillator. In addition, the optimum loop
bandwidth adds a phase-noise contribution from the multiplied phase noise of the
reference oscillator equal to the far-from-the-carrier phase noise of the VCO. This
last bit of information will be used to compute the optimum bandwidth for the
PLL.

6.8.4 Equations to Compute Optimum PLL Bandwidth

Equalizing the phase-noise-contribution characteristics for the optimum bandwidth
and making assumptions about the phase noise of the VCO and reference oscillator
makes calculating the optimum bandwidth possible. A 20-dB/dec roll-off for the
phase noise of the VCO and a constant phase noise for the multiplied reference
oscillator are assumed to compute the optimum bandwidth of the PLL. Substituting
a 20-dB/dec phase-noise roll-off into (6.46) produces (6.47) for modeling the phase
noise of the VCO:

+( fm )vco = avco f −2
m (6.47)

where

+( fm )vco = phase-noise response of VCO (rad/Hz);

avco = VCO power slope.
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A constant phase noise in (6.44) produces (6.48) for modeling the phase noise of
the reference oscillator:

+( fm )ref = constant (6.48)

where

+( fm )ref = constant phase-noise level of reference oscillator (rad/Hz).

From the previous section, optimum bandwidth produces equal phase-noise
contributions from the reference oscillator and the VCO for phase noise far from
the bandwidth of the PLL. Consequently, (6.49) mathematically describes this
optimum PLL bandwidth condition:

+( fm )pll = +( fm )vco+( fm )add for fm @ Bpll (6.49)

where

+( fm )pll = output phase-noise level of PLL (rad/Hz);

+( fm )add = amount of phase noise added to VCO phase noise far from the
bandwidth of the PLL.

Studying the output phase noise of the PLL for frequencies greater than the
bandwidth of the PLL allows several mathematical simplifications to be made.
Equation (6.40) can be simplified for high frequencies to (6.50) because the numera-
tor of (6.40) reduces to a magnitude of 1:

1
1 + G( fm )H( fm )

= 1 (6.50)

Then, substituting (6.49) and (6.50) into (6.40) reduces (6.40) to (6.51):

+( fm )vco+( fm )add = +( fm )refG
2( fm ) + +( fm )vco (6.51)

Equation (6.43) can also be simplified for frequencies much greater than the band-
width of the PLL. For high frequencies, (6.43) reduces to (6.52):

G( fm ) =
nmf 2z fn

fm
(6.52)

Now, a few more algebraic steps with (6.47), (6.51), and (6.52) will produce
an equation for optimum bandwidth. Substituting (6.52) into (6.51) produces
(6.53):

+vco ( fm ) [+add ( fm ) − 1] = +ref ( fm )Snmf 2z fn
fm

D2 (6.53)
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Substituting (6.47) into (6.53) produces (6.54):

avco ( fm )−2[+add ( fm ) − 1] = +ref ( fm )Snmf 2z fn
fm

D2 (6.54)

Canceling the frequency variable and solving for the natural frequency produces
(6.55):

fn = √ avco [+add ( fm ) − 1]

+ref ( fm ) (nmf 2z fn )2 (6.55)

Equation (6.55) computes the optimum natural frequency, which has a relatively
simple conversion to loop bandwidth.

Now, however, the VCO slope constant and additive phase-noise constant
must be determined to compute the optimum natural frequency in (6.55). From
(6.44) and (6.47), (6.56) computes the VCO constant in (6.55) from one data point
on the phase-noise curve for the VCO:

avco = exp10F+( fa )vco − 10 × −2 × log( fa )
10 G (6.56)

where

+( fa )vco = phase noise at (dBc/Hz);

fa = frequency of data point on VCO phase-noise curve (Hz).

Next, (6.57) computes the amount of additive phase noise in (6.55) by assuming
equal reference-oscillator phase noise and VCO phase noise:

+add ( fm ) =
1

10−3/20 = 1.4125 for 3 dB (6.57)

The 3-dB amount of additive phase noise provides a good compromise between
close-to-the-carrier phase-noise performance and far-from-the-carrier performance;
however, the amount of additive phase noise can be adjusted to lower values to
improve far-from-the-carrier phase noise at the expense of higher close-to-the-
carrier phase noise. Conversely, the amount of additive phase noise can be adjusted
to higher values to improve close-to-the-carrier phase noise at the expense of higher
far-from-the-carrier phase noise.

Now, all the equations are present to solve for the optimum loop bandwidth.
First, (6.55) through (6.57) solve for the optimum natural frequency. Then, (6.41)
converts optimum natural frequency to optimum 3-dB PLL bandwidth. These
equations are new and provide a more accurate solution than those generally used
in the past.

For instance, (6.41) and (6.55) through (6.57) compute a 5.2-MHz, 3-dB
bandwidth and a 1.25-MHz natural frequency for the example PLL with a 1.5
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damping factor. Computing this optimum bandwidth is more accurate than graphi-
cally estimating between 2 and 8 MHz, which has been the practice in the past
for determining the loop bandwidth for optimum phase-noise performance.

Equations (6.58) through (6.60), derived from (6.13) and from (2.22) and
(2.23), are used to finish the loop-filter synthesis and compute the 0-dB crossover
frequency for the example. Table 6.14 shows the calculated results.

fx = √2(z )2 + √4(z )4 + 1 fn (6.58)

R1 =
KdKv

(vn )2Cnmf
(6.59)

R2 =
2z

vnC
(6.60)

To summarize, low-phase-noise damping-factor and loop-bandwidth design
goals have been shown to be different from switching-time design goals. For low-
phase-noise design goals, a damping factor of 1 to 1.5 has been graphically shown
to minimize additive phase noise in a PLL. For loop bandwidth, equations have
been derived that compute the optimum loop bandwidth. Now, engineers can
compute the optimum bandwidth instead of graphically estimating the optimum
bandwidth.

6.9 Summary

This chapter presented loop-compensation synthesis. An optimizer’s dependence
on an objective function that ranks requirements in order to reach a clear optimum
solution was shown. The ideal PLL requirements for a synthesizer and an ideal-
clock-recovery PLL were presented. Consequently, synthesis of loop-compensation
components in the loop is application dependent with many different strategies for
loop compensation. Then, requirements that loop-filter architecture design can aid
were presented. Several examples of the most popular compensation schemes were
presented.

These examples included a cookbook method, active compensation, maximum
capacitance design, compensation taking into account sampling delay, maximum
loop bandwidth for fast switching time, maximum divide ratio, and optimum
phase-noise design. For beginning- and intermediate-level PLL designers, it is best
to start with the cookbook method. Active filter compensation with maximum
capacitor value showed that we can reduce capacitor value to save silicon area by
increasing R1 to keep the same loop bandwidth.

Table 6.14 Calculated Values for Active Filter

avco fn f3db fx R1 R2

1E3 1.25 MHz 5.3 MHz 5.0 MHz 8.8K 5.1K
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For sampling effects to occur, the loop bandwidth must be close to the reference
frequency. Sampling effects occur with undersampling that gives an inaccurate
measure of the phase-error envelope. The sampling-delay example showed how to
design around the effects of sampling delay. The error from sampling delay has a
first-order approximation to a delay line of half a clock period.

The changing-divide-ratio example showed that increasing the divide ratio
decreases the loop bandwidth, and changing the divide ratio does not change the
phase of the transfer function; however, changing the divide ratio does change the
phase margin. Next, the fast-switching-time example showed that the maximum
loop bandwidth equals the reference frequency divided by 10. The fastest 1%
settling time occurs with a damping factor of 0.58, a low divide ratio to keep the
bandwidth wide, and a high reference frequency to reduce sampling-delay effects.

The minimum-bandwidth example showed that the phase noise of the VCO
limits the minimum bandwidth because the PLL will lose lock with fast modulation.
The charge pump and phase detector gain combination and VCO gain are other
factors because lowering the gain reduces the bandwidth of the PLL. The VCO
integrated-phase-noise effect can be reduced by using a higher feedback divide
ratio. Finally, the SNR generated by the loop to the input of the VCO limits the
minimum bandwidth because a low SNR will cause the loop to unlock.

The maximum-divide-ratio example showed that maximum divide ratio was
determined by the ratio of the output frequency to the input frequency divided by
20, which is the widest stable natural frequency. The amount of phase noise added
to the reference oscillator by a large feedback divide ratio can make the loop
unstable or give it a lot of jitter. Also, the input reference-oscillator input must be
protected from coupled-in signals because the large multiplication factor can cause
the loop to become unstable. Next, the optimum low-phase-noise bandwidth exam-
ple showed that low-phase-noise damping-factor and loop-bandwidth design goals
are different from switching-time design goals. A damping factor of 1 to 1.5 was
shown to minimize additive phase noise in a PLL. In addition, the optimum low-
phase-noise loop bandwidth occurred at the phase-noise-response intersection of
the multiplied reference oscillator and the VCO. Finally, these examples gave us
an intuitive feeling for extending these methods to designs that are not presented.

Questions

6.1 Why is it that power consumption, jitter, and area cannot be the top
requirement in the rankings?

6.2 A PLL design requires a 15-Hz, 3-dB, closed-loop bandwidth, a damping
factor of 0.27, a multiplication factor of 64, and a reference frequency
of 100 kHz. Given a Kv of 100,000 rad/s/V and a Kd of 0.4 V/rad,
synthesize the loop-compensation values for an active filter without the
effects of sampling delay, and do a Bode plot of the open-loop gain.
Then, change the reference frequency to 100 Hz, resynthesize the loop-
compensation values for an active filter with the effects of sampling delay,
and do a Bode plot of the open-loop gain.
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6.3 A PLL design requires a 6.75-MHz, 0-dB crossover frequency, a damping
factor of 0.85, a multiplication factor of 10, a third-order pole at 31
times the crossover frequency, and a reference frequency of 125 MHz.
Given a Kv of 1.6 GHz/V, an Irep of 200 ma, a 0.5 main replication
current multiplication factor (m1), and one secondary replication current
multiplication factor (m2), synthesize the loop-compensation values for
the filter in Figure 6.19 (Cp1 , gm , Cp2) without the effects of sampling
delay, and do a Bode plot of the open-loop gain.

6.4 Why can we not lower the charge pump current to an extremely low
value to achieve a small bandwidth?

6.5 Why can we not have external capacitor values greater than 1 mF?
6.6 Why can we not have an internal capacitor value greater than 100 pF?
6.7 Given a PLL with a VCO gain of 2 GHz/V, charge pump current of

100 mA, a maximum on-chip capacitor value of 100 pF, an output
frequency of 960 MHz, and a damping factor of 0.6, compute the maxi-
mum multiplication factor, the minimum reference frequency, the natural
frequency, and the value of R2 .

6.8 Given a PLL with a VCO gain of 50 MHz/V, a charge pump current of
100 mA, a maximum on-chip capacitor value of 100 pF, an output
frequency of 12.8 MHz, and a damping factor of 0.6, compute the
maximum multiplication factor, the minimum reference frequency, the
natural frequency, and the value of R2 .

6.9 Given a PLL with a VCO gain of 50 MHz/V, a charge pump current of
1 mA, a maximum on-chip capacitor value of 100 pF, an output frequency
of 48 MHz, and a damping factor of 0.99, compute the maximum multi-
plication factor, the minimum reference frequency, the natural frequency,
and the value of R2 . Is this circuit practical?

6.10 Using graphical means, describe in words the location of the optimum
phase-noise bandwidth.

6.11 What are the equations if the VCO slope is −30 dB/dec instead of
−20 dB/dec?

6.12 Given a PLL with a VCO gain of 1 GHz/V, a damping factor of 2, a
multiplication factor of 33, a flat reference phase noise of −131 dBc/Hz,
a VCO phase noise of −90 dBc/Hz at 1-MHz offset frequency, and a
20-dB/dec slope, calculate the optimum bandwidth for a 3.162-ratio

Figure 6.19 Loop compensation block diagram for Question 6.3.
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phase noise added to VCO phase noise, and synthesize the loop-
compensation values for a charge pump with a 3.4-ma maximum current.

6.13 Given a PLL with a VCO gain of 1 GHz/V, a damping factor of 2, a
multiplication factor of 512, a flat reference phase noise of −131 dBc/Hz,
a VCO phase noise of −120 dBc/Hz at 10-MHz offset frequency, and a
30-dB/dec slope, calculate the optimum bandwidth for a 3.162-ratio
phase noise added to the VCO phase noise and synthesize the loop-
compensation values for an active filter with a 1.8-V supply and a 100-pF
maximum capacitor value.
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C H A P T E R 7

Test and Measurement

This chapter discusses test and measurements of PLLs. Measurements of PLLs are
critical in verifying the performance of the PLL against its designed performance.
Many of the tests can only be done on the bench because the length of the test
time (greater than tens of milliseconds) makes it impractical to test on the tester
in production. Understanding how a PLL is tested can help the designer incorporate
testing aids into the PLL.

Initial measurements of a PLL are very important because measurements of an
unlocked loop or a very noisy loop give erroneous data and may stop any further
measurements. Consequently, measurements of hold-in range and spurious signals
are presented to give some minimal stability and accurate noise information. Next,
reference frequency-step-response measurements are discussed to verify damping
and bandwidth design goals. The PLL bandwidth can also be accurately measured
with a network analyzer. Several phase-noise measurements are presented. An
explanation of the advantages and disadvantages of each method are presented.
Jitter and spurious-signal measurements are also discussed. Understanding these
frequency and time-domain issues will help in designing lower-noise loops.

In many applications, PLLs are embedded in systems on a chip. Loop perfor-
mance depends on the floor planning done on these chips. A less sensitive PLL
helps ease floor planning constraints. Consequently, measurements of coupled
signals into the PLL are presented. Noise-injection tests on the reference clock and
power supply are made to measure the performance of PLLs under low signal-to-
noise conditions.

In monolithic PLLs, power is often cycled between off and on to save power.
Consequently, measurements of how fast the PLL takes to acquire lock from a
power-on condition are presented. Many ICs with PLLs have a crystal oscillator
on board. Measurements of the open-loop response of the oscillator are presented
to help set the output frequency and ensure that the circuit oscillates. An in-depth
study of desirable equipment features is presented to make economically efficient
decisions and allow other equipment to be substituted in case of obsolescence.
Finally, this chapter presents troubleshooting techniques for PLLs. Testing and
troubleshooting PLLs in integrated circuits presents unique problems. In order to
determine which tests need to be run on a particular design, the reader must
understand how to troubleshoot various problems that occur in a PLL.

Test measurements are made to measure the loop parameters. A list of the
measurements and the loop parameters helps keep track of the results. The following
lists the measurements to be presented:

353
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• Spurious signals, hold-in range, and lock range;
• Phase noise;
• Frequency-switching time;
• Jitter;
• Closed-loop bandwidth;
• Oscillator open-loop test;
• Noise immunity to injected signals on supply;
• Noise immunity to injected signals on the reference input;
• Power-on switching.

The following lists the loop parameters that can be obtained from the
measurements:

• Bandwidth;
• Phase margin;
• Jitter;
• Noise immunity/sensitivity;
• Power-on switching time;
• Hold-in range;
• Lock range;
• Spurious-signal levels;
• Noise levels;
• Stability of oscillation.

7.1 Hold-In Range, Lock Range, and Spurious Signals

Initial measurements of a PLL are very important because measurements of an
unlocked loop or a very noisy loop give erroneous data. Consequently, measuring
hold-in range and spurious signals gives some minimal stability and accurate noise
information. High spurious signals in a PLL cause jitter in the output signal. A
narrow hold-in range can mean some of the PLL parts are not working or signify
an unlocked loop.

Figure 7.1 shows the test setup to measure the hold-in and lock range of a
PLL. A low-noise synthesizer (HP8662A) that has no or very low (<−60 dBc)
spurious signals of its own is connected to the trigger input of a pulse generator.
The pulse generator (HP8082), which has a fast output rise time (<2 ns), converts
the sine wave output of the synthesizer to a square wave input to the PLL under
test. An oscilloscope (TDS784C), which can easily adjust to changing input voltage
levels and frequency, measures the output frequency of the PLL as the reference
input frequency is swept. A computer with a GPIB interface and software program
automates the test.

An example procedure shows how the hold-in and lock ranges are measured.
First, set the input frequency to the center of the operating range and lock the
loop. Then, press the automatic waveform find function button on the oscilloscope
to set the horizontal and vertical scales of the scope. Then, reduce the input
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Figure 7.1 Test setup to measure lock and hold-in range.

frequency until the loop loses lock. Then, increase the input frequency to the loop
until the loop locks. This is the lower limit of the lock range. Continue to increase
the input frequency until the loop loses lock. This is the upper hold-in range. Do
the reverse direction (decrease input frequency) for limit of the upper lock-in range.
Continue to reduce the frequency until the loop loses lock. This is the lower limit
of the hold-in range, which completes the range test. Figure 7.2 shows an example
plot to determine the hold-in and lock range of a PLL. This figure shows a plot
of the ratio of output frequency divided by input frequency. A constant ratio of 1
shows that the loop is locked. This figure shows limits of 20-MHz for the lower
hold-in and lock ranges and 210-MHz for the upper hold-in and lock ranges. This
PLL uses a phase/frequency detector, which usually makes the limits for the hold-
in and lock ranges identical.

Figure 7.2 Example measurement of a PLL’s hold-in and lock ranges.



356 Test and Measurement

Figure 7.3 shows the test setup to measure the spurious signals of a PLL. A
low-noise synthesizer (HP8662A) that has no or very low (<−60 dBc) spurious
signals of its own is connected to the trigger input of a pulse generator. The pulse
generator (HP8082), which has a fast output rise time (<2 ns), converts the sine
wave output of the synthesizer to a square wave input to the PLL under test. A
spectrum analyzer (HP8560E), which also has low spurious signals (<−60 dBc),
measures the spectrum of the PLL output. A computer with a GPIB interface and
software program automates the test.

An example procedure shows how spurious signals are measured. After the
initial setup, the procedure is to center the waveform on the spectrum analyzer and
adjust the peak waveform level to the top reference line. Minimize the attenuation
selection in the analyzer. Select a 10-MHz span to start. Select a video bandwidth
that smoothes the curve and a resolution bandwidth rounded off to the nearest
tens decimal place (i.e., 100 kHz, 10 KHz, 1 KHz, and so on). Then, take a plot
of the waveform. Adjust the span to 1 MHz, 100 KHz, and lower until the waveform
is unpronounced at the center or the span is 100 Hz. Make a plot at each span.
Figure 7.4 shows an example spurious-signal-measurement plot of a PLL. This
figure shows a 120-MHz center frequency and upper and lower reference sidebands
equally spaced at 25 MHz away from the center frequency. The upper sideband
is −30 dBc, and the lower sideband is −35 dBc. This picture also has a nonharmoni-
cally- and nonreference-related sideband at 12.5 MHz above the main output
frequency and has an amplitude of −48 dBc.

7.2 Switching Time

Switching-time measurements are made by switching the input reference frequencies
(frequency transition must be less than 100 ms to have a valid measurement) and
observing the output-frequency time response on a modulation-domain analyzer
[1, 2]. An added benefit of the modulation-domain analyzer is that it can measure
the response directly out of the PLL, which is essential in monolithic PLLs. In
nonmonolithic PLLs, the voltage-control line on the VCO can be monitored for
the time response.

Figure 7.5 shows the test setup to measure the switching time. The pulse
generator controls the frequency hopping amount and rate of the reference genera-

Figure 7.3 Test setup to measure spurious signals.
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Figure 7.4 Example spurious-signal-measurement plot of a PLL.

Figure 7.5 Frequency-switching-time test setup.

tor. The switching time of the test equipment must be faster than the switching
time of the loop for an accurate measurement. The oscilloscope monitors the
waveform out of the pulse generator. The modulation-domain analyzer instantane-
ously measures the output frequency versus time.

An example procedure on an example PLL that multiplies 27 to 81 MHz shows
how switching time is measured. After the initial setup, the pulse generator should
be set to a low voltage swing (100 mv peak to peak) and a repetition rate of
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10 kHz. The center frequency of the synthesizer should be set to 27 MHz and
0 dBm. Connect the output of the synthesizer to the modulation-domain analyzer.
The amplitude of the pulse generator is adjusted for a 100-kHz variation of the
output frequency of the synthesizer. A 100-kHz variation was chosen because it
is small enough to give a linear response and large enough to be out of the noise
floor of the modulation-domain analyzer. Now, connect the synthesizer output to
the reference input of the PLL and measure the output of the PLL with the modula-
tion-domain analyzer. Figure 7.6 shows an example plot from the modulation-
domain analyzer.

Bandwidth and stability are verified with the time response. Figure 7.6 shows
a 2 ms 10% to 90% rise time and settling response with no overshoot. From type
2 PLL equations, a 2 ms 10% to 90% rise time computes a 200-kHz bandwidth
and a damping factor greater than 2 (phase margin greater than 86°).

7.3 Closed-Loop Bandwidth

PLL bandwidth can be accurately measured with a network analyzer by injecting
a signal into the loop and measuring the resulting signal. Figure 7.7 shows the test
setup.

An example procedure shows how the closed-loop bandwidth is measured with
a network analyzer. After the initial connection, sweeping the network analyzer
output frequency produces a measured response. This is a closed-loop PLL response.
Measuring the 3-dB point measures the bandwidth of the loop. Figure 7.8 shows
an example plot from the network analyzer for an example PLL. Figure 7.8(a)
shows the closed-loop response of the PLL. Figure 7.8(b) shows the variation of
the 3-dB bandwidth with the output frequency of the loop. In many cases, this test
may not be feasible for monolithic PLLs because there is no access to the injection
and measurement nodes.

Figure 7.6 Switching-time measurement of example PLL (27-MHz input and 81-MHz output).
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Figure 7.7 Test setup to measure closed-loop bandwidth by injecting a test signal.

Figure 7.8 (a) Closed-loop response and (b) 3-dB bandwidth versus output frequency using a
network analyzer.

7.4 Measurement of Phase Noise

Accurate measurement of phase noise from an oscillator and of additive phase
noise from a component produces accurate phase-noise-analysis results. In the
references, several phase-noise-measuring techniques and several pieces of phase-
noise-measuring equipment are used. A variety of oscillator phase-noise curves are
used to show which technique or equipment accurately measures the phase noise of
that oscillator. A 10-MHz crystal oscillator, a 7-GHz dielectric resonator oscillator
(DRO), and a 10-GHz yttrium iron garnet (YIG) oscillator represent a wide spread
of phase-noise curves. Most phase-noise measurements of oscillators will occur
between these ranges of phase-noise curves. Comparing phase-noise-measurement-
system sensitivities to these curves identifies which measurement technique will
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measure which oscillator type. The methods of direct-spectrum measurement and
carrier-suppression measurement are presented, and curves for the noise floor of
each measurement technique are calculated. A phase-noise measurement technique
is selected or modified by comparing the phase-noise measurement noise floor of
each technique with the predicted noise curve of the oscillator. Now, these current
phase-noise measurement methods, phase-noise measurement equipment, and
phase-noise analysis methods allow sources to be evaluated to determine if they
pass electronic system specifications before operating the sources and systems in
the field.

Figure 7.9 shows various oscillator phase-noise curves that range from low
stability to high stability. The 10-MHz crystal oscillator represents a very low-
noise curve, and the 10-GHz voltage-controlled YIG oscillator represents a noisy
curve. These ranges of phase-noise curves represent phase-noise levels that are
encountered in phase-noise measurements, and they indicate the sensitivity of each
phase-noise measurement method. The method and equipment chosen to measure
phase noise depends on the phase-noise curve of the oscillator and the amount of
time and money allotted for the measurement. In the references, several phase-
noise measurement techniques are used, but the most common methods for measur-
ing phase noise use the direct-spectrum method and the carrier-suppression method
[3].

7.4.1 Direct-Spectrum Measurements

Direct-spectrum is the easiest method of measuring phase noise. Connecting an
oscillator to the input of a spectrum analyzer directly measures and displays the
power spectrum of an oscillator, which can be converted to single-sideband phase
noise; however, the phase noise of the internal local oscillator in the spectrum
analyzer limits the dynamic range of the direct-spectrum measurement. In addition,

Figure 7.9 Low-stability to high-stability phase-noise plots of oscillators.
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errors may arise due to the level of amplitude noise because a spectrum analyzer
does not distinguish amplitude noise from phase noise. Equation (7.1) converts
these direct-spectrum-analyzer power readings to a single-sideband phase-noise
measurement [4]:

+( fm ) = Pm ( fm ) − Pc − 10 log(Bsa ) + Pla − Psbc (7.1)

where

Pc = power level at the carrier frequency (dBm);

Pla = +2.5-dB error correction for logarithmic-amplifier characteristics
in spectrum analyzer;

Psbc = −6-dB correction factor to convert a carrier-to-sideband
measurement to a single-sideband phase-noise measurement;

Pm ( fm ) = power level measured at the offset frequency from the carrier
frequency (dBm);

Bsa = resolution bandwidth of the spectrum analyzer (Hz).

Equation (7.1) contains two correction factors. The 2.5-dB error-correction
factor adjusts the measurement for the characteristics of the log amplifier in the
spectrum analyzer. The −6-dB correction factor adjusts the measurement for
converting a carrier-to-sideband measurement to a single-sideband phase-noise
measurement. Section 5.1.2 explains the −6-dB factor for converting a carrier-to-
sideband measurement to a single-sideband phase-noise measurement.

The direct-spectrum-measurement noise floor determines the sensitivity of this
measurement method. Equation (7.2) calculates the expected noise floor for a direct-
spectrum measurement from the specified noise floor of the spectrum analyzer:

Nfm ( fm ) = −Pc + Nsa ( fm ) − 10 log(Bsa ) + Pla − Psbc (7.2)

where

Nfm ( fm ) = noise floor of measurement (dBc/Hz);

Nsa ( fm ) = spectrum analyzer noise floor (in dBc/Hz for direct
measurements, but dBm/Hz for the other measurements).

Figure 7.10 presents the direct-spectrum noise floors of some commonly used
spectrum analyzers. From a comparison of Figures 7.9 and 7.10, the direct-spectrum
method limits measurement of oscillator phase noise far from the carrier and low
phase-noise levels close to the carrier. Programming (7.1) and (7.2) into a computer,
using the direct-spectrum noise floor of an HP8566 spectrum analyzer, and model-
ing the phase-noise curve of the YIG oscillator in Figure 7.9 computes the phase-
noise level of the YIG and the noise floor of the direct-spectrum measurement.
Figure 7.11 plots these results. Figure 7.9 shows the YIG oscillator to be the noisiest
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Figure 7.10 Direct-spectrum measurement noise floor for two spectrum analyzers.

Figure 7.11 Comparison of the phase-noise response of a 10-GHz YIG oscillator to the direct-
spectrum-measurement noise floor of a spectrum analyzer.

source in Figure 7.9. Yet, Figure 7.11 shows that the direct-spectrum measurement
method has trouble measuring the phase noise of the YIG at frequency offsets
greater than 10 kHz. The direct-spectrum-analyzer method adequately measures
phase noise close to the carrier of noisy oscillators or microwave oscillators, but
the direct-spectrum-analyzer method does not have enough sensitivity to measure
low-noise oscillators [3].

An example procedure shows how phase noise is measured with the phase-
noise test set up in Figure 7.12 for spectrum analyzers. This configuration measures
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Figure 7.12 Test setup to measure phase noise with a spectrum analyzer.

phase noise greater than −130 dBc/Hz. Begin the procedure for making this measure-
ment by pressing the user-module button on the spectrum analyzer. Then, select
the phase-noise test from the menu. Then, follow the menu in the program to set
up and measure phase noise. Figure 7.13 shows an example plot from the HP8560E
for an 80-MHz PLL. After measuring the PLL phase noise, measure the phase noise
of the reference source. After adjusting for the multiplication factor
[20 log10(nmf )], this measurement gives the noise-floor limits for the measurement.
Comparison with measured data helps determine the accuracy of the measurement.

From the measured phase-noise data, the PLL characteristics of bandwidth,
stability, and jitter performance can be determined. The approximate bandwidth
can be measured by finding an abrupt change in slope of the phase noise to a flat
or reversed slope of the phase noise. In Figure 7.13, for example, the abrupt slope
change occurs at 100 kHz. The approximate stability can be measured by observing
the noise ear at the bandwidth of the PLL. A noise ear greater than −20 dBc down

Figure 7.13 Example phase-noise plot from the HP8560E Spectrum Analyzer phase-noise user
module.
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from the carrier indicates a potentially unstable loop. In Figure 7.13, the noise ear
is down −90 dBc, which is a stable loop.

Finally, the time jitter of the PLL can be calculated from the phase-noise curve.
Equation (3.89) calculates time jitter from phase noise. The equation converts
phase noise to jitter variance by integrating over the measurement bandwidth.
These calculations help verify jitter measurements that were made by other methods.

7.4.2 Carrier-Suppression Measurements

The sensitivity of a phase-noise measurement will be improved by a method that
suppresses the carrier. Consequently, several phase-noise measurement methods
have been devised by engineers to suppress the carrier. Figure 7.14 shows a test
setup for one method of carrier suppression.

This method requires two oscillators with equal phase-noise levels. One of the
oscillators is voltage tunable, and the other is fixed. The voltage-tunable oscillator
allows a narrow-bandwidth PLL to be used to keep the mixer inputs in phase
quadrature. The lowpass filter eliminates the high-frequency mixing products after
the mixer. Using the mixer as a phase detector requires that the inputs be in phase
quadrature. The test setup must have enough isolation between the two oscillators
to prevent them from injection locking. A phase shifter in one of the signal paths
adjusts the dc voltage at the IF port output of the mixer. The dc voltage is adjusted
to 0V to maintain phase quadrature between the RF and LO ports of the mixer.
With the input signals at phase quadrature, the mixer converts phase fluctuations
to voltage fluctuations (phase detector). A constant phase at the input of the mixer
converts to a dc voltage; therefore, the IF port of the mixer must be dc coupled
[4–13].

7.4.3 Mixer as a Phase Detector in a Measurement System

Carrier-suppression measurements commonly use mixers as phase detectors. Conse-
quently, understanding the performance of a mixer as a phase detector will allow
equations to be derived to convert carrier-suppression measurements to phase noise.
Section 5.1.2 derives (7.3) for the mixing of two signals:

Figure 7.14 Carrier-suppression phase-noise measurement configuration for oscillators with equal
phase-noise levels.
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V1(t)V2(t) = Vpbeat cos(vbeat t + f ) (7.3)

where

vbeat = vRF − vLO for vRF > vLO;

Vpbeat = Vp1Vp2 × 0.5 × mixer losses;

Vpbeat = resulting voltage level after mixing (V).

The derivative of (7.3) calculates the incremental phase slope. For the mixer
operating with a 0-beat frequency (vbeat = 0, which is dc) and 90° phase shift, the
derivative of (7.3) produces (7.4) and (7.5):

Vps (f ) =
d

df
[Vpbeat cos(f )] (7.4)

where

Vps (f ) = phase slope (V).

Vps (f ) = Vpbeat sin(f ) (7.5)

For f = p/2 rad (quadrature) in (7.5), Vps = Vpbeat (V/rad). For f = 0 rad in (7.5),
Vps = 0 V/rad. This shows that maximum phase sensitivity occurs for a 90° phase
difference between the input signals while a minimum phase sensitivity of 0 occurs
for a phase difference of 0°. With a 0-Hz beat frequency in (7.3), adjusting the
phase shifter in Figure 7.14 for 90° phase difference produces 0V at the IF port
of the mixer and gives maximum phase sensitivity for a measurement. Adjusting
the phase shifter in Figure 7.14 for 0° phase difference produces a maximum voltage
and gives minimum phase sensitivity for a measurement. A 0° phase difference
measures amplitude noise because of the zero sensitivity to phase noise at this
operating point.

Equations (7.3) and (7.5) will be used to derive equations for converting a
voltage measurement to a phase measurement using a mixer as a phase detector.
Today, most of the test equipment measures power level in milliwatts; however,
to convert a voltage measurement to a phase measurement requires measuring the
phase slope in volts per radian. Equation (7.6) converts the measured phase slope
(V/rad) to a power level in milliwatts:

Pps =
(Vpbeat )

2

2
RL

PmW

(7.6)

where
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RL = 50V load resistance;

PmW = 1,000 mW/W to convert watts to milliwatts;

Pps = power level in a 50V load of the phase slope (mW/rad2);

Pps = measured power level of the beat note.

Equation (7.6) will be used to convert measured phase-noise power levels
(mW/Hz) to phase-noise levels (dBc/Hz). One way of computing the power level
of the phase slope is measuring the maximum dc level at the IF port by adjusting
the phase shifter in Figure 7.14 for zero phase difference; however, another method
must be used to measure the power level of the phase slope when adjusting the
phase shifter is difficult.

Disconnecting the voltage to the voltage tune port on the VCO also produces
a sinusoidal beat frequency. A power meter or a spectrum analyzer measures the
power level of sinusoidal beat frequency into 50V that is referenced to 1 mW.
Equation (7.6) relates the measured beat-frequency power level to the phase slope.
This relationship will be used to derive an equation that converts noise-power
measurements to phase-noise measurements.

Equation (7.6) makes it possible to derive an equation to convert measured
noise-power levels to phase-noise levels using a mixer as a phase detector. To begin
with, a relationship between modulation index, measured voltage, and measured
power must be presented. Equation (7.7) converts measured RMS voltage to RMS
phase fluctuations, which is the RMS value of the modulation index:

h rms ( fm ) = Vfrms ( fm )/Vpbeat (7.7)

where

Vfrms ( fm ) = measured RMS voltage at the output of the phase detector;

h rms ( fm ) = RMS value of the modulation index;

h rms ( fm ) = phase fluctuations.

Single-sideband phase noise is related to the square of the RMS value of the
modulation index. Equation (7.8) converts measured voltage fluctuations to the
square of the RMS value of the modulation index, which is phase fluctuation:

[h rms ( fm )]2 = [Vrms ( fm )]2/(Vpbeat )
2 (7.8)

Since power-level measurements are in dBm, dividing the numerator and
denominator in (7.8) by the load resistance and watts-to-milliwatts ratio produces
(7.9) for the modulation index in milliwatts:

[h rms ( fm )]2 =
[Vfrms ( fm )]2/(RL /PmW )

(Vpbeat )
2/(RL /PmW )

(7.9)

= Pif ( fm )/(2Pps )



7.4 Measurement of Phase Noise 367

where

Pif ( fm ) = measured power level (mW);

Pif ( fm ) = [Vfrms ( fm )]2/(RL /PmW )

Equation (7.9) converts the square of the RMS value of the modulation index
in (7.8) to a function of measured power levels and the measured phase-slope
power level. Dividing the modulation index and the right-hand side of (7.9) pro-
duces (7.10):

[h rms ( fm )]2/2 = Pif ( fm )/[2(2Pps )] (7.10)

Equation (7.11) converts (7.10) for the square of the RMS value of the modulation
index divided by 2 to a single-sideband phase noise and computes single-sideband
phase noise from noise measurements using a mixer:

+( fm ) = 10 log{[h rms ( fm )]2/2} (7.11)

= Pm ( fm ) − Ppsdb − Psbc

where

Psbc = 6-dB conversion factor for converting measured power to
single-sideband phase noise in a mixer;

Pm ( fm ) = measured power (dBm);

Pm ( fm ) = 10 log[Pif ( fm )];

Ppsdb = power of the phase slope (dBm);

Ppsdb = Pc − Lmc ;

Ppsdb = 10 log(Pps );

Lmc = mixer’s conversion loss (dB).

Equation (7.11) shows the effect of a mixer on phase-noise measurements because
a value of −6 dB is added to convert measured sideband power levels −(Ppsdb −
Pifdb ) in dBc/Hz to single-sideband phase noise. Now various carrier-suppression
measurement methods can be analyzed.

7.4.4 Carrier-Suppression Measurement Model

The first measurement method modeled measures phase noise with a narrow-
bandwidth PLL, and the measurements are made outside the bandwidth of the
PLL, so PLL effects can be ignored. Equation (7.12) converts the spectrum analyzer’s
measured noise-power levels from the carrier-suppression technique in Figure 7.14
to single-sideband phase-noise measurements:
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+( fm ) = −(Pc − Lmc ) + [Pm ( fm ) − 10 log(Bsa ) + Pla ] − Psbc − Peq (7.12)

where

Peq = −3-dB factor for equal phase-noise contribution of each source.

Equation (7.12) has three correction factors. The −6-dB correction factor, which
is also in (7.11), converts measured power to phase noise. The −3-dB factor accounts
for the equal phase-noise contributions from each oscillator to the total measured
phase noise. Finally, the 2.5-dB correction factor accounts for the error from the
logarithmic amplifier in measuring noise. Several other correction factors, which
are mentioned in the references, correct for the phase detector characteristics of
the mixer. These factors correct for distortions from large input signal levels, phase-
curve shifts from residual dc voltages, and phase shifts from quadrature by the
two input sources.

Another variation of the carrier-suppression method measures phase noise
when the narrowband PLL does not phase lock because of a noisy source. Lack
of phase lock makes a wide PLL bandwidth necessary. Unfortunately, phase-noise
measurements inside the loop bandwidth are not valid because of the noise improve-
ment inside the loop bandwidth of the PLL; however, adding the inverted PLL
error function to (7.12) compensates for the phase-noise improvement that occurs
inside the bandwidth of the loop. Equation (7.13) converts measured data inside
the loop bandwidth to single-sideband phase noise by adding the inverted PLL
error function to (7.12):

L( fm ) = −(Pc − Lmc ) + {Pm ( fm ) − 10 log(Bsa ) + Pla + 10 log[1 + G(s)H(s)]}
− Psbc − Peq (7.13)

where

G(s) = PLL gain function;

H(s) = PLL feedback function.

Computing the smallest phase-noise level that this measurement method can
measure determines the oscillator types that this measurement method can measure.
Equation (7.14) calculates the smallest phase-noise level the carrier-suppression
measurement system can measure:

Pss ( fm ) = −(Pc − Lmc ) + [Nsa ( fm ) − 10 log(Bsa ) + Pla ] − Psbc − Peq
(7.14)

where

Pss ( fm ) = smallest phase-noise level the system can measure (dBc/Hz).

In addition, (7.14) shows that the sensitivity of the spectrum analyzer determines
the smallest phase-noise level that the measurement system can measure.
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Inserting a low-noise buffer amplifier between the spectrum analyzer and the
output of the phase detector improves the dynamic range of the carrier-suppression
method; however, this method requires characterizing the gain and noise figure of
the buffer amplifier to compute single-sideband phase noise and the noise floor of
the measurement system. Subtracting the gain of the buffer amplifier from (7.13)
compensates the measured data for the gain of the buffer amplifier. Equation (7.15)
converts measured data to single-sideband phase noise for the carrier-suppression
method with a buffer amplifier:

L( fm ) = −(Pc − Lmc ) + Pm ( fm ) − 10 log(Bsa ) + Pla + 10 log[1 + G(s)H(s)]
− Psbc − Gv − Peq (7.15)

where

Gv = video-amplifier gain (dB).

Computing the noise floor of the measurement system with a buffer amplifier
allows the smallest measured phase-noise level to be computed. Equation (7.16)
computes the measurement system’s noise floor for the carrier-suppression method
with a buffer amplifier:

Nmf ( fm ) = 10 logF10

Nsa − 10 log(Bsa ) + Pla
10 + kT0S10

Gv + Nv
10 DG (7.16)

where

Nmf ( fm ) = measurement noise floor (dBm/Hz);

k = Boltzmann’s constant (mW/K ? Hz);

k = 1.38 × 10−20;

T0 = temperature (K)

T0 = 290 at room temperature;

10 log(kT0) = −174 (dBm/Hz);

Nv = video-amplifier noise figure (dB).

The noise floor of the measurement system in (7.16) does not depend on the
noise floor of the spectrum analyzer if the amplifier gain plus noise figure is greater
than the noise floor of the spectrum analyzer. Equation (7.17) computes the smallest
phase-noise level that the carrier-suppression measurement system with an addi-
tional buffer amplifier can measure:

Pss ( fm ) = −(Pc − Lmc ) + Nmf ( fm ) − Psbc − Peq (7.17)

The insertion of the buffer amplifier into the measurement system adds more error
factors because the gain and noise figure of the amplifier varies with frequency;
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therefore, a substantial amount of time must be spent in characterizing the response
of the amplifier.

7.4.5 Generating a Calibration Signal

The previous sections helped select a phase-noise measurement method. Next,
confidence in the accuracy of the measurement and confidence in the calibration
of the measurement system must be reinforced. A calibration signal helps establish
this confidence. In addition, injecting a calibration signal at the input of the measure-
ment system and measuring the response of the system can correct all the errors
without computing each error component in the system. To meet the above goals,
the calibration signal must produce a known sideband-to-carrier ratio at the input
of the measurement system. Inserting a directional coupler between the source
under test and the measurement system allows a small calibration signal to be
injected. Adding a small signal at an offset frequency from one of the sources
injects a known sideband-to-carrier ratio into the measurement system as shown
in Figure 7.15. A spectrum analyzer measures the resulting carrier-to-sideband
ratio. From narrowband FM theory and AM theory, the signal produced in Figure
7.15 must contain equal phase and amplitude modulation.

Knowing the input carrier-to-sideband ratio allows the response of the system
to be calibrated. Comparing the measured carrier-to-sideband ratio of the measure-
ment system with the input carrier-to-sideband ratio measured on the spectrum
analyzer calibrates the measurement system. The calibration factor must be mea-
sured at each measurement offset frequency to ensure accurate results.

For comparison to the measured calibration factor, (7.18) computes the theoret-
ical calibration factor that will adjust the measured results to single-sideband phase-
noise measurements:

Pcal = Psbm − Psbin − Pampm (7.18)

where

Figure 7.15 Spectral plot showing equal AM and PM components for single-sideband test signal.
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Pampm = a 3-dB factor that accounts for equal AM and PM;

Pcal = calibration factor (dB);

Psbm = sideband-to-carrier measurement (dB);

Pin = sideband-to-carrier input (dB).

The Pampm factor in (7.18) accounts for the equal AM and PM sideband levels.
Equation (7.19) computed single-sideband phase noise using the calibration factor:

L( fm ) = Pm ( fm ) + Pcal + Pla − Peq − Psbc − 10 log(Bsa ) (7.19)

Equation (7.19) has four correction factors. The 2.5-dB correction factor com-
pensates the measurement for the spectrum analyzer’s logarithmic-amplifier noise-
response characteristics, the −3-dB correction factor compensates the measurement
for equal oscillator noise contribution, the bandwidth factor normalizes the mea-
surement to a 1-Hz bandwidth, and the −6-dB factor converts the measurement
to single-sideband phase noise [6].

7.4.6 Phase-Noise Measurement Equipment

Several spectrum analyzers are available today that can be used in a custom phase-
noise measurement system. This section provides a method for comparing spectrum
analyzers but is not intended as an endorsement of one vendor over another. In
addition, the accuracy of the equipment characteristics measured or obtained from
data sheets is not guaranteed. Please contact the vendors to obtain up-to-date
characteristics. Comparing analyzer sensitivities is one way to select the optimum
analyzer. Figure 7.16 shows the sensitivities for some of these instruments. The
HP3585 spectrum analyzer can be used for low-cost phase-noise measurements
using the carrier-suppression method. The HP8566 spectrum analyzer is a higher-
priced option that provides ability to measure phase noise using the direct-spectrum

Figure 7.16 Spectrum-analyzer noise floor for a suppressed carrier.
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method and the carrier-suppression method. Using the HP8566 or the HP3585
requires that the user make a custom phase-noise measurement system. The user
must be careful not to induce noise into the custom phase-noise measurement
system. Furthermore, obtaining believable and repeatable measurements is very
time-consuming.

The HP3048 phase-noise measurement system lets an engineer avoid the prob-
lems involved in making a custom phase-noise measurement. The HP3048 is a
more expensive option than making a custom phase-noise measurement system;
however, the HP3048 contains a sensitive analyzer, a low-noise buffer amplifier,
a phase-detecting mixer, and PLL circuitry. The PLL circuitry produces a control
voltage for tuning VCOs in the carrier-suppression method. More importantly, the
HP3048 phase-noise measurement system contains software that calibrates the
system for the errors factors that have been discussed in this chapter; consequently,
this equipment requires a minimal amount of time and knowledge to obtain reliable
measurements, and it has high sensitivity and flexibility to do the special intercon-
nections for specific applications.

7.4.7 Phase-Noise Measurements with the HP3048

Test vendors have equipment that uses the carrier-suppression measurement method
but they require external low-phase-noise reference sources. Accurate phase noise,
bandwidth, and stability measurements must be made with a clean signal generator
for a reference. Figure 7.17 shows the phase-noise plot of several low-noise synthe-
sizers, which shows a wide variation in phase noise between them. Pulse generator
sources were not measured because, in general, their phase noise is more than the
plots shown. In most cases, the choice of synthesizer determines the noise-floor of
the measurement. Figure 7.18 shows the phase-noise test setup that measured the
resulting spectrum [1, 3] in Figure 7.17.

Figure 7.17 Phase-noise plot of several low-noise synthesizers to show the wide variation in phase-
noise sources.
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Figure 7.18 Phase-noise test setup.

The lower-phase-noise test configuration measures the phase noise of two
identical devices under test with a phase-noise test set (HP3048). This configuration
measures phase noise greater than −165 dBc/Hz. This tests low-noise PLLs and
crystal oscillators.

The upper-phase-noise test configuration measures phase noise in comparison
with a reference HP8662A synthesizer. This configuration measures phase noise
greater than −140 dBc/Hz. This is adequate for a variety of PLLs. This tests PLLs
with noise 30 dB above the HP3048 test’s noise floor; however, it is easier to make
this measurement. The reference generator provides a low-noise source so that the
phase-noise contribution of the PLL can be accurately measured.

An example procedure shows how phase noise is measured by selecting the
lower-phase-noise test in Figure 7.18 for a phase-noise test set. First, follow the in-
structions from the HP3048 manual to take a measurement of the PLL and the
reference generator. Figure 7.19 shows an example plot from the HP3048 for a
400-MHz PLL. After measuring the PLL phase noise, measure the phase noise of
the reference source. After adjusting for the multiplication factor [20 log10(N)],
the measurement of the reference generator plus the multiplication factor
[20 log10(N)] gives the noise-floor limits for the measurement. Comparison with
measured data helps determine the accuracy of the measurement.

7.4.8 Variations of the Carrier-Suppression Technique

Several other variations of the carrier-suppression technique are used for more
specific measurements. Reexamining Figure 7.14, we see that the phase-noise test
set configuration will measure only the reference source’s phase noise if the voltage-
controlled source’s phase noise is lower than the reference source’s phase noise.
Using an HP8662 as a voltage-controlled source in Figure 7.14, we can make
phase-noise measurements on untunable oscillators with operating frequencies
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Figure 7.19 An example plot from the HP3048 for a 400-MHz PLL.

from 5 to 1,280 MHz. For higher-frequency sources, the HP11729A/B down-
converts the source’s operating frequency to the HP8662’s operating frequencies,
allowing the HP8662 to be phase-locked to the source under test. Down-converting
with the HP11729A/B extends the phase-noise measurement range of sources to
18 GHz. The downconversion method makes phase-noise measurements of fixed
frequency sources easier and makes phase-noise measurements on a wide variety
of oscillators possible; however, using the downconverter degrades the noise floor of
the measurement system. Figure 7.20 shows the noise floor of this downconversion
method for a 10-GHz source.

Figure 7.21 shows another method of carrier suppression that uses a delay-
line discriminator to measure the phase noise of an oscillator. The delay-line-
discriminator method does not require a second source that could degrade the noise
floor of the measurement system; however, the delay in the delay-line-discriminator
method degrades the noise floor of the spectrum analyzer. The delay degrades the
analyzer noise floors in Figure 7.16 by 20 dB/dec from a frequency offset of one
half the inverse of the time delay in the discriminator.

Figure 7.22 shows the degraded phase-noise floor for the delay-line-discrimina-
tor methods that use the HP3048 or HP3585 analyzers. In general, the delay-line-
discriminator method makes adequate measurements for YIG and ring oscillators
at RF and microwave frequencies. Figure 7.23 shows the results of a computer
model that simulates the phase-noise measurement of a YIG oscillator using the
delay-line-discriminator method [4, 7, 8, 10, 14–16].

Finding a method of measuring the effects of various components on phase
noise makes state-of-the-art phase-noise performance in systems achievable. Figure
7.24 shows a test configuration that measures a component’s additive phase noise,
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Figure 7.20 Carrier-suppression phase-noise measurement floors for a PLL using a voltage-control-
lable HP8662A frequency synthesizer and an additional HP11729 downconverter.

Figure 7.21 Carrier-suppression phase-noise measurement for one source. This configuration uses
a delay-line discriminator.

which is another variation of the carrier-suppression method. The additive phase-
noise measurement method requires two major conditions to obtain the best addi-
tive phase-noise sensitivity. First, equal time delay between the power splitter and
mixer ports must be achieved to cancel the phase noise of the source. Second, the
source must be very stable so that its phase noise is not measured.

The additive phase-noise measurement method makes measuring a wide variety
of components possible. Variations of the additive phase-noise measurement config-
uration measure the additive phase noise of amplifiers, vibrating devices, and
frequency translation devices. Inserting an amplifier in one path to the mixer
measures the additive phase noise of the amplifier. Vibrating devices in one path
measures the additive phase-noise effects of mechanical vibrations. Inserting fre-
quency translation devices (digital dividers, multipliers, and mixers, as shown in
Figure 7.25) in both paths measures the additive phase-noise effects due to transla-
tions in frequency [4, 8, 17].



376 Test and Measurement

Figure 7.22 The degradation of the phase-noise measurement noise floor from using a delay.

Figure 7.23 Theoretical measurement of a 10-GHz YIG oscillator using a delay-line discriminator.

In summary, selecting the best method and equipment produces the most
accurate phase-noise measurements. This section helps an engineer select the best
method and equipment for making accurate phase-noise measurements. In the past,
phase-noise measurements required several pieces of equipment and some custom
circuits. Today, the HP3048 measurement system eliminates the need for custom
circuits by integrating the equipment and custom circuitry into one system. With
the included software, the HP3048 makes accurate phase-noise measurements easy
and provides several measurement configurations. In this chapter, equations were
developed that model various measurement configurations. From the modeled
measurement configurations, the feasibility of measuring the phase noise of a
particular source was studied. Making phase-noise measurements on complex
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Figure 7.24 Additive phase-noise measurement configuration for components.

Figure 7.25 Additive phase-noise measurement configuration for frequency-translatable
components.

sources and systems allows engineers to determine the feasibility of passing specifi-
cations with these sources. In addition, making additive phase-noise measurements
of devices allows engineers to reduce a device’s effect on the phase noise of a
complex system or oscillator. Obtaining accurate phase-noise data and additive
phase noise makes the phase-noise analysis accurate.

7.5 Testing for Jitter

In this section, we will study the equipment for measuring jitter. For each piece of
equipment the advantages and disadvantages will be presented. Example benchmark
measurements will be shown to help engineers understand which equipment best
suits the measurement they require. Next, example isolation measurements in silicon
are presented to show the importance of isolation in making low-jitter ICs, and,
finally, example test procedures are presented to make it clear how the measure-
ments are to be made and what plots should be made.

Available equipment for testing jitter in PLLs are oscilloscopes, time-interval
analyzers (TIAs) (modulation-domain analyzer), spectrum analyzers, and clean
high-frequency sources for a reference. Main issues for accurate jitter analysis in
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these instruments include maximum useable frequency, input bandwidth, jitter
noise floor, smallest one-shot resolution versus linearity, throughput, and frequency
and time correlation.

Figure 7.26 shows the relationship between measurements of an FM waveform
with a modulation-domain analyzer (frequency versus time), oscilloscope (voltage
versus time), and spectrum analyzer (voltage versus frequency). This picture helps
in understanding the portion of the waveform that is being measured and its
relationship to the other domains.

After making jitter measurements, we would like to correlate the measurements
between each of the instruments. Correlation issues can make this a difficult task.
Consequently, let’s list issues that can uncorrelate measurements. Correlation issues
applicable to all instruments are probing and test fixturing. Correlation issues that
depend on particular instruments are equipment resolution and accuracy versus
range and other specifications, instrument noise floor, record length (ability to
resolve low-frequency modulation), asynchronous versus synchronous measure-
ments, instrument calibration techniques, operation beyond equipment limitations,
instrument setting, and changes in the external environment (e.g., temperature,
supply noise, line noise).

7.5.1 Oscilloscope Jitter Measurements

Figure 7.27 shows the relationship between an ideal clock, FM clock, and modulat-
ing function. The top waveform shows the ideal clock. The next waveform shows
the clock with the FM modulation. The last waveform shows the modulation

Figure 7.26 Measurement relationships of an FM waveform between a modulation-domain
analyzer, oscilloscope, and spectrum analyzer.
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Figure 7.27 Relationship between (a) ideal clock, (b) modulation domain of an FM waveform, and
(c) time domain of an FM waveform. (From: [18].  1997 Wavecrest. Reprinted with
permission.)

waveform. The peak of the modulation waveform gives the longest time period
and the minimum gives the shortest period. The short-period cycle can cause a
design margin error, to which DSP and microprocessor ICs are most sensitive. An
oscilloscope can be used to measure the FM waveform in the time domain.

Figure 7.28 shows the difference in measuring one period and multiple periods.
Measuring multiple periods captures the period change of multiple periods (six in
the figure). This is equivalent to dividing the clock by six and measuring the edge
variation. This is not the desired measurement. Measuring the variation of one
period is the desired measurement.

Figure 7.29 shows digital-sampling oscilloscope modes [2]. The real-time sam-
pling method captures an entire waveform with a single trigger event. The sequen-
tial, repetitive sampling method acquires a new sample at a certain time interval
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Figure 7.28 Oscilloscope measurement of (a) one period and (b) multiple periods of jitter. (From:
[18].  1997 Wavecrest. Reprinted with permission.)

after the trigger. The instrument increases this time delay by a fixed amount after
each sample. Random, repetitive sampling is similar to sequential sampling except
that the time difference between trigger point and the sample point is random.
Sampling is done constantly and is not precipitated by a trigger event [1]. The real-
time sampling mode must be used to measure jitter. The other modes can give false
measurements.

Key performance specifications for an oscilloscope measuring jitter are vertical
resolution and accuracy, linearity, reconstruction error, record length, range error,
time-based resolution and accuracy, noise floor, trigger threshold jitter, time-based
delay error, crystal stability, and update rate. Advantages in measuring jitter with
an oscilloscope are that the whole waveform can be captured, low jitter can be
measured on some instruments, and it has a wide input-frequency range. Disadvan-
tages in measuring jitter with an oscilloscope are that low-frequency modulation
is difficult to measure, modulation domain cannot be measured, it has low sensitivity
with fast Fourier transform (FFT) of waveform, the setup can vary from person
to person, accuracy depends on the internal delay generator, spurious signals cannot
be easily identified, there can be confusion between minimum and maximum time
jitter (1 period) and time-interval jitter (multiple periods), and it can have a narrow
input-amplitude dynamic range

7.5.2 TIA and Spectrum Analyzer Jitter Measurements

The operation of a TIA begins when the sampling logic triggers a sample. The
contents of a counter and interpolator are read into the next free memory location.
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Figure 7.29 Digital-sampling oscilloscope modes: (a) real-time sampling (HP54720D), (b) sequen-
tial repetitive sampling (CSA 803A), and (c) random repetitive sampling (HP54520C).
(From: [18].  1997 Wavecrest. Reprinted with permission.)

The interpolator is then reset for the next sample. Samples are taken until a specified
number is reached, and the processor then reads the memory for calculations and
display. Unlike a counter, the display is often graphic based.

Figure 7.30 shows TIA sampling [2] of an FM waveform. Only the zero-
crossing time stamps are measured. Consequently, more data is collected than is
done by an oscilloscope because the oscilloscope must store the whole waveform
to find the zero crossing. Advantages in measuring jitter with a modulation-domain
analyzer are that the modulation domain is directly measured, the frequency domain
can be calculated, low-frequency modulation can be measured easily, a large number
of data points can be stored, and spurious signals can be identified. Disadvantages
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Figure 7.30 TIA sampling of an FM waveform. (From: [18].  1997 Wavecrest. Reprinted with
permission.)

in measuring jitter with a modulation-domain analyzer are that the noise floor is
greater than the Wavecrest DTS 2070/2075 and the Tektronix oscilloscope, the
time domain cannot be directly measured, and it has a narrow input-amplitude
dynamic range.

A spectrum analyzer measures the frequency-domain content of a waveform.
Jitter shows up as FM sidebands on a spectrum analyzer. The offset frequency
from the carrier and the level below the carrier level determines the amount of
jitter produced. Advantages in measuring jitter with a spectrum analyzer are that
the frequency domain is directly measured, spurious signals are easily identified
without an FFT, it has a wide input-frequency range, it has a low noise floor and
it has a wide input-amplitude dynamic range. Disadvantages in measuring jitter with
a spectrum analyzer are that the time domain cannot be measured, the modulation
domain cannot be measured, jitter must be calculated, AM and FM sidebands are
not easily identifiable, it cannot trigger on an event, it has blind spots in sweep
(noncontinuous) where it can miss an event, and it has a low input resistance of
50V, which requires a high current drive.

The Wavecrest jitter analyzer measures jitter with the combination of several
precision comparators and software algorithms in the time domain. Several postpro-
cessing software routines help analyze the content of the jitter. Advantages in
measuring jitter with the Wavecrest DTS are that it has a wide input-frequency
range, a fast throughput, and a low-jitter noise floor. Disadvantages in measuring
jitter with the Wavecrest DTS are that it has a narrow input-amplitude dynamic
range (>100 mV) and a low input resistance of 50V, which requires a high current
drive, it has nonconsecutive periods (>25 ms between periods), and it cannot
measure time step response.

7.5.3 Minimum Noise-Floor Measurements of TIA, Oscilloscope, and Digital
Time Scope

Several measurements were used to provide the noise-floor accuracy of the measur-
ing equipment. The following section provides a method for comparing jitter noise



7.5 Testing for Jitter 383

floors in equipment, but it is not intended as an endorsement of one vendor over
another. In addition, the accuracy of the equipment characteristics measured or
obtained from data sheets is not guaranteed. Please contact the vendors to obtain
up-to-date and accurate characteristics. A comparison of measured data with cali-
bration numbers gives a relative-confidence factor for the measured data. Table
7.1 shows jitter measurements using the Tektronix scope. A 10-mV window on
the Tektronix scope was used to make the measurements. The first measurement
measures jitter with no modulation. The second shows 30 kHz of FM modulation
was needed to double the standard deviation of jitter with no modulation. The
next measurement shows the amount of high-frequency FM sideband level that
was needed to double the amount of jitter.

Table 7.2 shows jitter measurements using the modulation-domain analyzer.
The first measurement shows jitter of the internal noise of the modulation-domain
analyzer because the 10-MHz signal from the HP8662 was measured referenced
to the external standard from the HP8662. The second measurement measures jitter
with no modulation. Notice that subtracting the internal noise (TIA) measurement
produces numbers close to the Tektronix measurements (50 − 34 = 16 ps standard
deviation, and 440 − 200 = 240 ps peak to peak). The next shows the 30 kHz of
FM modulation that was used in the previous table. Subtracting the internal-noise
measurement produces numbers close to the Tektronix measurements (65 − 34 =
31 ps standard deviation, and 440 − 200 = 240 ps peak to peak). The last measure-
ment shows the amount of high-frequency FM sideband level that was needed to
double the amount of jitter.

Table 7.3 shows jitter measurements using a digital time scope. An HP8082
pulse generator was used to convert the sine wave output of the HP8662 to a
square wave, which provides the best waveform to the scope. The first measurement

Table 7.1 Jitter Calibration for the Tektronix Oscilloscope

Jitter
(Standard Jitter

Source Description Modulation Deviation) (Peak to Peak)

HP8662 into HP8161 @33.33 MHz None 13 ps 84 ps

HP8662 into HP8161 @33.33 MHz 1 kHz, 30 kHz deviation FM 26 ps 182 ps

HP8662 into HP8161 @33.33 MHz 1.33-MHz injected sideband, 32 ps 216 ps
−35 dBc

Table 7.2 Jitter Calibration for the Modulation-Domain Analyzer

Jitter
(Standard Jitter

Source Description Modulation Deviation) (Peak to Peak)

HP8662 @10 MHz and TIA external None 34 ps 200 ps
reference

HP8662 into HP8161 @33.33 MHz None 50 ps 440 ps

HP8662 into HP8161 @33.33 MHz 1 kHz, 30 kHz deviation FM 65 ps 440 ps

HP8662 into HP8161 @33.33 MHz 1.33-MHz injected sideband, 100 ps 630 ps
−26 dBc
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Table 7.3 Jitter Calibration of the Wavecrest Digital Time Scope

Jitter
(Standard Jitter

Source Description Modulation Deviation) (Peak to Peak)

HP8662 @10 MHz into HP8082 None 4 ps 38 ps

HP8662 into HP8082 @33.33 MHz None 4.6 ps 40 ps

HP8662 into HP8082 @33.33 MHz 1.33-MHz injected sideband, 9.2 ps 66 ps
−53.7 dBc

HP8662 into HP8082 @200 MHz None 4.7 ps 34 ps

shows jitter of the internal noise because the 10-MHz signal from the HP8662
was measured referenced to the external standard from the HP8662. The second
measurement measures jitter with no modulation. Both measurements show the
lowest noise floor. The next measurement shows the amount of high-frequency
FM sideband level that was needed to double the amount of jitter. This measurement
shows that the digital time scope has a noise floor 18-dB lower than the oscilloscope
and 28-dB lower than the modulation-domain analyzer. The last measurement
shows that a low amount of jitter is obtained even with a higher input frequency.

Consequently, the comparison of this data shows jitter measurements with
less than 400-ps peak-to-peak accuracy require using the Tektronix scope or the
Wavecrest DTS. For jitter measurements less than 100 ps peak to peak, we need
to use the Wavecrest Digital Time Scope. For jitter less than 40 ps peak to peak,
phase noise must be measured and converted to jitter. The modulation analyzer
can measure deterministic noise with accuracy because averaging can be used,
and the modulation-domain analyzer limit with averaging is 1 ps. Frequency step
responses, power-supply injection jitter, and power-up response can also be accu-
rately measured with the modulation-domain analyzer because they are determinis-
tic measurements.

7.5.4 Isolation Measurements Between PLLs in Silicon

Figure 7.31 shows the output of one PLL at 48 MHz while another PLL on the
silicon chip is operating at 63 MHz. Both I/O buffers for the PLLs are operating
simultaneously. The two PLLs are located at opposite corners of the die. From the
figure, the isolation is 43 dB. This is an acceptable level.

Figure 7.32 shows the effect of increasing the frequency to 142.5 MHz and
bypassing one PLL and increasing it to 157.5 MHz and bypassing the other PLL.
This shows the isolation between the I/O output buffers. From the figure, the
isolation decreases to 20 dB at 142.5 MHz. Consequently, isolation between these
two PLLs depends on the isolation between the I/O buffers. A sideband 20 dB
down and 15 MHz away from the 150-MHz output signal would cause 200 to
400 ps of additional jitter. The current trend to higher output frequencies and
more PLLs on a chip requires that we should study various isolation techniques
in Section 3.6.3 in order to meet our customers’ demands for lower jitter.
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Figure 7.31 Output of one PLL at 48 MHz with another PLL operating at 63 MHz.

Figure 7.32 Isolation of I/O buffers at 147 MHz.
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7.5.5 Time-Jitter Test Setups

Time jitter can be measured with the modulation-domain analyzer [3], the oscillo-
scope, and the Wavecrest time-domain system. Figure 7.33 shows the test setup.
Although the Wavecrest DTS is not shown in the figure, it can be substituted for
the oscilloscope. The modulation-domain analyzer has a 200-ps peak-to-peak noise
floor. For lower jitter measurements the Tektronix oscilloscope or the Wavecrest
DTS is used. The upper switch selects the modulation-domain analyzer, and the
lower switch selects the oscilloscope or Wavecrest DTS.

An example procedure on an example PLL that multiplies 27 to 81 MHz shows
how jitter is measured with the modulation-domain analyzer. After making the
initial connections, select the input menu and select the appropriate impedance for
the measurement probe (50V for cable, 1 MV, or 10 MV). Then, adjust the
threshold to the 50% point of the output waveform from the PLL. Leave the
hysterises at 50%. Then, follow the modulation-domain manual to measure jitter
versus time. Figure 7.34 shows an example plot from the modulation-domain
analyzer for an example PLL. The y-axis is time period and the x-axis is time.
The peak-to-peak variation in time period is 293 ps. Consequently, the data has
a quantized appearance because it is close to the single-shot noise floor of the
modulation-domain analyzer and its minimum quantization value.

Figure 7.35(a) shows jitter versus time interval. This measurement is made by
varying the number of skipped output clock edges. This is equivalent to inserting
a programmable divider between the PLL output and the modulation-domain-
analyzer input and varying the divide ratio. Figure 7.35(a) shows the amount of
jitter versus the time interval between the edges that were not skipped. Converting
to divide ratios, the x-axis varies from divide-by-5 at 60 ns to divide-by-3,125 at
40 ms. The solid line is the peak-to-peak jitter, and the dashed line is the RMS jitter.
At a time interval of 300 ns, the RMS jitter flattens out, which is approximately the

Figure 7.33 Test setup to measure jitter with an oscilloscope or the modulation analyzer.
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Figure 7.34 Example plot from the modulation-domain analyzer for an example PLL.

Figure 7.35 (a) Jitter and (b) +/− percentage error versus time interval.

loop bandwidth of the example PLL. At a time interval of 2 ms, the RMS value
starts increasing because the TIA loses accuracy at this point.

Figure 7.35(b) shows the +/− percentage error of the period versus time interval.
The PLL has 1% peak jitter at 60 ns and drops to 0.025% peak jitter at 4 ms.
This decreasing characteristic shows that the noise is not uniformly distributed and
not Gaussian. These plots allow users to determine if the PLL will meet jitter
specifications at the divided-down clock frequency that they are using.
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An example procedure on an example PLL that locks to an 54-MHz input
reference shows how jitter shown in Figure 7.36 is measured with an oscilloscope.
On the oscilloscope, adjust the sweep until a low-to-high transition of the clock is
observable. Then, with the delayed sweep, highlight the next low-to-high transition.
Increase the vertical and horizontal scales. In the histogram mode, adjust a measure-
ment box around the transition to 10 mV vertically and 20 times the trace width
horizontally. Then, with infinite persistence, measure the width of the jitter by
selecting the scope’s measurement for standard deviation, peak to peak, and the
number of hits in the box. The figure shows the measurement results and was
printed using the option on the scope to save the PCX file to a floppy disk.

7.6 Noise Immunity to Injected Signals

7.6.1 Injected Signals into the Reference Input

Signals can couple into a PLL from the high input impedance of the reference crystal
oscillator. Noise-injection tests on the reference-clock measure the performance of
PLLs under these low signal-to-noise conditions. Figure 7.37 shows the test setup.
Two sources are combined with a resistive splitter. The combined signals are
connected to the reference-frequency input of the PLL. The output period variation
of the PLL is measured by the modulation-domain analyzer.

An example procedure shows how noise immunity to an injected signal at the
reference input is measured. After the initial connections, the relationship of the

Figure 7.36 Jitter measurement from the Tektronix oscilloscope.
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Figure 7.37 Noise-immunity test setup for injecting spurious signals at the reference input and on
the power supply.

sideband (51 MHz, 1 MHz off the carrier) to the carrier signal (50 MHz in this
example) is adjusted by connecting the resistive divider output to a spectrum
analyzer and setting, in this example, the sideband level to –10 dBc. Then, the
resistive divider output is connected to the reference input of the PLL under test,
and the output of the PLL is connected to the modulation-domain analyzer. The
HP8662A injected spurious frequency is logarithmically swept, and the period and
jitter of the output of the PLL are measured by the modulation-domain analyzer.
An HPVEE program (SPURSWP.vee) was written to control the instrumentation
and make the measurements.

Figure 7.38 shows the measured jitter versus frequency of the injected spurious
signal for a 50-MHz PLL. Figure 7.38(a) shows the standard deviation and the
peak-to-peak variation of period (jitter) versus the frequency of the injected signal.
Figure 7.38(b) shows minimum, mean, and maximum period versus frequency of
the injected signal. Both figures show a significant increase in jitter at 400 kHz.
However, with −10 dBc coupled to the input, this figure shows good noise immunity
because it did not lose lock. Further tests for high noise immunity can be made by
varying the spurious level at the 400-kHz sensitive frequency spot.

7.6.2 Injected Signals on Supply

Signals can couple into the PLL from the supply lines. Noise-injection tests on the
power-supply line measure the performance of PLLs under these low signal-to-
noise conditions. Figure 7.37 shows the test setup to make the measurement. The
synthesizer injects a spurious signal through a 1-mF capacitor to the supply line.
The decoupling capacitors on the PLL should be disconnected or kept to a minimum,
and the resistance to the power supply should be raised in order to maximize the
output swing on the supply line.
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Figure 7.38 Measurement of jitter versus frequency of injected spurious signal coupled into the
input: (a) standard deviation and peak-to-peak jitter, and (b) mean, minimum, and
maximum period.

An example procedure shows how noise immunity to a signal injected into the
supply is measured. After the initial connections, the HP8662A injected spurious
frequency is logarithmically swept, and the period and jitter of the output of
the PLL are measured by the modulation-domain analyzer. An HPVEE program
(SPURSWP.vee) was written to control the instrumentation and make the measure-
ments. The amplitude of the synthesizer is adjusted until the response shows distin-
guishing features without losing lock. If the amplitude is too low, the response will
be a flat line. If the response is too high, the mean value on the right side in Figure
7.39 will significantly change, which shows the loop is losing lock.

Figure 7.39 shows the results. The figure on the left shows the standard devia-
tion and the peak-to-peak variation of period (jitter) versus the frequency of the
injected signal. The figure on the right shows minimum, mean, and maximum
period versus frequency of the injected signal. The injected-signal frequency is
logarithmically swept from 10 kHz to 1,000 MHz to find the most sensitive
frequency spot. In this example, 31 MHz was the most sensitive spot. Further tests
for high noise immunity can be made by varying the spurious level at the 31-MHz
sensitive frequency spot, or the level of the injected signal can be measured on an
oscilloscope, and the period can be measured on the modulation-domain analyzer
to measure the supply sensitivity (MHz/V) at the worst condition.

7.7 Power-On Switching Time

In monolithic PLLs, power is cycled between off and on to save power. Conse-
quently, IC designers need to know how fast the PLL takes to acquire lock from
a power-on condition. Figure 7.40 shows the test setup to make the measurement.
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Figure 7.39 Example measurement of jitter and period versus frequency of injected signal:
(a) standard deviation and peak-to-peak jitter; and (b) mean, minimum, and maximum
period versus injected supply signal frequency.

Figure 7.40 Test setup to measure switching time with power on.

The modulation-domain analyzer measures the output clock frequency by waiting
for a trigger generated when the supply powers on.

Figure 7.41 shows the resulting measurement for power-on of an example PLL
with an output frequency of 81 MHz. This measurement shows that it takes over
4 ms for the output frequency to settle. The results of this measurement depend
on the decoupling capacitors on the test fixture. Consequently, they should be kept
to a minimum to get an accurate measure of the power-on time for the PLL.

7.8 Oscillator Open-Loop Test

Many ICs with PLLs have a crystal oscillator on board. Measuring the open-loop
response of the oscillator helps set the output frequency and ensure that the circuit
oscillates. Figure 7.42 shows the test setup.
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Figure 7.41 Example measurement of switching time with power on.

Figure 7.42 Oscillator open-loop test setup using a network analyzer.

An example procedure shows how the open loop of an oscillator is measured
with a network analyzer. After the initial setup, sweep the frequency, and measure
magnitude and phase. Find the 0° point that has gain greater than 0 dB, and the
frequency of oscillation is found. The amount of magnitude above 0 dB, and the
amount of magnitude above 0 dB for frequencies about the 0° point, determine
the potential for the circuit to continue to oscillate over process and environmental
conditions. Figure 7.43 shows an example plot from the network analyzer for an
example oscillator.
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Figure 7.43 Example measurement of an open-loop oscillator.

7.9 Test Equipment

Table 7.4 shows a list of desired test equipment for making measurements on PLL
parameters. The test equipment model numbers and estimated prices are given for
performance and cost references. Performance of equivalent test equipment can be
compared to the specification sheets for the equipment listed in the table to ease
buying equipment or using existing equipment decisions. The cost of all the equip-
ment in Table 7.2 adds up to over $300,000, which can put a significant dent in
anyone’s capital expenditure for the year. The following section provides a method
for comparing equipment to be used in measuring PLLs, but is not intended as an
endorsement of one vendor over another. In addition, the accuracy of the equipment
characteristics and the estimated cost obtained from data sheets is not guaranteed.
Please contact the vendors to obtain up-to-date and accurate information.

Figure 7.44 shows a picture of a PLL test bench. The PLL under test is on a
blue ESD mat in the middle of the picture. The test fixture easily allows PLL
integrated circuits to be tested in the PCB. Space is left around the PCB to allow
the temperature thermal stream to be dropped down for temperature testing. On
the first level on the left are the power supplies, multimeter, and temperature
thermal stream. The middle has ESD protection fan and power supplies for a FET
probe. The right of the picture has a low-noise signal generator, pulse generator
to convert sine to square wave, and a jitter analyzer. The top level on the left has
a phase-noise test set, a modulation-domain analyzer, a low-frequency spectrum
analyzer for the phase-noise test set, and a GPIB programmable power supply.
On the right side is a high-frequency spectrum analyzer and a high-frequency
oscilloscope. This completes the description of the equipment in the picture.
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Table 7.4 Test Equipment for Evaluating PLLs

Test Equipment Model # Measured Parameter or Estimated Cost
Functional Description or Equivalent Function (Thousands)

Oscilloscope HP54522 or TEK784A Jitter, duty cycle, time $30
(preferred) response

Spectrum analyzer, phase- HP8560E, HP85671A Phase noise, spurious, $26
noise utility bandwidth, stability

Fast-switching generator, HP83752A opt1E1, Time response 10% to $26
70-dB step attenuator, high opt1E5, opt1ED 90% 100 ns, stability,
stability, N connector phase noise, jitter,

bandwidth

Modulation-domain HPE1725 Option 001, Jitter 400-ps peak-to-peak $30, $54
analyzer (time-interval Option 243, delete IBM- accuracy, time response
analyzer) (jitter analyzer) PC, jitter-analysis software Jitter, 3-ps RMS noise

Or floor
Wavecrest DTS-2075 with
software

Phase-noise analyzer— HP3048A opt 301 Phase noise, stability, $35
DOS software bandwidth, jitter

Synthesized generator, low HP8662A Option 001 of Time response 4-ms, $42
noise HP3048 stability, phase noise, jitter,

bandwidth

PC with IEE488 card PC with HP82335A card Hardware controller for $3, $0.3
making measurements

Equipment controller HPVEE Software controller for $1
software making measurements

Pulse generator HP8116A Control of frequency step $5
response

Pulse generator, sine to HP8082 or HP8130 or Sine-to-square-wave $15
square wave HP8131 conversion

Network analyzer with HP8751A and HP87511A, Oscillator open-loop $26, $4
s-parameter test-set HP85033C, DOS floppy- response and line
calibration kit disk option impedances

An in-depth study of desirable equipment features is necessary to make an
economically efficient decision and to allow other equipment to be substituted in
case of obsolescence. For an oscilloscope, some of the key parameters are high
accuracy and low jitter of the delay generator, high sampling speed, and wide
bandwidth. Other features also make testing easier. Printing to a floppy disk in a
TIF format makes taking data easier. Table 7.5 shows these key parameters for
the TDS784A oscilloscope in Table 7.4.

For a spectrum analyzer, some of the key parameters are low noise floor, wide
frequency range, high 1-dB compression point, and low levels of internally generated
spurious signals. Other features also make testing easier. A zoom feature to zoom
in and out from the center frequency is very desirable. Also, converting spectral-
noise power to phase noise is a nice feature. Table 7.6 shows these key parameters
for the HP560E spectrum analyzer in Table 7.4.

For the synthesized signal source, some of the key parameters are wide frequency
range, low phase noise, high output power levels, low nonharmonically related
sidebands, wide FM deviation, and fast 10% to 90% frequency step response.
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Figure 7.44 PLL laboratory with all the equipment to characterize a PLL on the bench.

Table 7.5 Example Values for Key Parameters for the TDS784A Oscilloscope

Delay Delay Maximum Jitter
Generator Maximum Generator Record Measurement
Accuracy Sampling Rate Bandwidth Jitter Length Time

37 ps 4 GS/s 1 GHz 7 ps 500k ~2 min/100 hits

Table 7.6 Example Values for Key Parameters for the HP8560E Spectrum Analyzer

Internally Generated Spurious
Frequency Range Noise Floor 1-dB Compression Signals

30 Hz–2.9 GHz −120 dBm@10 kHz >−5 dBm <−80 dBc with −10-dBm input
−140 dBm@1 MHz

Other features also make testing easier. A minimum of transient disturbances at
the rollover frequencies (e.g., 1 MHz) and a minimum of rollover frequencies help
in the testing. The rollover frequencies occur when selection between one of the PLLs
in the synthesizer is switched. This switching can cause amplitude and frequency
disturbances that can be mistaken for transients of the PLL under test. Table 7.7
shows the key parameters for the HP8662 low-noise synthesizer signal source in
Table 7.2.

For the pulse generator that converts the sine to a square wave, the key parame-
ters are highest output frequency and fastest rise and fall time. In addition, the
conversion of the sine to a square wave should not increase the phase noise by
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Table 7.7 Example Values for Key Parameters for the HP8662 Low-Noise Synthesizer Signal Source

Phase Noise, Nonharmonically Frequency
Output-Frequency Typical Output Power Related Spurs Step
Range (dBc/Hz) Range (dBm) (dBc) Response FM Deviation

10 kHz–1,280 MHz −126@100 −139–+13 −90 dBc 4 ms 200 kHz
−139@100 kHz

more than 6 dB. A few other features are also needed. An external gate is needed
that triggers on the rising edge of the clock. A variable adjustment of this trigger
level is also convenient. A control button that selects a 50% duty cycle and does
not require readjustment when the frequency changes is also desirable. Finally,
output amplitude and offset that can easily be adjusted for the logic levels of the
devices under test and that also do not need to be readjusted for a frequency change
are also desirable. Table 7.8 shows the key parameters for the HP8082 pulse
generator in Table 7.4.

For the pulse generator that is used in the frequency-step-response test and the
injected signal on the reference and injected signals on the supply measurements,
the key parameters are highest output frequency and fastest rise and fall time. The
functions of sine, square, and pulse waveforms should be available. Jitter should
be low enough that it can be substituted for the reference frequency and not
significantly affect the measurement. A control button that selects a 50% duty
cycle and does not require readjustment when the frequency changes is also desir-
able. Finally, output amplitude and offset that can be easily adjusted for the logic
levels of the devices under test and that also do not need to be readjusted for a
frequency change are also desirable. Table 7.9 shows these key parameters for the
HP8116A function generator in Table 7.4.

For measurements of jitter equipment, some of the key parameters are noise
floor, input dynamic range, maximum input frequency, speed of a measurement
(number of periods measured per minute), and minimum jitter measurement. Table
7.10 shows these key parameters for the HPE1740 jitter analyzer in Table 7.4.

For measurement of phase-noise equipment, some of the key parameters are
input-frequency range, offset-frequency range, and phase-noise floor. Table 7.11
shows these key parameters for the HP3048 phase-noise test set.

For a network analyzer that measures the open-loop transfer function of a
crystal oscillator or the open-loop transfer function of a PLL, the key parameters

Table 7.8 Example Values for Key Parameters for the HP8082 Sine-to-Square-Wave Pulse
Generator

Maximum Frequency Rise/Fall Time Period Jitter External Trigger Level

250 MHz 1 ns <0.1% + 50 ps >200 mVp-p

Table 7.9 Example Values for Key Parameters for the HP8116A
Function Generator

Maximum Frequency Rise/Fall Time Functions

50 MHz 7 ns Sine, square, and pulse



7.10 Troubleshooting PLLs 397

Table 7.10 Example Values for Key Parameters for the E1740 Jitter Analyzer

Noise Floor Input Range Max Sampling Rate Memory Size

400 ps peak-to-peak, 150 MHz 80 MHz 512k
no averaging (18 GHz with converter)

Table 7.11 Example Values for Key Parameters for the HP3048 Phase-Noise Test Set

Input-Frequency Range Offset-Frequency Range Phase-Noise Floor

5 MHz—18 GHz 0.01 Hz–40 MHz −170 dBc/Hz at 10 kHz–40 MHz
−130 dBc/Hz at 1 Hz

are input-frequency range, input level range, input impedance, output power level,
level accuracy, crosstalk, and the directivity of the couplers. Table 7.12 shows
these key parameters for an HPE5100 network analyzer.

This concludes the in-depth study of desirable equipment features. The lists of
desirable features in the equipment will help make an economically efficient decision
and allow other equipment to be substituted in case of obsolescence.

7.10 Troubleshooting PLLs

PLLs can be troubleshot at several different levels:

• System;
• PCB;
• Integrated circuit:

• Tests on the bench;
• Tests on a tester;

• Simulation.

At the system level, the VCO, loop filter, phase detector, and feedback divider
are individual modules. The modules can be individually tested to specifications
so that, at system integration, there is a high degree of confidence that the system
will work.

At the printed circuit board level, the VCO, loop filter, phase detector, and
feedback divider are individual integrated circuits. Test points are made available
on the printed circuit board, and switches can be set so that the PLL can be tested.
At this point, it gets a little more challenging, but easy access to test points makes
troubleshooting the PLL still pretty easy.

Table 7.12 Example Values for Key Parameters for the HP E5100 Network Analyzer

Frequency Input Output Power Level
Range Input Level Impedance Level Accuracy Crosstalk Directivity

10 kHz to 0 to 50V/1 MV −50 to ±0.5 dB <−100 dB >33 dB
300 MHz −130 dBm +15 dBm
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The bigger challenge occurs for troubleshooting integrated circuits at the bench
level, and troubleshooting is still more challenging at the tester level.

7.10.1 Integrated Circuit

Troubleshooting monolithic PLLs presents unique problems because of the limited
access to test points. At a minimum, the output of the VCO, the divided-down
output of the VCO, and the reference input port are available. Additionally, the
clock inputs to the phase detector are usually available, and there might be a lock-
detect signal.

The following bench test equipment is recommended:

• Oscilloscope;
• Spectrum analyzer;
• Low-noise synthesizer;
• Pulse generator;
• Time-interval analyzer.

7.10.2 Functional Check

First, turn power on and check for the output of the VCO. The VCO should be
running at its highest frequency with no input. If there is no output, recheck the
switch settings, then measure the power-supply current. Low power-supply current
indicates an extreme failure. If all the settings still look correct, then input the
reference-frequency clock at high frequency to move the VCO to its highest output
frequency.

If the VCO output toggles, use an oscilloscope to check that the peak-to-peak
swing of the VCO is close to the supply rails and that the duty cycle is between
30% and 70%. Next, use a spectrum analyzer to check that the spurious-signal
levels are less than –30 dBc and that a solid spectral line appears at the VCO
frequency. Significant FM modulation of the VCO can indicate multimode oscilla-
tion problems or significant coupling of signals into the VCO.

If the VCO output has a reasonable duty cycle, no significant FM modulation,
and no large spurious signals, then the feedback divider can be tested. Using an
oscilloscope that is triggered to the output of the VCO, observe the output of the
feedback divider as the divide-ratio control bits are changed. By observing the
change in period with the change in control bits, you can check the divider operation.

With operation of the feedback divider checked, the phase detector can be
checked. Set the feedback divide ratio to a nominal value, and connect a clock to
the reference input at a frequency much higher than the maximum frequency for
the device and view the output of the VCO or the output of the feedback divider
on a spectrum analyzer. The connection of the reference clock should change the
output frequency of the VCO to its minimum value. If this occurs, then the phase/
frequency detector is functional.

If the phase/frequency detector is functional, then change the reference fre-
quency to a nominal value for the PLL to lock. If the loop locks, then the loop-
filter connection is checked, and the hard failures have been checked. Cycle the



7.10 Troubleshooting PLLs 399

power supply several times to verify that the loop maintains lock. Inconsistency
on power up indicates a PLL problem.

Increase the reference frequency until the loop loses lock. Check that the lock-
detector output changes states to the out-of-lock condition. Then, decrease the
frequency until the loop relocks. Check that the lock-detector output changes state
to the lock condition. The loss-of-lock frequency and the relock frequencies should
be close together. Decrease the input frequency until the loop loses lock at a low
frequency. Check that the lock-detector output changes state to the out-of-lock
condition. Increase the input frequency until the loop relocks. Check that the
lock detector output changes state to the lock condition. Again, the loss-of-lock
frequency and the relock frequencies should be close together. This test also verifies
that the lock-detection circuit works. If the loop passes these tests, then the loop
is functional.

7.10.3 Requirement Compliance Checks

For bench testing, manually ramp the input frequency up and down and check for
loss of lock. Slowly ramp the input frequency and watch that the reference-clock
edge and the feedback clock edge track within the expected requirements.

The first test should be to check if the hold-in range and lock-in range match
analysis. A low high-frequency lock-in range can indicate that the I/O buffers do
not work at this high a frequency. Checking the divided-down output will verify
if the loop is still locked at the high frequency.

Match frequency step response with the circuit analysis. A 10% to 90%
response within (30% should be expected. Loss of lock with a step response is a
bad indication. This can indicate low gain, high gain, narrow bandwidth, low
phase margin, coupled signal into the VCO, or disconnected components. A large
amount of ringing on the step response indicates low phase margin. This can
indicate poor analysis, poor transistor models, or parasitics that have not been
taken into account.

Spurious signals greater than −40 dBc can significantly effect jitter. For high
spurious signals, power-down any signals that toggle, especially I/O buffers, and
check if the spurious signals remain. If the spurious signals are gone, then the
signals are coupling into the PLL, and by process of elimination, the offending
function can be found. If the spurious signals are still there with every other circuit
powered down, then the signals are from the PLL. Disconnect the reference clock,
and check the output of the VCO at its highest output frequency unlocked. If the
spurious signals go away, the signals are generated in the PLL. Connect the reference
clock at a high frequency, and see if the spurious signals go away at the VCO’s
low operating frequency. If the spurious signals go away, the signals are generated
in the PLL. Connect the reference clock at the nominal value for the loop to lock
and vary the input frequency while observing the VCO output on the spectrum
analyzer. If the spurious signals move with the VCO and keep an offset consistent
with the reference-clock frequency input to the phase detector, then the spurious
signals are reference sidebands. If the signals are not consistent with the reference-
clock frequency, then the VCO is multimoding, or some other signals are coupling
into the VCO from the PLL.
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In order to test jitter, spurious signals must be eliminated in the previous step.
With low spurious signals, high jitter numbers can result from problems with the
VCO (poor transistor noise figure or many flaws in the semiconductor, causing a
high flicker corner frequency).

Inject a sinusoid on the supply voltage to check the sensitivity of the PLL to
the power supply. Sweep the frequency from 10 kHz to 1 GHz and measure the
peak-to-peak voltage on the supply and the peak-to-peak frequency change on the
output of the VCO. If there is no change in the peak-to-peak frequency, increase
the sinusoidal amplitude until a clear peak-to-peak frequency can be identified.

7.10.4 Simulation

Troubleshooting at the simulation level is much easier than at the integrated-circuit
level because the designer has access to all the nodes in the circuit. First, run
individual simulations on each major block (VCO, dividers, phase detector, and
charge pump) to make sure they function properly. From the individual cell, check
of the VCO; it should be clear how to start the oscillation in the VCO. The best
VCO designs require no startup pulse. Check the behavioral model for a PLL to
make sure the loop compensation provides stability.

Next, check that the VCO starts up with power up. You may have to wait
several microseconds for the oscillator to work. If the VCO does not work, a
startup pulse may have to be applied to the oscillator. This can be done with a
voltage or current source. Compare the reference-oscillator edge with the divided-
down VCO edge at the input to the phase detector. The loop is locked when these
edges line up to within approximately 1 ns of each other. Run the simulation
several microseconds after lock to make sure the loop does not lose lock at a later
time. Run another simulation that checks the loop locks from the highest VCO
frequency condition. This can be done by initially setting the reference clock to a
very high frequency. Then, after the tune voltage has reached the supply level, the
reference clock can be switched to its nominal operating frequency.

Power-supply-injection testing and testing by adding series inductors on the
supply give methods to test the sensitivity of the PLL to the power supply. For the
power-supply-injection test, a sinusoidal modulation is applied to the power supply
with a 0.1 Vpp amplitude and a frequency between 1 and 10 MHz. The frequency
of the modulation must be a prime number to the output frequency of the PLL in
order to avoid injection locking. A frequency of 3.33 MHz is a good example. In
addition, the modulation frequency should be higher than the loop bandwidth
because inside the loop bandwidth, the control system will reject the modulation.
After the PLL is locked, the modulation should be applied, and the output frequency
of the PLL versus time should be measured. The peak-to-peak frequency modulation
of the output over the peak-to-peak amplitude of the supply modulation gives the
sensitivity of the PLL. The units can be megahertz per volt of supply or percentage
output-frequency change over percentage power-supply change.

For the inductor test, a series 10–20-nH inductor is added in series with the
ground-supply line and the power-supply line. This simulates extremely poor
power-supply routing on the silicon, which can happen with systems on a chip.



Questions 401

The peak current spikes of the PLL will then modulate the supply line. This will
cause a PLL with high sensitivity to the power-supply line to lose lock.

In summary, this chapter discussed several measurement methods. Initial mea-
surements of a PLL were shown to be very important because measurements of
an unlocked loop or a very noisy loop give erroneous data and may stop any
further measurements. Consequently, measurements of hold-in range and spurious
signals were presented to give some minimal stability and accurate noise informa-
tion. Next, reference frequency-step-response measurements were discussed. Results
from step-response measurements verify damping and bandwidth design goals.
Measurement of the PLL bandwidth that can be accurately measured with a network
analyzer by injecting a signal into the loop and measuring the resulting signal were
presented. Making these measurements insures the accuracy of the next set of
measurements.

Several phase-noise measurements were presented. An explanation of the advan-
tages and disadvantages of each method and several plots of phase-noise sources
and measuring equipment can aid the reader in selecting the appropriate phase-
noise method and test equipment. Jitter and spurious-signal measurements were
also discussed. Understanding these issues will help design lower-noise loops.

Noise-injection tests on the reference clock were presented to measure the
performance of PLLs under low signal-to-noise conditions. Noise-injection tests
on the power-supply line were also presented to measure the performance of PLLs
under low signal-to-noise conditions. Measurements of how fast the PLL takes to
acquire lock from a power-on condition were presented. Next, measurements of
the open-loop response of the oscillator were presented to help set the output
frequency and ensure that the circuit oscillates. An in-depth study of desirable
equipment features was presented to help make economically efficient decisions
and allow other equipment to be substituted in case of obsolescence. Finally, this
chapter presented troubleshooting techniques for PLLs in order to help determine
which test needs to be run on a particular design.

Questions

7.1 Suppose a phase-noise measurement system has a buffer amplifier with
40-dB gain and 10-dB noise figure, a high-level mixer with 8-dB conver-
sion loss, and an analyzer with a −140-dBm/Hz noise floor. Calculate
the system’s phase-noise floor for an oscillator with a +10-dBm output
power level.

7.2 Suppose a phase-noise measurement system has a buffer amplifier with
40-dB gain and 10-dB noise figure, a high-level mixer with 8-dB conver-
sion loss, and an analyzer with a −110-dBm/Hz noise floor. Calculate
the system’s phase-noise floor for an oscillator with +0-dBm output power
level.

7.3 Suppose a phase-noise measurement system has a buffer amplifier with
40-dB gain and 10-dB noise figure, a high-level mixer with 8-dB conver-
sion loss and +8-dBm input saturation level, and an analyzer with a
−140-dBm/Hz noise floor. Calculate the system’s phase-noise floor for
an oscillator with +15-dBm output power level.
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7.4 Suppose a phase-noise measurement system has a −130-dBm/Hz spectrum
analyzer noise floor. Calculate the required buffer-amplifier gain that
amplifies the thermal noise level to the spectrum analyzer’s noise floor
when the buffer amplifier has a 5-dB noise figure.

7.5 Calculate the gain in Question 7.4 when the buffer amplifier has a 10-dB
noise figure.

7.6 Adjusting the phase shifter in Figure 7.14 through 360° range, the digital
voltmeter reads a maximum of +1V and a minimum of −1V. Calculate
the phase slope in volts per radian. Also, calculate the phase slope’s power
level in dBm.

7.7 An amplifier has a 8-dB noise figure, 33-dB gain, and 2-W output satura-
tion level. Calculate the additive phase-noise relative to the carrier at the
amplifier’s output in a 1-Hz bandwidth for an input signal level of
−5 dBm.

7.8 After varying the phase shifter in the carrier-suppression test set, the
minimum dc voltage on a multimeter reads −0.5V. Calculate the power
level of the beat frequency.

7.9 After making the measurement in Question 7.8, you discover a dc bias
of +0.1V. Calculate the change in the phase slope.

7.10 A calibration signal is injected into a carrier-suppression measurement
system. The calibration signal is adjusted to measure −40 dB below the
carrier on a spectrum analyzer. The measurement system measures a
−60-dBm power level. Calculate the power level measured for a signal
0 dB below the carrier.

7.11 A calibration signal is injected into a carrier-suppression measurement
system. The calibration signal is adjusted to measure −40 dB below the
carrier on a spectrum analyzer. The measurement system measures a
−20-dBm power level. Calculate the power level measured for a signal
0 dB below the carrier. If the 1-dB input compression point of the mixer
is +8 dBm and the conversion loss is 8 dB, explain why the output power
level of the measurement system is larger than the input calibration signal
level.

7.12 Prove that a single-sideband signal has equal AM and PM magnitude
components.

7.13 A measurement is made with a phase detector phase slope of 0.5 V/rad,
and a sine wave is assumed to be the shape of the beat-frequency wave-
form. Later, the waveform on the oscilloscope shows a triangular beat-
frequency shape. Calculate the actual phase slope using the first five
harmonics of the Fourier series of a triangular wave.

7.14 A measurement is made with a phase slope of 0.1 V/rad, and a sine wave
is assumed to be the shape of the beat-frequency waveform. Later, a
spectrum analyzer measures a third harmonic 30 dB, a fifth harmonic
35 dB, and a seventh harmonic 40 dB below the beat carrier frequency.
Calculate the actual phase slope using the first, third, fifth, and seventh
harmonics of a Fourier series.
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7.15 In Questions 7.4 and 7.5, the buffer-amplifier gains were calculated.
Calculate the input signal level to the amplifier that is equal to the
equivalent thermal noise input level for both amplifiers. Which amplifier
should be used for the measurement system to have the best sensitivity?

7.16 Suppose a phase-noise measurement system has a −130-dBm spectrum
analyzer noise floor. Calculate the required buffer-amplifier gain that
amplifies the thermal noise level to the spectrum analyzer’s noise floor
if the buffer amplifier has a 44-dB noise figure. What are the advantages
of using this amplifier?
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Simulation

This chapter covers simulation techniques for PLLs. The types of PLL simulators
vary from SPICE transistor-level solutions, to behavioral-model solutions, to
equation-based solutions. Transistor-level simulations are presented to show the
many conditions that can be tested using this method. The characteristics of supply-
voltage sensitivity responses, pulse feed-through levels, slew rate, powering up,
powering down, and loop recovery from supply-rail conditions are unique condi-
tions that are shown.

Behavioral-model simulations are presented to show that significant improve-
ment in computing time with a minimum loss of accuracy can be achieved. The
advantages and disadvantages of the model are discussed, and an example simula-
tion is done to show its performance. Finally, an example of numerical errors is
shown to give some insight into the types of errors that can occur with a behavioral
model. Difference-equation-based simulations are presented not only to show
increased computing speed but to show unique characteristics of digital PLL simula-
tions. The speed of the behavioral and difference-equation models allow many
iterations of what-if questions to be studied. The choice of simulation depends on
the speed and accuracy of the results. For instance, accurate SPICE simulations
can take several weeks to run when looking at acquisition times. This chapter will
help the reader make an informed choice between methods.

8.1 Transistor Level

In this section, we will study transistor-level simulations. An example PLL will be
used to show transistor-level simulation characteristics that could not be studied
using behavioral models or equation-based simulators. Power-on from both supply
rails, small frequency step response, large frequency step response, supply-voltage
step response, sinusoidal-signal-injected-on-the-power-supply response, and power-
down response simulations are presented.

There are several choices between transistor-level simulators. SPICE and Power-
mill can be used. Powermill characterizes transistors to a look-up table to speed
up SPICE simulations. These simulators give a good look at the functionality of
the PLL. For more accurate simulations, SPICE must be used; however, Powermill
can be used to get node voltages in the steady-state condition, and these voltages
can be used as the initial conditions for SPICE to improve accuracy.

An example PLL will help show the capabilities of transistor-level simulation.
Figure 8.1 shows a block diagram of a transistor-level SPICE simulation circuit.

405
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Figure 8.1 Block diagram of transistor-level SPICE simulation circuit.
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This is the example PLL circuit that will be used to demonstrate the transistor-
level SPICE simulation. The PLL consists of a phase/frequency detector, a simple
charge pump, RC-loop compensation, a current-starved ring oscillator, and simple
D flip-flop dividers. Two pulse generators are muxed at the input to do frequency-
step tests.

Table 8.1 lists the design parameters for the example transistor-level PLL. Table
8.2 lists the calculated and rounded loop-compensation values. A transistor-level
simulation of a PLL produces the most accurate results; however, the simulation
time can take from several days to weeks. A simulation using Powermill or ADM
speeds up SPICE by 10 to 100 times and only sacrifices some accuracy. Behavioral
modeling with clock edges significantly speeds up simulation time also by 10 to
100 times but sacrifices even more accuracy. Improvements in speed of over 1,000
times occur if the classical equations are solved, but even more accuracy is lost.
Each simulation has its advantages and disadvantages. Because of the long simula-
tion times of SPICE, the faster techniques should be used to determine functionality,
and SPICE simulations should only be used for the few cases where the faster
simulators are inaccurate or suspicious responses must be verified. The following
simulations show the capabilities of the SPICE simulators.

Figure 8.2 shows a power-on acquisition at 4 MHz from the supply rail with
a feedback divide ratio of 8. The x-axis scale has the units 0.1 ns with the top
scale showing the zoomed-in time. The circuit powers up in approximately 2 ms.
The first waveform in the figure shows the reference input clock, and the next
waveform is the divided-down input clock from the VCO to the phase detector.
The third waveform is the up output out of the phase detector, and the next
waveform is the down output out of the phase detector. The fifth waveform is the
output clock from the VCO, and the next waveform is the output of the divide-
by-4 frequency divider. The final waveform is the control voltage to the VCO,
which is the filtered and compensated output of the charge pump.

Table 8.1 List of Design Parameters for
Example Transistor-Level Simulation

Design Parameter Value

Reference frequency 4–16 MHz
Kv 600E6 rad/s/V
N 8
Loop bandwidth 2 MHz
Damping factor 0.6

Table 8.2 Calculated
Compensation Values for
Transistor-Level SPICE
Simulation

Component Charge Pump

Kd 1.3 mA/rad
R1 0
R2 800V
C1 500 pF
C2 50 pF
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Figure 8.2 Powermill simulation showing power-on acquisition from the supply rail.

The figure shows the power-on acquisition from the supply-voltage rail of the
PLL to an output frequency of 32 MHz. The detail of the simulation can be seen
in this figure. The changing of the up and down pulse widths of the phase detector
output can be seen. The modulation of the VCO and divider frequencies from the
pulse widths of the phase detector can be seen. Consequently, these details show
why transistor-level simulation is accurate.

In Figure 8.3 Powermill simulation shows power-on acquisition from 0V. The
input frequency is 4 MHz, which produces a 32-MHz output for a divide ratio of
8. The power-on acquisitions have been from a 3-V supply. This simulation shows
it takes 3 ms to power up. This is 50% slower than powering up from the supply

Figure 8.3 Power-on acquisition from 0V using Powermill simulation.
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rail. Simulations of acquisition from both power supplies are necessary to make
sure the loop does not get lost. Other simulation methods would not be able to
check this characteristic.

Figure 8.4 shows the control-voltage response to a small frequency step at
5 ms from 4 to 8 MHz with a feedback divide ratio of 8. This produces an
output frequency that steps from 32 to 64 MHz. The 10% to 90% rise time is
approximately 200 ns, and there is a 25% overshoot on the step up. From (3.142),
we can compute natural frequency and stability by fitting the simulated data to
the equation. This results in a computed natural frequency of 850 kHz and a
damping factor of 0.6. Equation (2.25) computes a 1.2-MHz 0-dB crossover fre-
quency, and (2.24) computes a 59° phase margin. This figure shows that the step
up and step down in frequency response is not symmetrical. Other simulation
methods (behavioral and equation based) would not show this detail. In addition,
other simulation methods would not show the feed-through of the pulses from the
charge pump that modulate the VCO and cause reference sidebands.

The voltage-control waveform in Figure 8.5 shows power-on acquisition fol-
lowed by a large frequency step at 12 ms from 4 to 16 MHz with the feedback
divide ratio set to 8. A large frequency step shows any slew-rate limitations that
the circuit might have. As this case shows, the 10% to 90% point has a 3-ms rise
time, which is much larger than the 200-ns rise time for the small-frequency-step
case. Other simulation methods (behavioral or equation based) would not show
the asymmetry between rise time and fall time or the slew-rate limitation in this
example.

Figure 8.6 shows power-on acquisition with 20 nH of inductance on the ground
and supply leads and a feedback divide ratio of 8. At 7.5 ms, the input frequency
changes from 4 to 8 MHz, which adds more difficulty to the test. This simulation
identifies nonlinear and high current draws from the supply. In addition, integrated
circuits use bond wires to the package, test sockets, and evaluation boards with
circuit board traces that produce a series inductance (5 to 10 nH). The inductor

Figure 8.4 Control-voltage response to a small input-frequency step of 4 to 8 MHz with a feedback divide
ratio of 8.
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Figure 8.5 Power-on acquisition followed by a large frequency step.

Figure 8.6 Power-on acquisition with 20-nH inductance on the ground and supply leads.

accentuates the voltage drop that this would cause. This can cause the loop not
to lock. Other simulations use ideal supplies and would not show this sensitivity.

After the initial power-on acquisition, Figure 8.7 shows the power-supply-
voltage step response from 4.5V to 5.5V at 6 ms with a feedback divide ratio of
8 and an input frequency of 10 MHz. Other simulators assume an ideal supply
and would not show this sensitivity to supply voltage. These transients occur all
the time since more functions are being integrated on an integrated circuit.

Figure 8.8 shows the output-frequency response of the PLL when a 0.5 Vpp
sine wave at 37 MHz is injected into the power supply of the PLL. The input
frequency to the PLL is 12 MHz, and the feedback divider is at 8. The sine wave
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Figure 8.7 Power-supply-voltage step response from 4.5V to 5.5V.

Figure 8.8 Output frequency versus time for sinusoidal signal injected on the supply line at 5 ms.

is injected after 5 ms. A 5.3-MHz peak-to-peak modulation of the output frequency
occurs. Consequently, this shows a 10.6-MHz/V sensitivity to the supply line. A
voltage regulator on the supply line would reduce the sensitivity. Sinusoidal signals
are the most common disturbance on the supply line and can cause the worst-case
disturbance to a loop. In general, the worst-case frequency is a little bit greater
than the loop bandwidth of the PLL. Furthermore, prime frequencies with the
output frequency need to be used because the PLL can be injection locked and
look like there is no disturbance at all. Unusually low sensitivity should be checked
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by doing a couple of different injection frequencies to identify the injection-locked
condition.

Figure 8.9 shows the control-voltage response for powering down at 8 ms and
back up at 12 ms. The control voltage is held by the capacitor in the loop filter
until power is returned. Other simulation methods (e.g., behavioral) would not
show the capacitor holding the control voltage when the power was turned off.

Clearly, the above simulations show the many conditions that can be tested
using transistor-level simulation. Supply-voltage sensitivity responses, pulse feed-
through levels, slew rate, powering up, powering down, and loop recovery from
supply-rail conditions are unique conditions tested by transistor-level SPICE simula-
tions. The biggest disadvantage of transistor-level simulation is the amount of
computer time that it can take to get a result. Depending on the circuitry, simulator,
and computer, some of these simulations can take several weeks.

8.2 Behavioral Modeling of PLL with PSPICE

The goal of the behavioral model is to significantly improve computing time with
a minimum loss of accuracy. Consequently, this section presents a behavioral model
that achieves these goals. The advantages and disadvantages of the model are
discussed, and an example simulation is done to show its performance. Finally, an
example of numerical errors is shown to give some insight into the types of errors
that can occur with a behavioral model.

Most of the components in a PLL can be analyzed on PSPICE with a behavioral
model. These components can be classified under the major categories of control
systems, phase detectors, oscillators, and frequency translators:

• Control systems:
• Loop compensation filters:

• Passive;
• Active;

• Notch filters;

Figure 8.9 Control-voltage response for powering down at 8 ms and back up at 12 ms.
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• Phase detectors:
• Mixers;
• Phase/frequency detectors;
• Sampling phase detectors;

• Oscillators:
• Reference oscillators;
• VCOs;

• Frequency translators:
• Mixers;
• Multipliers;
• Dividers.

Let’s look at a simplified model of the overall PLL control system to try to get
execution improvement. The behavioral model to analyze the control systems of
a PLL consists of several key components:

• Simplified phase detector;
• Compensation model;
• Simplified VCO;
• Simplified divider and sampling delay.

The simplified phase detector, VCO, and divider are used to eliminate clock
edges. Eliminating edges converts the PLL into a voltage regulator where megahertz
are mapped to megavolts. This conversion significantly improves computing time
with a minimum loss of accuracy. Computing time is improved because clock rising
and falling edges of 100 ps require time-sample steps of less than 1 ps for the
simulation. Consequently, to simulate a response of 1 ms requires a minimum of
1 ms/1 ps (1E9) iterations. Eliminating the clock edges increases the step size to
100 ns, which reduces the number of iterations to 1 ms/100 ns (1E4). In addition,
eliminating the clock edges allows SPICE ac analysis to be performed, which
computes Bode plots for open-loop, closed-loop, and error transfer functions.
Figure 8.10 shows a graphical depiction of a PSPICE model for a PLL.

This model has several advantages and disadvantages. First, closed and open
loops can be analyzed in one run. Next, the evaluation version of PSPICE (low-
cost software) can be used to do the analysis. Next, the hierarchal subcircuit
connection allows flexibility in modeling a variety of PLLs. Finally, eliminating
clock edges by mapping frequency to voltage significantly decreases execution time
of the program for transient analysis. This model also has some disadvantages.
First, frequency is not directly displayed. The simplicity of the models can detract
from the accuracy of the time-domain response.

Figure 8.10 shows the circuit detail for the phase detector model, the VCO
model, and the divider-and-sampling-delay model. The phase detector model has a
voltage-controlled voltage source, which is used in a polynomial mode to provide
a comparison feedback path of the output with the input and with unity gain. Then,
a voltage-controlled current source senses the output voltage of the summation loop
and is used to multiply the resulting error comparison by the phase detector gain
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Figure 8.10 Schematic of behavioral model for PSPICE.

constant. A final voltage-controlled voltage source senses the voltage of the phase
detector gain circuit and drives the input of the loop-compensation filter.

The VCO model uses a voltage-controlled voltage source to sense the output
voltage of the compensation filter circuit. The La Place mode of the voltage-
controlled voltage source is used to model the VCO gain constant and integral
transfer function. The LIM variable in the La Place transform function prevents
the numerical integration from blowing up. The inclusion of the LIM variable puts
a pole at a very low frequency to model the ideal integrator.

The frequency divider is modeled by a voltage-controlled voltage source that
senses the output voltage of the VCO circuit. The output is then multiplied by the
divide ratio used in the La Place mode of the voltage-controlled voltage source.
The divider voltage source provides the source for a transmission line that models
sampling delay. The length of the transmission line models the delay-line effect of
sampling. Finally, the output of the delay line is fed back to the input from the
voltage sense of the voltage-controlled voltage source in the phase detector model.

The compensation model uses a charge pump. The charge pump is modeled
as an ideal current source that drives a passive RC network. The variable ZOTA
puts a finite driving impedance to the current source to model the charge pump
more accurately. Otherwise, the charge pump would have infinite gain.

8.2.1 Example Behavioral Model of 270-MHz PLL

Let’s use an example 270-MHz PLL to illustrate the modeling and analysis capabili-
ties of a behavioral model. Table 8.3 lists the parameters for the example PLL.
Obtaining a switching speed of less than 50 ms with 100-kHz frequency steps is
the main goal of the example. The accompanying CD has the PSPICE listing for
the control systems. The error tolerances had to be increased by a factor of 10,000
in order to get convergence. Parameter variables are used for easy direct substitution
into the model.

Let’s study the example PLL by calculating the open-loop-gain response and
time response. Figure 8.11 shows the open-loop gain of the example 270-MHz



8.2 Behavioral Modeling of PLL with PSPICE 415

Table 8.3 Parameters for Example Behavioral
Model 270-MHz PLL

Design Parameter Value

Output frequency ( fo ) 270 MHz
Phase detector gain (Kd ) 0.4 V/rad
VCO gain (Kv ) 81.6E6 rad/s/V
Reference frequency ( fref ) 1,000 kHz
Switching time (tsw) <50 ms
Closed-loop bandwidth (BW) 40 kHz
Divide ratio (nmf ) 270

Figure 8.11 Open-loop-gain plot of the example behavioral model 270-MHz PLL.

PLL. The y-axis is the magnitude in decibels, and the x-axis is frequency in hertz.
This PSPICE calculation shows a 40-kHz 0-dB crossing point and a zero response
break at 8 kHz.

Figure 8.12 shows the open-loop phase response of the example 270-MHz
PLL. The y-axis is the phase margin in degrees, and the x-axis is frequency in
hertz. This PSPICE calculation shows a 65° phase margin at the 40-kHz 0-dB
crossing point and a resonance at 500 kHz because of the sampling-delay effect.

Figure 8.13 shows the closed-loop and error responses. The y-axis shows magni-
tude in decibels, and the x-axis shows frequency in hertz. The closed-loop response
shows the frequency multiplication of 270 in decibels (48.6 dB). The error
response shows a 20-dB/dec response from 40 to 8 kHz and goes to a 40-dB/dec
response at control frequencies less than 8 kHz.

Figure 8.14 shows the PSPICE calculated time response for an input-frequency
step from 1 to 1.1 MHz. Consequently, the output frequency steps from 270 to
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Figure 8.12 Open-loop phase response of the example behavioral model 270-MHz PLL.

Figure 8.13 Closed-loop and error-function responses of the example behavioral model 270-MHz
PLL.
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Figure 8.14 Frequency-step time response of the example behavioral model 270-MHz PLL.

297 MHz. Notice, the y-axis voltage at the output represents frequency in this
model. Consequently, 270 MHz represents 270 MV in this figure. The 10% to
90% rise time is approximately 8 ms. The overshoot of the response is 2.4% (304
MHz/297 MHz). Because the clock edges are not used in this model, the execution
time is in seconds.

Figure 8.15 shows the classical calculation of time response from (3.142).
Figure 8.15 shows a 10% to 90% rise time of 8 ms. Consequently, the rise times
are in close agreement. The figure also shows an overshoot of 1.7% (302/297).

Figure 8.15 Classical frequency step response of the example 270-MHz PLL.
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The overshoot shows a discrepancy between the classical settling-time response
and the PSPICE settling-time response. In addition, the PSPICE response shows an
RC time constant droop in the settling response, and the classical response shows
a slight undershoot.

Other behavioral models (e.g., SIMULINK) use clock edges [1], and execution
time significantly increases. It remains to be seen if this time penalty improves the
accuracy of the response. In addition, frequency-domain responses of the loop
transfer functions cannot be directly calculated.

8.2.2 Model for Error Tracking

A behavioral model of error tracking can show that active internal compensation
allows better error tracking than charge pump compensation. An example design
comparison between charge pump internal compensation and type 2 active compen-
sation shows the model.

Table 8.4 lists the example design parameters. The 480-MHz reference fre-
quency determines the limit for the loop bandwidth because of sampling effects.
Consequently, a 1.5-MHz loop bandwidth was chosen because it is far enough
away to minimize sampling effects.

Table 8.5 lists the charge pump solution and the type 2 active-compensation
solution. For charge pump compensation, charge pump gain and C1 are used to
adjust the bandwidth, and R2 adjusts phase margin. For type 2 active-compensation
phase detector gain, the ratio of R2 /R1 and C1 adjusts bandwidth, and R2 adjusts
phase margin.

Next, error tracking for active compensation will be compared with the charge
pump compensation. Figure 8.16 shows ac SPICE simulation of the model to
compute the error transfer function for the charge pump and active compensation.
This figure shows a 10–20-dB lower error for active compensation. This is due to
the lower gain for the charge pump when compared to an operational amplifier.

Table 8.4 Example PLL Design
Parameters

Design Parameter Value

Reference frequency 480 MHz
Kv 5,000E6 rad/s/V
N 1
Loop bandwidth 1.5 MHz
Damping factor 0.8

Table 8.5 Charge Pump and Type 2 Active-Compensation
Solutions to Example Design

Component Charge Pump Type 2 Active Compensation

Kd 1.0 mA/rad 0.4 V/rad
R1 0 1.2 Meg
R2 10 10k
C1 0.01 mF 60 pF
C2 1,000 pF 0
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Figure 8.16 Error transfer function for the charge pump and active compensation.

A parallel 100V resistor with the current source was added to model the reduced
gain in the charge pump. This accounts for the change in slope at 10 kHz. The
difference in control-system response shows up in the amount of phase-noise and
error tracking. To demonstrate further the error-tracking effect on loop perfor-
mance, a transient SPICE simulation with a sweeping input frequency (triangle
wave) will be used.

The frequency of the triangle wave in the model was increased until a significant
difference in tracking occurred. Figure 8.17 shows the results for charge pump com-
pensation and active compensation with the swept-input frequency. Active compen-
sation tracks the triangular modulation more closely than charge pump compensa-
tion. The higher tracking error of the charge pump shows up as a delay in following
the waveform, as shown in the figure. Closer tracking of the input modulation
means the loop will have higher noise immunity. A transistor-level swept-frequency
transient SPICE simulation would take much longer to simulate and have less
accuracy than this behavioral model.

8.2.3 Identifying Numerical Errors

Numerical errors can occur in any simulation. Recognizing the error is important
to obtaining reliable data. In PLLs, numerical errors occur because the phase
detector takes the difference of two large input numbers. The result of the calcula-
tion can be so small that it is less than the numerical resolution of the computer.
An example shows the numerical error that can be generated when doing behavioral
analysis. Table 8.6 lists the parameters for the example PLL.
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Figure 8.17 Charge pump and active-compensation response to a swept-input frequency.

Table 8.6 Parameters for
Numerical-Error Example PLL

Parameter Value

Kv 31.4E6 rad/s/V
Kd 0.4 V/rad
Filter type Passive
R1 795V
R2 100V
C 100 pF

Figure 8.18 shows a 210-kHz overshoot and a 20-ms settling time. The settling
response does not have a classic second-order differential response as shown by
the ragged waveform after the first undershoot. Figure 8.19 shows that the classical
response has 100-kHz overshoot and settles to a steady-state solution in 2 ms. A
comparison shows the behavioral model has a significant difference in overshoot
and settling-time response.

Further study into the simulation model shows an unusual tune-voltage wave-
form. Figure 8.20 shows a 140-V spike on the tune line in the behavioral model.
A 140-V spike is unrealistic for a circuit with a 5-V supply. Consequently, this
shows that numerical error caused the large spike to occur.

Let’s summarize the advantages and disadvantages of this model. The PLL
model has the advantages of multiple responses in one run so that we can analyze
open-loop gain, closed-loop gain, error response, and notch-filter responses. It has
the advantages of fast execution, gives us a time response, and runs on the low-
cost evaluation version of PSPICE. The PLL model has the disadvantages of settling-
time response inaccuracies; also it maps frequency into voltages, the simple phase
detector model will not show loss of lock response, and the phase detector model
will not show cycle slips in the time domain. Weighing the advantages and disadvan-
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Figure 8.18 Frequency step response of numerical-error example PLL.

Figure 8.19 Classical frequency step response of numerical-error example PLL.

tages, this model is a useful design tool. The control-systems analysis done by
the behavioral model is the preferred method for adjusting and centering the
compensation circuit.

8.3 Difference-Equation Modeling of PLLs

Modeling PLLs with equations gives fast computing speed and, with careful model-
ing, accuracy is not sacrificed. Differential, La Place transforms, Z-transforms,
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Figure 8.20 Control-voltage response to a frequency step for the numerical-error example PLL.

and difference equations are used to model the performance of PLLs. Difference
equations model PLL performance in the time domain. Besides increased computing
speed, difference equations allow noise effects, frequency step response, frequency
ramp, quantization limits, nonlinear transfer functions, and acquisition responses
to be studied.

The inclusion of PLL parameters allows a computer program model to be
developed that closely models the response of measured PLL performance [2]. The
speed of the difference-equation model allows many iterations of what-if questions
to be studied. It is still recommended that SPICE runs be made to verify performance;
however, the difference equations should be used to minimize the number of SPICE
runs. Consequently, they are time savers.

8.3.1 Review of Difference-Equation Derivation

First, the derivation of the difference equations for a charge pump PLL will be
reviewed [3]. Understanding the derivation helps apply the difference equations to
other applications. Figure 8.21 shows the equivalent circuit for a charge pump
PLL that will be used in the derivation. From Figure 8.21, (8.1) through (8.8) are
valid for the entire first cycle, and (8.1) through (8.3) are valid from narrowband
FM theory:

u i (t) = u i (0) + v i t (8.1)

vo (t) = Vo + KvVc (t) (8.2)
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Figure 8.21 Equivalent circuit of charge pump PLL.

uo (t) = uo (0) + Vot + Kv E
t

0

Vc (t ) dt (8.3)

Ip = Ipk sgn[ue (0)] 0 < t < Tpk (8.4)

ue = u i − uo (8.5)

Tpk ≈ |ue | /v i (8.6)

Vc (t) = IpR2 + Vx (8.7)

Vx (t) =
1
C E

t

0

Ip (t ) dt (8.8)

where

Tpk = pulse width out of the phase detector after comparing reference and
VCO rising edges (sec);

Kv = VCO gain normalized to divide ratio of 1 (rad/s/V).

The VCO gain includes the divide ratio (Kv = Kv /Ndiv ). This normalizes the analysis,
and unnormalize it becomes a matter of multiplying any result that includes Kv
by Ndiv × Kv .

Ordinary linear network analysis produces (8.9) and (8.10):

uo (Tpk ) = uo (0) + VoTpk + KvSVxo Tpk + IpR2Tpk +
IpT 2

pk

2C D (8.9)

and
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Vx (Tpk ) = Vxo +
IpTpk

C
(8.10)

where

Vxo = Vx (0);

Vxpk = Vx (Tpk ).

Equation (8.11) gives the VCO output phase at T2 :

uo (T2) = uo (Tpk ) + Vo (T2 − Tpk ) + Kv (T2 − Tpk )Vxp (8.11)

Substituting from (8.9) into (8.11) produces (8.12):

uo (T2) = uo (0) + VoT2 + KvSIpR2Tpk −
IpT 2

pk

2C
+ Vxo T2 +

IpTpkT2
C D

(8.12)

Substituting Ip × Tpk = Ip × ue /v i and T2 = 2p /v i into (8.12) produces (8.13):

uo (T2) = uo (0) +
Vo2p

v i
+

KvVxo 2p
v i

+
KvIpue

v i
SR2 −

ue
2Cv i

+
2p

Cv i
D

(8.13)

Dropping the ue /(2Cv i ) term by assuming small ue , DV = v i − Vo and ue = u i − uo ,
produces (8.14):

ue (T2) = u i (0) + v iT2 − uo (0) −
Vo2p

v i
−

KvVxo 2p
v i

+
KvIpue (0)

v i
SR2 +

2p
Cv i

D
(8.14)

Simplifying (8.14) and substituting into (8.10) produces (8.15) and (8.16):

ue (T2) = u e (0) +
DV2p

v i
−

KvVxo 2p
v i

−
KvIpue (0)

v i
SR2 +

2p
Cv i

D (8.15)

Vx (T2) = Vxo +
Ipue (0)

Cv i
(8.16)

Equations (8.15) and (8.16) complete the review of the derivation [3, 4].

8.3.2 Extending the Difference Equations for Computer Simulation

Now, let’s extend the equations to array index notation, which will make the
equations closer to a programmable format. Converting (8.16) to array index
format produces (8.17) and (8.18):
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ue (n + 1) = ue (n) +
DV2p

v i
−

KvIpue (n)
v i

SR2 +
2p

Cv i
D −

Kv2p
v i

Vx (n)

(8.17)

Vx (n + 1) = Vx (n) +
Ipue (n)

Cv i
(8.18)

Combining (8.17) and (8.18) produces (8.19):

Previous VCO Offset Proportional Integral
Error Frequency Part Part

↓ ↓ ↓ ↓

ue (n + 1) = ue (n) +
DV2p

v i
−

KvIpue (n)
v i

SR2 +
2p

Cv i
D −

Kv2p
v i 1 ∑

n + 1

m = 0

Ip

Cv i
ue (m)2

(8.19)

In (8.19), the first term to the right of the equal sign is the previous error. The
second term is the offset frequency for the VCO (output frequency with 0V on the
control line) minus the reference frequency. The third term is a proportional
response to the phase error. The fourth term is an integral response to the phase
error, which is a summation.

8.3.3 Example PLL

An example PLL is presented to show the application of the difference equation
and the unique nonlinear conditions that can be solved. Figure 8.22 shows a block
diagram of the example PLL. This loop contains an integral and proportional filter
that generates currents proportional to the phase error. The output currents of the
filters are summed together and are connected to the input of a current-controlled
oscillator (CCO). The output of the CCO is at 16.8 MHz in the locked condition
and is divided down by 512 to 32 kHz. A phase detector compares the divided-
down CCO output with the reference input clock at 32 kHz and generates a phase-
error pulse into the loop filter. At power up the loop is in a wide-loop-bandwidth
mode (approximately 4 kHz) for a few milliseconds and switches to a narrow-
loop-bandwidth (approximately 300 Hz) mode after lock is achieved.

Redoing the derivation of the difference equation for the example PLL produces
(8.20), which is the linear difference equation:

ue (n + 1) = ue (n) +
2p (v i − vb )

v i
− Kccoue (n)

Kp

fi
−

2pKcco
v i

∑
n + 1

m = 0

Ki
fi

ue (m)

(8.20)

where

Kp = proportional gain (A/rad);

Ki = integral gain (A/rad-s);

Kcco = gain of CCO (rad/s/A).
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Figure 8.22 Block diagram of example PLL.
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Let’s study the proportional and integral filters to understand and determine the
effects of the proportional and integral gain on the performance of the loop.

Figure 8.23 shows waveforms for the ideal integral filter and the example PLL
integral filter. The integral filter does coarse adjustments to the output frequency
of the loop by controlling a digital-to-analog converter (DAC) that generates current
to change the frequency of the CCO. The top two waveforms show a typical phase
relationship between the reference input oscillator and the divided-down CCO.
Ideally, the amplitude out of the phase detector would be proportional to the phase
error, as shown by the third waveform; however, the phase detector output, as
shown in the fourth waveform, produces a pulse that has a pulse width proportional
to phase error. In the fifth waveform, an ideal integral filter would integrate the
ideal phase detector output for the full input period, which produces a ramped
current output to (TKiue ) for the ideal integral filter; however, the example PLL
integrates only for the pulse width (Tpk ) out of the phase detector and holds the
value until the next period (T). The output current is determined by the number
of clock pulses inside the phase detector output pulse times LSB size of the current
DAC [5].

For example, given a feedback divide ratio of 512 and using the CCO clock
divided by 4 to count the pulse size tp produces 128 clock pulses in 2p of the input
period. Multiplying the clock count by a 1-ma LSB size gives 128 ma of current
in 2p . To equate the actual circuit with the ideal and normalize to 2p , the
128 ma is divided by 2p and the input period T (1/32 kHz = 30.5 ms) to produce
the integral gain (slope) of 0.65 A/rad-s. Multiplying the integral gain by the input
period and the phase error in radians produces the output current of the integral
filter for the next period.

Figure 8.24 shows waveforms for the ideal proportional filter and the example
PLL proportional filter. The proportional filter does fine adjustments to the loop’s
output frequency. The top four waveforms are the same as shown in Figure 8.23.

Figure 8.23 Integral gain waveforms.
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Figure 8.24 Proportional gain waveforms.

The last waveform shows the current output of the proportional filter for the
example PLL, which is RC filtered to minimize the jitter of the CCO. The RC filter
reduces jitter by reducing the peak for small phase errors and spreading the change
in phase over a longer reference time period. The area of the waveform computes
the phase adjustment to the loop (KpueT ≈ IproTpk ). Since Tpk = ue /v i and
2p 1/T = v i , then, by substitution, Kp equals (Ipro /(2p in ma/rad). Kp also equals
the phase detector slope after the charge pump. The average current of the waveform
computes the frequency change (IproTpk /T). For example, a peak phase detector
output current of 100 ma, a reference frequency of 32 kHz, and a phase detector
output pulse width of 0.5 ms produces a proportional gain of 15.9 ma/rad, a phase
change of 5E−11 rad, and an average output current of 1.6 ma [5].

Let’s make the example PLL equation equivalent to the charge pump equation.
Then, we can relate the example solutions back to the more familiar charge pump
equation. Comparing the new (8.20) with the charge pump equation [(8.19)]
produces equations that can relate charge pump variables to the integral and
proportional-filter parameters in the example PLL. Comparing equation produces
(8.21) for the integral gain in terms of charge pump parameters:

KI = Ip /(2pC) (8.21)

The integral gain measures the phase error out of the phase detector with a
clock divided down from the output of the CCO. The number of clocks counted
control a DAC that produces a current to the CCO. Equation (8.22) computes the
integral gain in terms of the example PLL circuit parameters:

Ki =
IstepNpdclk

2pS1
fi
D (8.22)
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where

Istep = LSB DAC current (A);

Npdclk = number of integral-filter clocks in one input period.

To make the example PLL parameters equivalent to the charge pump PLL parame-
ters, set Ip = Istep × Npdclk (e.g., 128 × 0.5 ma = 64 ma) and C = 1/ fi (e.g.,
1/32 kHz = 32 mF).

The proportional gain produces an RC-shaped current pulse from the output
pulse of the phase detector. Figure 8.25 shows the current waveform that is pro-
duced from a 500-ns pulse out of the phase detector. The average current of the
waveform is also shown in the figure. The average current is the change in frequency
that the waveform produces at the output of the CCO.

Comparing equations produces (8.23) for the proportional gain in terms of
charge pump parameters with C = 1/ fi :

Kp =
Ip

2p
(R2 + 1) (8.23)

Equation (8.24) computes the proportional gain in terms of the example PLL
parameters:

Kp =
Ipro

2p
(8.24)

where

Ipro = maximum current out of proportional-filter charge pump (A).

Figure 8.25 Proportional output current and average proportional output current from a detected
500-ns phase-error output.



430 Simulation

Setting R2 = 1 and Ipro = Ip /2 produces (8.25) for the proportional gain in terms
of the charge pump PLL:

Kp =
Ip

2p
(2) (8.25)

Equation (8.26) produces a ratio of integral and proportional gain current so that
one Ip variable can be used:

Kip =
IstepNpdclk

Ipro
(8.26)

For example, an integral gain current of 128-ma proportional gain current of
20 ma produces a ratio of 6.4 (128 ma/20 ma). From (8.26), (8.22) can now be
rewritten in terms of Ipro as shown in (8.27):

Ki =
IproKip

2pS1
fi
D (8.27)

Equation (8.28) shows the example PLL difference equations in terms of the equiva-
lent charge pump PLL term with C = 1/ fi , Ip = Ipro /2, and R2 = 1:

ue (n + 1) = ue (n) +
2pDV

v i
− Kccoue (n)

Ip

v i
(2) −

2pKcco
v i

∑
n + 1

m = 0
ue (n)

IpKip

v iC

(8.28)

Next, the example PLL integral and proportional parameters are related to the
servo terminology for a transfer function with natural frequency and damping
factors. Equations (8.29) and (8.30) compute the relationship:

vn = √KccoKi (8.29)

z =

Kp

Ki
2

vn (8.30)

Equations (8.31) and (8.32) show the relationship of the charge pump PLL to the
servo terminology for a transfer function with natural frequency and damping
factor:

vn = √Kvco
Ip

2pC
(8.31)

z =
SCR2 +

2p
v i
Dvn

2
(8.32)
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8.3.4 Unique Nonlinear Conditions Simulated by the Difference Equation

The difference equation can be modified to study several nonlinear conditions in
a PLL with fast computing speed. The effects of amplitude quantization, phase
wrapping, reacquisition of lock, drift on jitter, and negative DAC steps will be
studied.

8.3.4.1 Amplitude Quantization

For instance, amplitude quantization can be added to the equation. In the example
PLL, the integral filter uses a DAC to generate current into the CCO. The amplitude
quantization is added to the difference equation by quantizing the current output
of the integral filter in integer steps. Table 8.7 shows the design requirements for
a high-gain and low-gain mode. The high-gain mode is used to lock the PLL, and
the low-gain mode is initiated after lock. Table 8.8 shows the given values (the
first six columns) and the calculated values (the last four columns) for the example
PLL. Figure 8.26 shows the results of quantizing the amplitude. Current steps result

Table 8.7 Design Requirements for the Two Modes of Operation
for the Example PLL

Low Gain (Narrow Bandwidth) High Gain (Wide Bandwidth)
fn Damping fn Damping

50–100 Hz >3 4–8 kHz >0.2

Table 8.8 Parameters for Frequency Step Response of Narrow Bandwidth Mode in Example PLL

Istep Npdclk fi Ndiv Kcco Ip Ki Kp fn Damping

500 na 1/32 32 kHz 512 7.8E11 22 ma 81 ma/rad/s 3.18 ma/rad 56 Hz >3
rad/s/A

Figure 8.26 Difference-equation simulation to 600-Hz frequency step.
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in discrete frequency steps in the transient solution. The equivalent charge pump
PLL parameter values Ip = 22 ma, Kv = 7.8E11 rad/s/V, C = 31 mF, Kip = 6E−4,
and Ndiv = 512 for the simulation describe an equivalent PLL transfer function in
servo terminology with a natural frequency of 74 Hz and damping greater than 3.
A C of 31 mF would be difficult to integrate because of the large area that it would
take. The area saved is the advantage of the digital part of the example PLL.

In Figure 8.26, a 600-Hz frequency step is large enough to toggle several DAC
steps. The loop settles to a final result in 6 ms. SPICE simulations for this circuit
at the transistor level took 2 days for each millisecond of computed time. The
difference-equation solution took a few seconds.

Even though the integral filter is quantized, the proportional-filter output
remains linear. Figure 8.27 shows that a smaller step size of 200-Hz change of the
32-kHz reference frequency does not toggle a DAC step. This response is only the
proportional filter, which is a type 1 loop with an 8-kHz loop bandwidth. This
figure shows a 240-ms switching-time response to switch from 118.9 to 119.6 ns
at the output divided by two periods (8.4-MHz output). This response was obtained
by modeling the multiplying effect of the CCO (256) on the feedback frequency
to give an output at 8.4 MHz.

8.3.4.2 Phase Wrapping

Phase wrapping the output of the phase detector is another nonlinear condition
that can be modeled in the difference equation. Phase wrapping can be added to
the difference equation by conditionally checking for phase error greater than 2p
or less than −2p , then subtracting 2p or adding 2p to generate the phase wrap.
This models the performance of the phase/frequency detector as shown in Figures
8.28 and 8.29. Figure 8.28 shows the VCO frequency (47.5 MHz) less than the

Figure 8.27 Difference-equation simulation to a 230-Hz frequency step, small phase error, and
low gain.
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Figure 8.28 Phase/frequency detector phase-wrapping VCO less than reference.

Figure 8.29 Phase/frequency detector phase-wrapping VCO frequency greater than the reference
frequency.

reference frequency (50 MHz). High VCO and reference frequencies were selected
to speed up SPICE simulation time. At time 1,350 ns, a phase wrap occurs. The
maximum up-pulse-width (20 ns) output of the phase detector rolls over to the
minimum up pulse width (<1 ns).

Figure 8.29 shows a VCO frequency (50 MHz) greater than the reference
frequency (47.5 MHz). At time 630 ns, a phase wrap occurs. The maximum down-
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pulse-width (20 ns) output of the phase detector rolls over to the minimum down
pulse width (<1 ns).

8.3.4.3 Reacquisition

The difference equation with phase wrapping allows the acquisition response,
which is another nonlinear PLL condition to be studied. Acquisition is an extremely
nonlinear process that can take several milliseconds to settle out, which makes
SPICE simulations impractical. Acquisition occurs when a disturbance jumps the
PLL out of lock to the point where cycle slips occur. Without a frequency acquisition
circuit (exclusive-OR phase detector for example), the loop must rely on a nonlinear
process to regain lock.

Phase-plane portraits are used to study the reacquisition response [6]. In the
portraits, a separatrix curve demarcates between cycle-slip response and no cycle-
slip response. A response with an initial condition inside the separatrix will not
have a cycle slip and will follow the spiral track and lock at zero phase difference
and zero frequency difference. A response with an initial condition outside the
separatrix cycle slips in a damped sinusoidal waveform to the next 2p phase plane
that is identical to the original plot but takes a slightly different path. After many
cycle slips, the response path will cross the separatrix and follow a spiral track
into lock.

Let’s look at an example PLL with a 56-Hz natural frequency and a damping
factor greater than 3 for this case. Table 8.9 shows the given values (the first six
columns) and the calculated values (the last four columns) for the example PLL.
The charge pump current is increased to make it find lock faster. Figure 8.30 shows
a simulation of the example PLL with a difference equation that has many cycle
slips before lock is achieved. Figure 8.30 shows 20 ms for relock time. The response
required 40 ms of simulation time, which took 1 minute of computing time using
the difference equation. SPICE transistor-level computing time is estimated to be
80 days. The equivalent charge pump PLL parameter values Ip = 40 ma, Kv =
7.8E11 rad/s/V, C = 31 mF, Kip = 6E−4, and Ndiv = 512 describe the equivalent
PLL transfer function in servo terminology.

Figure 8.31 shows measured data that compares well with the simulation in
Figure 8.30. Here, the relock time is 40 ms for a 1-kHz initial disturbance. The
differences between Figures 8.30 and 8.31 are due to mismatching of the initial
conditions of phase and phase velocity.

8.3.4.4 Phase Wrapping and Quantization Effects at Wide Loop Bandwidths

The difference equation with phase wrapping and amplitude quantization gives a
more accurate model of the actual circuit than the difference equation without

Table 8.9 Parameters for Reacquisition Simulation of Example PLL

Istep Npdclk fi Ndiv Kcco Ip Ki Kp fn Damping

500 na 1/32 32 kHz 512 7.8E11 40 ma 81 ma/rad/s 6.3 ma/rad 56 Hz >3
rad/s/A
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Figure 8.30 Outside the separatrix, difference-equation simulation.

Figure 8.31 Outside the separatrix, measured response.

phase wrapping and amplitude quantization. The improved accuracy can be seen
by studying the dramatic effect on PLL performance for wide loop bandwidths
close to the reference frequency.

Let’s look at an example PLL with a natural frequency of 8 kHz and a 0.13
damping factor for this case. A natural frequency of 8 kHz puts the loop close to
oscillation because it is close to the reference frequency of 32 kHz. Table 8.10
shows the given values (the first six columns) and the calculated values (the last
four columns) for the example PLL. Figure 8.32 shows the difference equation
without phase-wrapping calculations. The equivalent charge pump PLL parameter
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Table 8.10 Parameters for Phase-Wrapping and Amplitude-Quantization Simulations of the Example PLL

Istep Npdclk fi Ndiv Kcco Ip Ki Kp fn Damping

1.5 ma 128 32 kHz 512 1.3E12 34 ma 0.33 a/rad/s 6.3 ma/rad 8 kHz 0.13
rad/s/A

Figure 8.32 Unstable response from sampling-delay effects.

values Ip = 34 ma, Kv = 1.3E12 rad/s/V, C = 31 mF, Kip = 3.0, and Ndiv = 512
describe an equivalent PLL transfer function in servo terminology.

This almost unstable condition occurs because of the sampling-delay effect. To
achieve this result, the nominal integral gain was tripled from 0.3 to 1. The integral
gain of 1 corresponds to a 1.5-ma-per-DAC step, which is three times larger than
the nominal-case DAC step value. Consequently, conditions and process must shift
in the same direction to cause a 200% change in the integral gain. This analysis
shows a lot of design margin.

Next, adding the effects of phase wrapping, quantization of integral gain, and
windowing of the proportional gain into the linear difference equation illustrates
these modeling effects on the PLL. Windowing of the proportional gain minimizes
the jitter of the loop by putting a limit on the pulse width out of the phase detector.
In the program for the difference equation, a window is created by testing for error
conditions greater than the window and setting the phase detector error output
equal to the windowed value. For the example PLL, the window was set to 500-ns
up and 500-ns down pulse widths.

Figure 8.33 shows that adding phase wrap, quantization of integral gain, and
windowing of the proportional gain significantly reduces the damping factor and
finds a stable operating point within 20 clock periods, while the linear simulation
in Figure 8.32 continues to oscillate past 100 reference-clock periods. Here, the
loop is operating at a point near the sampling frequency (unstable operation).
Consequently, the effects of sampling delay are minimized because of phase wrap-
ping and quantization.
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Figure 8.33 Nonlinear difference-equation response.

8.3.4.5 Negative DAC Step

Earlier we quantized DAC steps to equal current step sizes. Nonlinear effects of
the DAC can also be added to the difference equation to study the effects on the
response of the PLL. For example, the effect of a nonmonotonic DAC on the
response of the loop can be studied. The nonlinearity of the DAC is mapped into
a vector that becomes a look-up table in the computer program.

Let’s look at an example PLL with a 56-Hz natural frequency and damping
factor greater than 3 for this case. Table 8.11 shows the given values (the first six
columns) and the calculated values (the last four columns) for the example PLL.
The charge pump current is weakened to 10 ma to emphasize the negative DAC
step effect. Figure 8.34 shows the calculated negative DAC step response. After
the third step, a negative DAC step (−2 LSB) disturbs the normal transient response
that was presented earlier in Figure 8.26. The equivalent charge pump PLL parame-
ter values Ip = 10 ma, Kv = 7.8E11 rad/s/V, C = 31 mF, Kip = 1.3E−3, and Ndiv
= 512 for the simulation describe an equivalent PLL transfer function in servo
terminology. The negative DAC step causes several-hundred-microsecond delay in
the settling time.

8.3.4.6 Jitter from Drift

Another nonlinear condition occurs when the DAC steps from a slow drift in
voltage or temperature, which causes jitter at the output of the loop. The difference
equation can be programmed to model this condition. A ramped offset current is

Table 8.11 Parameters for Negative DAC Step Simulation of the Example PLL

Istep Npdclk fi Ndiv Kcco Ip Ki Kp fn Damping

500 na 1/32 32 kHz 512 7.8E11 10 ma 81 ma/rad/s 1.6 ma/rad 56 Hz >3
rad/s/A



438 Simulation

Figure 8.34 Response to 600-Hz frequency step with a −1 DAC step value.

added to the DAC current in order to cause a DAC step. This simulates the
conditions of the loop during worst-case operation of the system with a drifting
bias current caused by temperature or voltage drift. The DAC has to take a step
in order to stay at the same output frequency.

Let’s look at an example PLL with a 56-Hz natural frequency and damping
factor greater than 3 for this case. Table 8.12 shows the given values (the first six
columns) and the calculated values (the last four columns) for the example PLL.
Figure 8.35 shows the VCO clock output divided by 61. The step change in the
base period at 3.9 ms shows that a DAC step was taken. The offset current was
adjusted so that the DAC steps from count 64 to count 63. The DAC step at 64
has a 3-LSB weighting and the proportional gain is at its maximum for a worst-
case jitter condition.

The equivalent charge pump PLL parameter values Ip = 40 ma, Kv = 7.8E11
rad/s/V, C = 31 mF, Kip = 6E−4, and Ndiv = 512 describe the equivalent PLL
transfer function in servo terminology. The simulation time of 5 ms took one-
quarter minute to execute with the difference equation. SPICE execution time was
estimated to be 10 days. Figure 8.35 shows a proportional gain that has 250-ns
peak period changes before the 3-LSB DAC step and 0-ns peak period changes
after the DAC step.

Figure 8.36 shows the worst-case (largest DAC step and highest charge pump
current) peak-to-peak jitter for varying the VCO divide ratio from 2 to 512 in log

Table 8.12 Parameters for DAC Step Jitter Simulation of the Example PLL

Istep Npdclk fi Ndiv Kcco Ip Ki Kp fn Damping

500 na 1/32 32 kHz 512 7.8E11 40 ma 81 ma/rad/s 6.3 ma/rad 56 Hz >3
rad/s/A
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Figure 8.35 Blown-up view of DAC step with worst-case PLL parameters.

Figure 8.36 Worst-case jitter with a DAC step versus time between edges.

steps. Varying the divide ratio from 2 to 512 for a CCO output period of 59.5 ns
varies the time interval between edges from 119 ns to 31.25 ms. The 220-ns peak-
to-peak jitter in Figure 8.35 is plotted on Figure 8.36 at the 3.9-ms time between
edges point. Execution time with the difference equation took 4 minutes (15 sec
× 16 points). SPICE execution would take 160 days (10 days × 16 points).
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8.3.4.7 Local Oscillation from Quantization Error

The ratio of coarse-tune, integral-filter, minimum step size to proportional-filter,
fine-tune, maximum adjustment range provides another nonlinear condition from
quantization that can be modeled with the difference equation. A quantization
error occurs when DAC step sizes are larger than the fine-tune range adjustment
of the proportional filter. This quantization error is programmed into the difference
equation by increasing the DAC LSB size until toggling appears in the simulation.

Let’s look at an example PLL with a 56-Hz natural frequency and damping
factor greater than 3 for this case. Table 8.13 shows the given values (the first six
columns) and the calculated values (the last four columns) for the example PLL.
Figure 8.37 shows that, after 1 ms from the initial turn-on condition, the DAC
step toggles with a 2-ms period. The 2-ms period occurs because 32 periods of the
32-kHz clock are blanked until a DAC step is allowed. The 32 periods of blanking
produce a loop bandwidth of 56 Hz after initial lock is achieved. In Figure 8.37,
the DAC minimum step size is greater than the proportional-filter maximum range,
which causes the DAC to toggle between two values. This toggling is a local
oscillation and increases the output jitter of the PLL.

To generate Figure 8.37, difference-equation execution time for a 4-ms simula-
tion time took about 10 seconds. SPICE execution time would take 8 days. The
equivalent charge pump PLL parameter values Ip = 21 ma, Kv = 7.8E11 rad/s/V,
C = 31 mF, Kip = 9.2E−4, and Ndiv = 512 for the simulation describe an equivalent
PLL transfer function in servo terminology.

Table 8.13 Parameters for Localized Oscillation Simulation of the Example PLL

Istep Npdclk fi Ndiv Kcco Ip Ki Kp fn Damping

500 na 1/32 32 kHz 512 7.8E11 10 ma 81 ma/rad/s 1.6 ma/rad 56 Hz >3
rad/s/A

Figure 8.37 Localized oscillation from imbalance between integral and proportional gain.
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8.3.4.8 Cycle Slip Reacquisition Time

Using a cycle-slip detection circuit to reacquire lock presents another nonlinear
condition that can be modeled by the difference equation. A cycle-slip detector is
modeled in the program by using the phase-wrap condition of ±2p to sense a cycle
slip. Frequency-step stimuli of 1, 3, and 10 kHz are large enough to cause cycle
slips because the bandwidth of the loop is 300 Hz. Figure 8.38 shows 1-, 3-, and
10-kHz frequency step responses of the PLL reacquisition time with cycle-slip
detection. For ±1 kHz, there was no cycle slip. This small frequency step was used
for a reference point for the larger steps. For a +10-kHz step, reacquisition was
achieved in 20 ms. Execution time for this plot with the difference equation was
1.5 minutes. SPICE simulation at the transistor level would be 180 days.

Table 8.14 shows a comparison of execution time with simulation type and
design requirement. Computers used for the simulations were a SUN Sparc Ultra
10 for level SPICE simulation and a PC 120-MHz Pentium for the other simulations.

Figure 8.38 Family of curves for reacquisition time with cycle slip.

Table 8.14 Comparison of Execution Time with Simulation Type and Design Requirement

Transistor-Level Behavior Model Difference-Equation
Execution Time/ Execution Time/ Execution Time/

Simulation Simulation Time Simulation Time Simulation Time

Open-loop gain N/A 5–10s/100 MHz N/A

Power on 6 days/12 ms 5–10s/12 ms 5–10s/12 ms

Frequency step 1 day/2 ms 5–10s/2 ms 5–10s/2 ms

Reacquisition 80 days/40 ms N/A 60s/40 ms

FM jitter from drift 160 days (5 ms * 16 pts) N/A 240s/(5 ms * 16 pts)

Local quantization 8 days/4 ms N/A 10s/4 ms
oscillation

Cycle-slip 180 days/(6 runs * 30 ms) N/A 90s/(6 runs * 30 ms)
reacquisition
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The leftmost column shows the PLL simulation that needs to be done. The top
row shows the type of simulator is broken down into the three types of transistor
level, behavioral model, and difference equation. The values in the table (i.e., 6
days, 12 ms) show execution time on the left of the slash and simulation range on
the right of the slash. This table can help in making decisions about which simulator
to use based on PLL design requirements.

Some general observations can also be made from experience in running simula-
tions. There are a few net list characteristics that slow SPICE simulation time. First,
a component inserted on the supply or ground lines, such as a voltage regulator,
resistor, transmission line, or inductor, slows execution. Next, a high ratio of VCO
frequency to phase detector input frequency slows execution. Finally, a narrow
loop bandwidth (<1/1,000 of the reference frequency) slows down execution.

In conclusion, this section showed the versatility and accuracy of difference
equations. A derivation of the difference equation was presented. An application
to an example PLL was shown. Finally, several unique simulations were presented
that demonstrate the accuracy of the difference-equation model, its versatility in
computing a solution, and the resulting savings in computing time.

Table 8.15 shows a list of simulators and the types of simulations that can be
done. This table, in combination with Table 8.14, provides a method for comparing
computer programs to be used in analyzing and simulating PLLs, but it is not
intended as an endorsement of one vendor over another. In addition, the accuracy
of the programs and the simulations shown are not guaranteed. Please contact the
vendors to obtain up-to-date and accurate information. Table 8.15 shows a long

Table 8.15 List of PLL Simulators and the Type Simulation That Is Done

Transistor Behavioral Behavioral Difference
Simulator Level with Edges Without Edges Equation Vendor

PSPICE Yes Yes Yes No OrCAD

HSPICE Yes Yes Yes No Synopsys

TI SPICE Yes Yes Yes Noa, d Texas
Instruments

C programming —c — Yesd Yesd —
language or other
languages

Powermill Yes No No No Synopsys
(nanosim)e

Saber — Yes — — Synopsys

Verilog/VHDL Yes Yes — — —

Matlab/Simulink — Yes Yesb, d Yesb, d Mathworks

Mathcad — — Yesb, d Yesb, d Mathsoft

Spectre Yes Yes Yes — Cadence

HP EEsof (ADS) Yes Yes — — Agilent

Eagleware = PLL = — Yes Yes — Agilent
aCan compile C program and use in simulator
bNumerical errors because not double precision
cBlanks mean not evaluated
dHave to write code
eFaster SPICE simulator
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list of simulators, and one can spend a lot of time learning about different simulators
that do PLLs without improving accuracy or speed or on simulating characteristics
that have not been previously simulated. Combining this table with Table 8.14
helps to sort out which of the three or four simulation tools are needed to make
the required PLL simulations. This will help readers save money because they will
not have to buy all the simulators on this list, hoping that one of them will solve
their PLL problem.

To summarize, this chapter has covered simulation techniques for PLLs. The
types of PLL simulators vary from SPICE transistor-level solutions, to behavioral-
model solutions, to equation-based solutions. Our discussion of transistor-level
simulations showed that many conditions can be simulated. Characteristics of
supply-voltage sensitivity responses, pulse feed-through levels, slew rate, powering
up, powering down, and loop recovery from supply-rail conditions were demon-
strated. Depending on the circuitry, simulator, and computer, the biggest disadvan-
tage is the computer execution time that some of these simulations can take.

Our discussion of the behavioral-level model showed that it can analyze open-
loop gain, closed-loop gain, error response, and notch-filter responses. It has the
advantages of fast execution, gives a time response, and runs on the low-cost
evaluation version of PSPICE. The behavioral model has the disadvantages that it
generates settling-time response inaccuracies, it maps frequency into voltages, the
simple phase detector model will not show loss of lock response, and the phase
detector model will not show cycle slips in the time domain. The control-systems
analysis done by the behavioral model is the preferred method for adjusting and
centering the compensation circuit. Next, our discussion of the difference-equation-
level model showed increased computing speed, simulated noise effects, frequency
step response, frequency ramp, quantization limits, nonlinear transfer functions,
and acquisition responses. The speed of the behavioral and difference-equation
models allowed many iterations of what-if questions to be studied.

The choice of simulation and simulator depends on the speed and accuracy of
the results. For instance, accurate SPICE simulations can take several weeks to run
when looking at acquisition times. This chapter showed a method to help the
reader make an informed choice.

Questions

8.1 For a charge pump PLL with Kv = 600E6 rad/s/V, Kd = 10 ma/rad,
N = 500, Fn = 10 kHz, and damping factor = 0.6, compute the compensa-
tion filter values. Then, simulate the transient response with SPICE for
a small-signal frequency step response.

8.2 For a charge pump PLL with Kv = 600E6 rad/s/V, Kd = 1 ma/rad,
N = 4,000, Fn = 100 Hz, and damping factor = 0.6, compute the compensa-
tion filter values. Then, simulate the transient response with SPICE for
a small-signal frequency step response.

8.3 For a charge pump PLL with C1 = 10,000 pF, C2 = 200 pF, R1 = 6,000,
N = 128, KD = 13.5 ma/rad, KV = 175E6 rad/s/V, and reference frequency
of 200 kHz, plot the open-loop gain and phase.
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8.4 For a charge pump PLL with C1 = 70,000 pF, C2 = 2,000 pF, R1 = 3,000,
N = 441, KD = 13.5 ma/rad, KV = 175E6 rad//s/V, and reference frequency
of 40 kHz, plot the open-loop gain and phase.

8.5 For a charge pump PLL with C1 = 40 pF, C2 = 0.01 pF, R1 = 25 kV,
KI = (2p*1E6*600E3), gma = 1.5 ma, N = 8, KD = 2 ma/rad, and
KV = (gma*KI ), plot the open-loop gain and phase.

8.6 For a charge pump PLL with C1 = 1,000 pF, C2 = 100 pF, R1 = 800V,
N = 8, KD = 0.0002 rad/V, KV = 300E6 rad/s/V, and reference frequency
of 20 MHz, plot the open-loop gain and phase.

8.7 For a charge pump PLL with C1 = 100 pF, C2 = 40 pF, R1 = 4,000V,
N = 6, KD = 30 ma/rad, KV = 940E6 rad/s/V. and a reference frequency
of 16 MHz, plot the open-loop gain and phase.

8.8 For a digital PLL with a feedback divide ratio of 24, a 10-MHz input
frequency, 4.0 divide ratio for integral-filter clock, 8-bit DAC, an LSB
of 1.4 ma, a DAC offset current of 0.136 ma, a charge pump current of
211.0E−6, a VCO gain of 1E11 Hz/A, a natural frequency of 300 kHz,
a 0.2 damping factor, and a 1-MHz step frequency, simulate the transient
response.

8.9 For a digital PLL with a feedback divide ratio of 40, a 10-MHz input
frequency, 4.0 divide ratio for integral-filter clock, 12-bit DAC, an LSB
of 24 na, a DAC offset current of 20 ma, a charge pump current of 80
ma, a VCO gain of 5E12 Hz/A, a natural frequency of 1 MHz, a 0.4
damping factor, and a 1-MHz frequency step, compute the missing
parameters and simulate the transient response.
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Applications and Extensions

This chapter presents PLL applications and extensions. PLLs are used to generate
frequencies, recover a clock from a signal, resynchronize signals, and help convert
signals to a digital representation. First, PLLs synthesize frequencies to be used in
computers (microprocessors and DSPs), test instruments, land-based communica-
tions (cell phones), space-based communications, radar, and electronic-warfare
systems. The wide variety of applications with different requirements leads to
different synthesizer configurations. We will study the various configurations to
help in selecting the best one.

In clock recovery, many systems transmit or receive data without any additional
timing reference. To an ever-increasing extent, communication links use digital
formats to transmit information synchronously in a continuous uniform pulse
stream. We will study clock-recovery techniques because every digital communica-
tion link uses a PLL in the reception of this information.

Communication systems, radar systems, data-acquisition systems, and test
equipment convert analog signals to digital words for digital processing. Digital
processing assumes equally spaced time samples; however, actual samples from
analog-to-digital (A/D) converters have slightly unequal time spacing. Phase noise
from the oscillator that generates the sampling clock produces this change in time
spacing. In digital processing, equally spaced time samples are critical to system
performance. The phase noise of the sampling clock affects the dynamic range of
the A/D converter by adding noise. We will study the limitations of the conversion
process so that adjustments can be made to PLL designs to overcome these limits.

As digital processes reduce the cost of circuit functions and design tools to
handle large-scale digital circuits, design in the digital domain becomes easier.
Consequently, it has created a demand for all-digital PLLs (ADPLL). Studying
ADPLLs will improve our ability to recognize the correspondence between the
fundamentals we have studied and structures that look much different.

This variety of design topics will be studied to illustrate solutions to particular
design problems. This will familiarize readers with the various design approaches
so that they can extrapolate these approaches to their particular solutions.

9.1 Design Trade-Offs in Frequency Generation with PLLs

Synthesizers are being used in computers (microprocessors and DSPs), test instru-
ments, land-based communications (cell phones), space-based communications,
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radar, and electronic-warfare systems. Each application has a different set of
requirements that leads to different synthesizer configurations. Consequently,
studying various configurations can help in selecting the best configuration.

Frequency synthesizers have numerous topologies. The choices between topolo-
gies lead to numerous solutions to the same frequency-synthesis problem. The
number of solutions to frequency generation is analogous to the number of ways
that software can be written to solve a problem. There is no right or wrong solution,
just a variety of ways to solve the problem. At first, the endless number of solutions
seems overwhelming; however, the topologies can be separated into several catego-
ries, and the advantages and disadvantages of each can be analyzed. Comparing
these advantages and disadvantages with a properly weighted specification for the
synthesizer can enable selecting the optimum solution.

9.1.1 Classification

First, we will try to classify the many solutions. Frequency-generation techniques
can be divided into two major categories, coherent and incoherent synthesis. Coher-
ent synthesis is derived from one source, while incoherent synthesis is derived from
multiple unrelated sources. The category of coherent synthesis can be even further
subdivided into direct, indirect, or a hybrid of indirect and direct. Coherent direct
synthesis uses a combination of multipliers, mixers, digital logic, and dividers to
synthesize various frequencies from one source. Coherent indirect synthesis uses a
control-systems feedback approach to stabilize one or many sources to a single
source. A coherent indirect frequency synthesizer can be made with a single PLL
or multiple PLLs. Hybrids use combinations of direct and indirect in a control-
systems-feedback topology. Figure 9.1 organizes the various topologies into a tree
that helps identify the nature of the topologies and shows the relationships between
them.

The overall identification of the various types now allows us to study frequency
synthesis in more detail. First, the various building-block topologies will be dis-
cussed. Then, the trade-offs between the topologies will be compared with specifica-
tions. This study of trade-offs will show specification priorities that have to be
made in order to achieve the optimum synthesizer for the customer. Otherwise,

Figure 9.1 Classification of frequency generators.
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equal weighting of each specification will make finding an optimum solution
difficult.

9.1.2 Direct Synthesis

The study of each topology begins with the direct-synthesis method. This method
uses combinations of mixers, multipliers, and dividers to synthesize frequencies
[1, p. 7]. In general, this approach has the advantages of being more straightforward,
having low phase-noise levels, and having the fastest switching time; however, it
has the disadvantages of having high spurious outputs and a lot of components at
high frequencies. In addition, increasing the number of frequency increments causes
a geometric increase in circuit complexity.

9.1.2.1 Brute-Force Combinations of Mixers and Dividers

The brute-force method is used to generate simultaneous frequencies when an
optimum topology is not clear-cut. Combinations of mixers, dividers, and multipli-
ers are used to generate the required simultaneous frequency outputs. Figure 9.2
shows an example of the brute-force method. Branching off of the circuitry at key
points in the frequency-generation process allows several simultaneous output
frequencies to be generated. This example is from an HP8662 RF synthesizer.

9.1.2.2 Harmonic Synthesis

The harmonic-synthesis approach generates evenly spaced harmonics that are
selected by a tunable filter. Unfortunately, this approach relies on the design of a
narrowband tunable filter with a large number of poles for selectivity. This filter
is costly to build and difficult to implement.

Comb Generator/Tunable Filter
The comb generator/tunable filter approach for harmonic synthesis is shown in
Figure 9.3. As shown in the figure, a tunable filter selects the harmonic output of
a comb generator. A comb generator/tunable filter has the advantages of low phase
noise with high Q and wide tuning range; however, it has the disadvantages of large
size, a low operating frequency, spurious signals, and high power consumption.

From studying this configuration, a few characteristics can be stated. First,
selecting higher harmonics increases the rejection requirements for the filter. After
filtering the harmonics, an amplifier and comparator are needed to convert to
square wave. Equation (9.1) mathematically describes the relationship of the output
frequency to the input frequency for this topology:

fsyn = nfin (9.1)

Comb Generator/Harmonic Canceller
For lower-frequency operation, a harmonic canceller functions like the comb gener-
ator/YIG filter combination does at microwave frequencies. Figure 9.4 shows an
example of this circuit.
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Figure 9.2 Block diagram of brute-force method.

This topology has the advantages of fast switching time and low phase-noise
levels; however, it has the disadvantages of generating spurious signals and using
a large number of high-frequency components. Equation (9.2) mathematically
describes the output frequency for this topology:

fsyn = fvco − [( fvco − nfin ) − fin ] (9.2)

where

fvco = nM fin (9.3)

nM > n − 1 (9.4)
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Figure 9.3 Block diagram of direct harmonic approach using a comb generator and tunable filter
combination.

Figure 9.4 Block diagram of direct harmonic approach using the RF equivalent of a microwave
comb generator and YIG filter combination.

Letting nM = n − 1 and substituting (9.3) into (9.2) reduces (9.2) to (9.5):

fsyn = (n + 1)/ fin (9.5)

Equation (9.5) mathematically describes the relationship of the output frequency
to the input frequency for this synthesizer. Furthermore, this equation shows the
harmonic relationship that exists between the input and output frequencies.
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9.1.2.3 Direct Digital Synthesis

Direct digital synthesis generates digital addresses that cycle through a look-up
table for a sine wave. A digital-to-analog (D/A) converter converts these digital
words to an analog sine wave. Filtering out the stair-step voltages at the output
of the D/A converter produces a smooth sine wave at the output [1, p. 37]. Figure
9.5 shows an example of this circuit.

Direct digital synthesis has the advantage of having a phase-coherent switching
response, small frequency steps, and a low phase-noise output; however, it has the
disadvantages of being limited to a below-microwave frequency and of producing
spurious signals. The D/A converter generates a major portion of the spurs. Conse-
quently, selection of the D/A converter is critical to the performance of this topology.
Equation (9.6) computes the relationship of the output frequency to the input
frequency for the direct-digital-synthesis topology:

fsyn = frnM /2no (9.6)

where

fr = clock frequency (Hz);

no = total number of states;

nM = input address of one of the states.

9.1.3 Indirect Synthesis

Indirect synthesis uses control systems to combine a frequency-controllable oscilla-
tor to a reference oscillator. The method of combination determines the relationship
of the output frequency to the reference frequency.

9.1.3.1 Single PLL

First, a single PLL will be analyzed. Figure 9.6 shows a block diagram of a single
PLL frequency synthesizer. A single PLL has several advantages. A single PLL is
the simplest method of frequency synthesis and minimizes the number of high-
frequency components. Minimizing the number of high-frequency components
produces a circuit with small size and low power consumption. In addition, the
maximum output frequency for this topology is only limited by the operating
frequency of the dividers and the VCO.

A single PLL also has some disadvantages. A small frequency-step size in a
single PLL requires a high divider ratio and a low reference frequency. Conse-
quently, obtaining small frequency steps in a single PLL multiplies spurious signals
and multiplies phase noise. In addition, the low reference frequency for obtaining
small frequency steps produces a small bandwidth that causes a single PLL to have
a slow switching speed. Equation (9.7) computes the relationship of the output
frequency to the input frequency for a single loop synthesizer:
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Figure 9.5 Block diagram of direct digital synthesizer.
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Figure 9.6 Block diagram of a conventional single-loop synthesizer.

fsynth = nM nfr /np (9.7)

where

nM = divide ratio of prescaler;

n = divide ratio of programmable divider;

np = divide ratio of reference divider.

9.1.3.2 Multiple PLLs, Cascaded Translation Loops

Next, multiple PLLs will be studied. Indirect synthesis with multiple PLLs distributes
the problems of a single PLL among the many PLLs. It has cascaded translation
loops that are combined through dividers at the output.

It has the advantages of smaller frequency steps and small size. Small size in
this topology is achieved by using PLL chips. However, indirect synthesis with
multiple PLLs has the disadvantages of slow switching speed, high output spurious
levels, and narrow PLL bandwidths, and it is difficult to keep each looped phase
locked. In addition, increasing the number of frequency increments with this
multiple-PLL approach increases the complexity of the circuitry, as well as the
number of high-frequency components.

Figure 9.7 shows an example of a multiple-PLL approach. The relationship of
the output frequency to the input frequency for this method is calculated by (9.8):

fsynth = nD fin /noc + nC fin /nob + nB fin /noa + nA fin (9.8)

where

nA = divide ratio for PLL A;

noa = divide ratio for the reference check to PLL A.
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Figure 9.7 Block diagram of cascaded translation loops.

9.1.4 Direct-Indirect Hybrids

Hybrid topologies have come about because pure direct or indirect topologies do
not satisfy enough performance requirements. Consequently, hybrid topologies
attempt to combine the best of each topology to achieve a higher-performing
synthesizer. Some of the more common hybrids will be discussed.

9.1.4.1 Microwave Single PLL with Sampling Downconversion

Now, the microwave single PLL with sampling downconversion will be studied.
A very popular configuration in test equipment, it uses a sampler (narrow pulse
generator) to sample the high-frequency waveform out of the YIG oscillator through
a mixer. Then, a lowpass filter on the mixer IF reconstructs the sinusoidally down-
converted frequency waveform. This behaves like a YIG filter that selects the
harmonic out of a comb generator and downconverts the YIG oscillator output to
a lower-frequency IF. After sine waves are converted to square waves, a divider
divides the IF frequency to a feedback frequency input to the phase detector, which
is compared to a divided-down reference frequency. The resulting phase error tunes
the YIG oscillator to the correct output frequency.

This configuration has the advantages of a wide operating frequency and low
far-from-the-carrier phase noise from the YIG VCO. However, the microwave
single PLL with sampling downconversion has several disadvantages: It has slow
switching speed and high current consumption, and the YIG is susceptible to ac
voltage swings on the power-supply line. Furthermore, it has large size from the
YIG, and the output operating frequency is restricted to greater than 500 MHz.

Figure 9.8 shows an example of this topology. Equation (9.9) computes the
relationship of the output frequency to the input frequency for this topology:

fsyn = fref np /nref + nsamp fref (9.9)

where
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Figure 9.8 Block diagram of microwave PLL and harmonic hybrid approach.

ncomb = multiplication factor of comb;

nref = divide ratio of reference clock;

np = divide ratio of programmable divider.

9.1.4.2 Direct Digital Synthesizers and PLLs

A more recent trend in synthesizers has combined direct digital synthesis with
PLLs. This combination translates the small frequency-step size, low phase-noise
performance, and fast switching speed of the direct digital synthesizer (DDS) to
higher-frequency applications.

DDS Plus Single PLL
Figure 9.9 shows a simple approach to combining a direct digital oscillator with
a PLL. The DDS connects to the input of the phase detector that is multiplied up
to the VCO output frequency by the ratio set by the programmable divider.

This approach has the advantages of low phase noise, small step size, and fast
switching time; however, it has the disadvantages of having high spurious outputs.
Using the direct digital oscillator for the reference clock to the PLL multiplies the
spurious output of the digital oscillator. The multiplication factor for the PLL
determines the increased level of the spurious signals. Equation (9.10) mathemati-
cally describes the relationship of the output frequency to the input frequency for
this topology:
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Figure 9.9 Block diagram of DDS plus single PLL.

fsyn = np fr nM /2no (9.10)

DDS Plus Multiple PLLs
The DDS plus multiple loops reduces the spurious levels of the previous topology
by distributing the problems among several PLLs. This configuration combines a
coarse PLL with a low multiplication ratio with a baseband DDS that gets up-
converted by the translation loop to the output VCO frequency. The upconversion
process in the PLL does not multiply the spurious signals in the DDS because the
feedback ratio for the translation loop is unity.

This topology has the advantages of a fast switching time, low phase noise,
a high output-frequency range, and wide PLL bandwidths; however, it has the
disadvantages of a large number of spurious signals and high spurious-output levels
and of having to find lock for each PLL. Figure 9.10 shows an example of this
topology. Equation (9.11) computes the relationship of the output frequency to
the input frequency for the multiloop synthesizer with DDS:

fsynth = fr nM /2no + np fr (9.11)

9.1.4.3 Single PLL with Fractional-N Divider

A fractional-N synthesizer (see Figure 9.11) uses a single PLL with direct digital
synthesis to generate an output frequency that has an integer and fractional multipli-
cation factor of the reference frequency. The divider has an integer part and a
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Figure 9.10 Block diagram of DDS plus multiple PLLs.

Figure 9.11 Block diagram of fractional-N synthesizer.
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fractional part. The fractional part is obtained by modulating the dual modulus
prescaler at the rate of the reference frequency. An accumulator, which is clocked
at the reference frequency, calculates the moment when the divide ratio changes.
The overflow bit of the adder determines the divide ratio. Some applications use
a D/A converter to decode the accumulator address in order to the suppress reference
sidebands also [1, pp. 43–48]. Equation (9.12) computes the relationship of the
output frequency to the input frequency for this topology:

fsynth = fr (nL nM + nS + nF /2no ) (9.12)

where

nL = lower divide ratio of the dual modulus prescaler;

nM = programmable divide ratio;

nS = swallow-counter divide ratio;

nF = fractional amount;

no = number of bits in the accumulator.

A fractional-N synthesizer has several advantages. This method reduces the
multiplication factor for small frequency-step sizes. This reduction in multiplication
factor helps reduce phase noise inside the loop bandwidth.

A fractional-N synthesizer has several disadvantages. This method increases
reference sideband levels because it adds phase-error pulses coming out of the phase
detector that have to be filtered. The increase in phase-error pulse width requires
a narrow loop bandwidth to filter the additional sidebands. In addition, to get
smaller frequency steps requires that loop bandwidth narrow even further. Nar-
rowing the loop bandwidth increases the phase noise inside the loop bandwidth,
which negates the original advantage.

9.1.4.4 Multiple Output Processing

Multiple output processing uses the direct-synthesis approach to extend the output-
frequency range of any synthesizer. Multiple output processing has the advantages
of eliminating additional loops and having a lower input frequency; however, it
has the disadvantages of having multiple spurious outputs and a high level of
spurious outputs, as well as of increasing the number of high-frequency components.

Figure 9.12 shows an example of this topology. Equation (9.13) computes the
relationship of the output frequency to the input frequency for the synthesizer:

fout = fsyn (2S1 + S2 + 0.5S3 + 0.25S4) + S5( fsyn − flo ) (9.13)

where

S1 = logic state of switch 1 (1 or 0).
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Figure 9.12 Block diagram of multiple output processing.

Equation (9.14) computes the frequency requirements for the LO in this topology:

flo = fsmax − fsmin /4 (9.14)

where

fsmax = maximum output frequency of synthesizer (Hz);

fsmin = minimum output frequency of synthesizer (Hz).

For example, consider a synthesizer that covers a frequency range of 500 MHz to
1 GHz. Equation (9.13) computes a 875-MHz LO and expands the synthesizer to
cover an output-frequency range of 10 kHz to 2 GHz.

9.1.5 Application of Topologies

Now that the types of synthesizers have been classified, some example synthesizers
(the HP8673 microwave synthesizer and HP8662 low phase-noise synthesizer)
will show the applications of these topologies. Figure 9.13 shows a microwave
synthesizer. This synthesizer uses a combination of harmonic synthesis and multiple
PLLs to achieve a 2–18-GHz frequency range. In this synthesizer, multiple PLLs
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Figure 9.13 Block diagram of microwave synthesizer.
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generate a very-high-frequency (VHF) signal for a harmonic downconversion in
the main microwave PLL. Additional PLLs generate the reference clock for the
main PLL. Finally, the main PLL down-converts the output of the YIG to the input
of the phase detector.

Figure 9.14 shows the HP8662 RF low-noise synthesizer. This synthesizer uses
a combination of brute-force direct synthesis, multiple PLLs, and output processing
to generate a 0.01–1,280-MHz output-frequency range. First, multiple PLLs gener-
ate a 10–20-MHz reference for the main PLL. Combining this output with a
harmonic downconversion PLL in a translation loop produces a 320–640-MHz
output frequency. Finally, output processing expands the output range of the
synthesizer to a final output of 0.01 to 1,280 MHz. These examples show the
application of various topologies in existing hardware.

9.1.6 Design Trade-Offs

The numerous methods and the limitations of each method make choosing a
topology very confusing. This chapter shows that one approach does not solve the
problems of all synthesizers. Consequently, great care must be used to determine the
importance of each requirement compared with the other requirements. Assigning
proper weighting to each requirement leads to choosing the optimum synthesizer
topology for the required application. Aaron notes [2], ‘‘As with all models of
performance, the shoe has to be tried on each time an application comes along to
see whether the fit is tolerable; but, it is well known, in the Military establishment
for instance, that a lot of ground can be covered in shoes that do not fit properly.’’

Ideal PLL requirements for synthesizers include:

• Small frequency-step size;
• Low-noise and jitter:

• Low close-in phase noise;
• Low far-out phase noise;
• Low-noise ear;
• Low reference sidebands;
• Low spurious levels;

• Fast time response;
• Wide tuning range;
• High stability;
• High output frequency;
• Fast power up;
• High noise immunity;
• Minimum tracking error;

• No resets;
• Small size;
• Low power;
• Low cost.
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Figure 9.14 Block diagram of RF low-noise synthesizer HP8662.
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9.1.6.1 Synthesizer Matrix

A decision matrix that compares requirements to topology performance can help
in selecting a synthesizer approach. Figure 9.15 shows this decision matrix for
determining an optimum synthesizer topology. This matrix shows that the optimum
synthesizer topology depends on the performance requirements. Slight changes in
performance requirements can require a complete topology change to achieve an
optimum solution. In addition, this matrix shows that one topology does not neatly
solve all the performance parameters.

9.1.6.2 PLL Matrix

If the selected topology contains a PLL, then this further complicates the selection
issue. Another decision matrix must be used to determine the feasibility of the
optimum PLL for this topology. Figure 9.16 shows this decision matrix for
determining the optimum PLL parameters. From this figure, conflicting component
selections and conflicting PLL design-parameter selections depend on performance
requirements. Slight changes in performance requirements can require a complete
redesign of the PLL. In addition, this matrix shows that one set of components
and PLL parameters does not neatly satisfy all of the performance requirements.

Starting with the first PLL parameter and going across the requirements, we
see the following: Increasing the divide ratio makes smaller frequency steps and
increases the output frequency. Decreasing the divide ratio directly lowers the close-

Figure 9.15 Decision matrix of synthesizer performance specifications versus synthesizer topology.
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Figure 9.16 Decision matrix of monolithic PLL parameters versus PLL performance specifications.

in phase noise, reduces the reference sidebands, speeds up the frequency step
response, reduces spurious signals, lowers jitter, and indirectly reduces power con-
sumption and size. Next, increasing loop bandwidth directly lowers close-in phase
noise, speeds up frequency step response, and lowers long-term jitter. Narrowing
loop bandwidth decreases far-from-the-carrier noise and reduces reference sideband
levels. Higher damping factor improves stability, reduces jitter, and lowers close-
to-the-carrier phase noise. Low damping factor makes the PLL switch faster.

9.1.7 Architecture Design Example

A design example where the weighting has been changed will show the sensitivities
of the topologies to seemingly small changes in requirements. For example, a
synthesizer that has been produced by x company for several years has a frequency
range of 500 MHz to 1 GHz with 1-kHz steps, small size, low power, low phase
noise, and 1-ms switching time. Figure 9.17 shows the original topology.

This synthesizer uses five PLLs in the multiple-PLL topology. Now, after the
synthesizer is in production, the customer comes back and says he wants 10-Hz
steps instead of 1-kHz steps, and he does not want to change the design. Maintaining
the same topology and keeping most of the existing circuitry limits your choices
to adding only three more PLLs for a total of eight PLLs to get a 10-Hz step as
shown in Figure 9.18.
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Figure 9.17 Block diagram of original example design for 1-kHz steps.

Figure 9.18 Block diagram of modified example design for 10-Hz steps.

However, after you study the problem further, a change in topology to multiple
PLLs and a DDS (Figure 9.19) would have been more optimal had it been known
at the beginning that small frequency steps were required. At the expense of higher
harmonics, this topology would improve switching time, lower phase noise, reduce
the number of high-frequency parts, and simplify the design. Consequently, the
all-too-familiar choice of scraping the existing design and starting over or living
with the old design and adding to it is presented. Joseph Petzval, a technical
philosopher in the 1800s, commented about this predicament, ‘‘The optimal solu-
tion is the best one you have when the money runs out’’ [3].
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Figure 9.19 Block diagram of new example design.

In summary, this section has shown that studying synthesizer topologies can
help with selecting the best configuration. First, synthesizer topologies were classi-
fied. Trade-offs between topologies were discussed. Applications of the topologies
were shown. Decision matrices were presented to help in the selection process.
And, finally, an example showed that slight changes in requirements can signifi-
cantly change the design of a synthesizer.

9.1.8 Monolithic Synthesizer Example

An example monolithic design of a synthesizer will help show the trade-offs that
have to be made in order to meet design requirements. Designing over a wide
output-frequency range and wide input reference frequencies presents a different
set of technical challenges than a fixed frequency design.

Figure 9.20 shows the schematic of the example synthesizer. The synthesizer
has classic phase/frequency detector, a simple charge pump, and RC loop compensa-
tion. The VCO is a current-starved ring oscillator followed by a pulse-swallowing
divider with a divide-by-4/5 dual modulus prescaler. The simulation test bench
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Figure 9.20 Example simulation test bench and functional block diagram for a synthesizer.

uses a multiplexer to switch between input frequencies in order to do frequency-
step-response transient tests.

To characterize the example synthesizer, we will simulate the VCO tune corners,
VCO gain corners, and phase detector charge pump corners; the large frequency
step response with weak conditions and small and large divide ratios; the small
frequency step response with weak conditions and small and large divide ratios,
strong conditions, and a small divide ratio; and the power brown-out response.

First, let’s look at the design parameters for the synthesizer for a 0.55-mm
gate-length process with a 5-V supply. Table 9.1 shows the design parameters for
the synthesizer. The VCO gain is given from an estimate of previous designs of a
current-starved ring oscillator.

From the design parameters, we calculate the loop-compensation filter using
the charge pump synthesis equations. The charge pump gain is an estimate from
previous designs of a simple charge pump. A high current is desired in the charge
pump to keep the SNR high. Table 9.2 shows the calculation for the loop compensa-
tion.

9.1.8.1 Component Simulations

Now we need to simulate the VCO and charge pump phase detector to verify our
assumptions about the VCO gain and charge pump gain.

Table 9.1 Design Parameters for the
Example Synthesizer

Design Parameter Value

Reference frequency 1–30 MHz
Kv 500E6 rad/s/V
N 8–60
Loop bandwidth 0.85 MHz for N = 8
Damping factor 0.6
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Table 9.2 Calculation Results for
the Loop Compensation

Component Charge Pump

Kd 0.4 mA/rad
R1 0
R2 800V
C1 500 pF
C2 50 pF

Figure 9.21 shows the current-starved VCO tune curves for nominal and worst-
case corner conditions. The weak condition has 10% low supply voltage, 125C
temperature, and weak process. The strong condition has 10% high supply voltage,
−40C temperature, and strong process. From these curves, we can find the operating
frequency range of the VCO by looking for the overlapping range. The minimum
operating frequency is determined by the lowest frequency for the strong conditions,
which is 8 MHz at a tune voltage of 0.9V. The maximum operating frequency is
determined by the highest frequency for the weak condition, which is 70 MHz at
a tune voltage of 4V. Consequently, the working range of the VCO is 8 to
70 MHz for a tune voltage of 0.9V to 4V.

Figure 9.22 shows the current-starved VCO gain curves for nominal and worst-
case corner conditions. From this curve, we can find the range of VCO gain so
that we can adjust the design to operate under these conditions. This figure shows
worst-case maximum gain of 96 MHz/V at a 2.2-V tune voltage for the strong
condition and a worst-case minimum gain of approximately 12 MHz/V at 0.95V
and 3.9V for the weak condition. This is an eightfold variation in the gain, which

Figure 9.21 Nominal and worst-case corners for current-starved ring VCO frequency versus tune
voltage.
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Figure 9.22 Nominal and worst-case curves for the gain of the current-starved ring VCO.

will change the bandwidth by a factor of the square root of 8 or a factor of 2.8
times. This variation needs to be accounted for during the design.

Figure 9.23 shows a phase detector and charge pump transfer function over
nominal and the worst-case control voltages. A reference frequency and feedback
divided-down VCO frequency of 10 MHz was used for these curves. From this
curve, we can find the range of phase detector gain so that we can adjust the design
to operate under these conditions. For a 3.5-V control voltage, the positive phase
error has a 429-ma/rad gain, and the negative phase error has a 199-ma/rad gain.
For a 1.0-V control voltage, the positive phase error has a 199-ma/rad gain, and
the negative phase error has a 356-ma/rad gain. For a 2.5-V nominal control
voltage, the positive phase error has a 390-ma/rad gain, and the negative phase
error has a 295-ma/rad gain.

The 3.5-V and 1.0-V control voltages have gain slopes that vary by 2 to 1.
This is enough variation for the loop to be able to oscillate about the zero phase error
because of the difference in up and down gain. We will look for this characteristic in
the system simulations. In addition, there is an offset of 50 ma at the zero-phase-
error point. Consequently, the figure of merit for the phase detector reduces to
approximately 4, which is poor and will cause high reference sidebands (jitter).
Now, the VCO must operate under a range of less than 1V to 3.5V. For a 5-V
supply, we are throwing away 50% of the range. At lower supply voltages for
faster processes, this will not be acceptable. Other rail-to-rail architectures for the
phase detector charge pump and the current-starved VCO will have to be used for
these cases.

Figure 9.24 shows phase detector and charge pump transfer function curves
for nominal and worst-case corners. For the weak condition, the positive phase
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Figure 9.23 Variation of charge pump transfer function versus nominal and worst-case output
tune voltages.

Figure 9.24 Nominal and worst-case curves of the charge pump transfer function.
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error has a 219-ma/rad gain, and the negative phase error has a 127-ma/rad gain.
For the strong condition, the positive phase error has a 624-ma/rad gain, and the
negative phase error has a 644-ma/rad gain. For nominal conditions, the positive
phase error has a 390-ma/rad gain, and the negative phase error has a 295-ma/rad
gain. From all these conditions, the worst-case gains to be used in the analysis are
127 to 644 ma/rad. This is a 5-to-1 variation in gain, which will further complicate
the synthesis of components. Table 9.3 summarizes the component simulations for
the phase detector and VCO.

9.1.8.2 System Simulations

With the component gains determined, we can simulate the control system and
adjust loop-compensation values to best fit the variation in gains and divide ratios.
Figure 9.25 shows the open-loop Bode plot for nominal and worst-case conditions.
Figure 9.25 shows that with 1-MHz reference, a divide ratio of 60, and weak
conditions, the loop is close to oscillation as a result of the wide variation in gains

Table 9.3 Summary of Component Values for the Example Synthesizer

PLL Parameter Minimum Nominal Maximum

Charge pump gain 127 ma/rad — 644 ma/rad
Charge pump control range 1V — 3.5V
VCO frequency range 8 MHz 40 MHz 70 MHz
VCO gain 12 MHz/V 72 MHz/V 96 MHz/V
VCO control range 0.9V 1.6V 4V

Figure 9.25 Nominal and worst-case magnitude and phase of the open-loop Bode plot of the
example synthesizer.
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and divide ratios. We will leave this close-to-oscillation condition and see how the
simulations detect this condition. The 0-dB crossover point varies from 400 to
9,000 kHz. The nominal case with divide-by-8 and the strong case with divide-
by-8 and a 20-MHz reference frequency have low phase margin (15° to 20°). Let’s
do some simulations to show the effects in transient analysis.

Figure 9.26 shows the control-voltage response to a small frequency step of
2.5 to 3.75 MHz with a feedback divide ratio of 8 and strong conditions (5.5V,
−40C, and strong transistor models). The output frequency steps from 20 to
30 MHz. The rise time is 100 ns, and the overshoot is 3.8V/2.5V = 52%. Curve
fitting, using (3.142), (2.25), and (2.24), gives a 25° phase margin and a 2.6-MHz
0-dB crossover frequency. This is the widest bandwidth condition for the circuit
because of the strong conditions and the smallest divide ratio. This condition defines
the maximum bandwidth side of achieving stability.

Figure 9.27 shows the response of the control voltage to a small frequency
step at 15 ms from 1 to 1.06 MHz with a feedback divide ratio of 60 and weak

Figure 9.26 Small frequency step response for divide ratio of 8 and strong conditions of the
example synthesizer.

Figure 9.27 Small frequency step response for divide ratio of 60 and weak conditions of the
example synthesizer.
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conditions (4.5V, 125C, and weak transistor models. The x-axis scale is 0.1 ns
per unit. The output frequency changes from 60 to 63.6 MHz. The rise time is
1 ms, and the overshoot is 100%, which makes the loop marginally stable. Curve
fitting, using (3.142), (2.24), and (2.25), gives a 6° phase margin and a 0.3-MHz
0-dB crossover frequency. This is the narrowest small-signal bandwidth case
because of the weak conditions and the highest divide ratio. This condition defines
the minimum bandwidth side of achieving stability. In addition, notice how difficult
it is to distinguish the step response at 15 ms from the ringing that occurs before
and after the response. There is a tendency to increase the frequency-step size to
make the step response more observable, but this can give false results because of
the slew rate of the PLL.

Figure 9.28 shows the control-voltage response to a small frequency step from
4 to 8 MHz for a divide ratio of 8 and for weak conditions. The output frequency
changes from 32 to 64 MHz. The 10% to 90% rise time is 400 ns, and the
overshoot is 50%. Curve fitting, using (3.142), (2.25), and (2.24), gives a 20°
phase margin and a 0.4-MHz 0-dB crossover frequency. Reducing the divide ratio
and increasing the reference frequency produces a more stable response for the
divide ratio of 8.

Figure 9.29 shows the control-system response to a large frequency step from
1 to 1.15 MHz with a divide ratio of 60 and weak conditions. The rising step
response occurs at 15 ms, and the falling response at 30 ms. The output frequency
changes from 60 to 69 MHz. The 10% to 90% rise time is 1.5 ms, and the overshoot
is close to 100%. The rise time slows down by 50% because of slew rate limiting
in the PLL. In addition, the loop shows a decaying sinusoidal response that looks
like a much higher phase margin than the 6° phase margin shown in the small
frequency step response. Consequently, too large a frequency step in the simulation
can give erroneous results about the bandwidth and the stability. There is a tendency
to have large frequency step responses because it is easier to distinguish the response
from the noise artifacts of the simulation.

Figure 9.28 Small frequency step response for divide ratio of 8 and weak conditions of the example
synthesizer.
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Figure 9.29 Large frequency step response for divide ratio of 60 and weak conditions of the
example synthesizer.

Figure 9.30 shows the control-system response to a large frequency step from
4 to 10 MHz with a divide ratio of 8 and weak conditions. The x-axis has units
of 0.1 ns. The output frequency steps from 32 to 80 MHz. The 10% to 90% rise
time is 3 ms, and the overshoot is about 10%. In this case, the slew rate distorts
the small-signal response even more.

Table 9.4 shows a summary of the hold-in ranges from the simulations that
were done. This table shows a narrow hold-in range for the times-60 frequency
multiplication.

Figure 9.30 Large frequency step response for divide ratio of 8 and weak conditions of the example
synthesizer.

Table 9.4 Summary of Hold-In Range Results

Parameter Input Frequency (MHz) VCO Output (MHz) Control Voltage (V)

Hold-in range × 60 1–1.15 60–69 2–4.0
Hold-in range × 8 4–10 32–80 1.6–4.0
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Table 9.5 shows a summary of the frequency step-response results. Simulation
data of rise and fall times for each condition is converted to bandwidth and phase
margin by fitting the response to the transient solutions discussed in earlier chapters.
It shows a 300-kHz loop bandwidth for the times-60 multiplication factor and
weak process conditions. Therefore, the narrow frequency range occurs because
the 300-kHz bandwidth prevents the reference frequency from going below 1 MHz
from the loss of phase shift from sampling delay, which will make the loop unstable.
Consequently, wide output-frequency range with a high multiplication factor for
a single loop PLL synthesizer requires that the loop bandwidth be narrow. To
make it more stable requires reducing the phase detector gain or increasing the
capacitor size.

From the simulations, the VCO must operate under a range of less than 1V
to 3.5V. For a 5-V supply, we are throwing away 50% of the VCO range. At
lower supply voltages for faster processes, this will not be acceptable. Other rail-
to-rail architectures for the phase detector charge pump and the current-starved
VCO will have to be used for these cases.

Table 9.6 shows a summary of the other parameters measured in the simula-
tions. It shows that the lock time varies from 3 to 15 ms, and the loop bandwidth
varies from 300 to 2.6 MHz. The variation in loop bandwidth accounts for the
large variation in lock time. To speed up lock time in a PLL would require a wide
loop bandwidth, which is a trade-off that would reduce output-frequency range.
In most synthesizer applications, output-frequency range is more important than
lock time.

Synthesizer design for a wide range of output and input frequencies produces
a wide range in control-system variations. Methods to reduce this variation must
be used to have the widest-possible-range synthesizer. Varying the phase detector
gain (charge pump current) with divide ratios is one method to improve the output-
frequency range. Switching loop compensation with divide ratios is another method
to improve the output-frequency range. Finally, using a programmable output

Table 9.5 Summary of Frequency-Step-Response Data over Worst-Case Conditions

Parameter Simulated Data

Frequency step response × 60 weak 1-ms rise time, 100% overshoot, 0.3-MHz fx , 6° phase
margin

Frequency step response × 8 weak 400-ns rise time, 50% overshoot, 0.4-MHz fx , 20° phase
margin

Frequency step response × 8 strong 100-ns rise time, 52% overshoot, 2.6-MHz fx , and 25°
phase margin

Table 9.6 Summary of the Other Parameters
Measured in the Simulations

Parameters Minimum Maximum

Lock time 3 ms 15 ms
Loop bandwidth 300 kHz 2,600 kHz
Phase margin >5° 250
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divider to divide-down the output frequency is another method to improve output-
frequency range.

9.2 Clock Recovery

To an ever-increasing extent, communication links use digital formats to synchro-
nously transmit information in a continuous, uniform pulse stream. Many systems
transmit or receive data without any additional timing reference. Almost every
digital communication link uses a PLL in the transmission of this information.
Digital data can be transmitted over serial or parallel data channels. A clock signal,
which is normally not transmitted, synchronously clocks the data to be sent to the
receiver. Thus, the receiver must extract the clock information out of the received
data signal. A clock-recovery circuit extracts the clock information by producing
a timing-clock signal from the stream of binary data. Most clock-recovery circuits
use phase-locking techniques. Optimum detection of the data requires a local clock
generator that has close alignment with the received pulse train. Clock-recovery
processes the data stream to synchronize the frequency and phase of the clock. A
PLL accomplishes this function. Clock-recovery applications include compact disk
players, floppy disk readers, and satellite data links.

In general, transmitting digital data uses baseband and carrier-bused transmis-
sion methods. Baseband transmission directly sends the digital signal over the link.
A carrier system uses the digital signal to modulate a carrier, which is usually a
high-frequency signal. Amplitude modulation (AM), frequency modulation (FM),
or phase modulation (PM) techniques can modulate the carrier, or different combi-
nations can be used, such as AM and PM. In carrier systems, a number of digital
signals can be modulated to different carriers. Consequently, the bandwidth of
carrier systems can be much larger than the bandwidth of baseband systems.
However, in this section we will deal only with baseband systems [4].

Digital communication systems convey information by a series of bits, 1s and
0s. Figure 9.31 shows a typical binary data signal. The data stream has a bit
sequence of 0,1,1,0,1,0,0,1,1,0,1,0,1,0, where 1 represents a pulse, and 0 represents
the absence of a pulse. The bit rate is called the baud, fb = 1/Tb . To process the
data correctly, the receiver synchronizes a clock to the data by making the clock
frequency fo equal to the bit rate fb .

Figure 9.31 (a) Nonreturn-to-zero (NRZ) data, and (b) return-to-zero (RZ) data.
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The return-to-zero (RZ) format goes to zero between consecutive bits, which
can easily be confused with the nonreturn-to-zero (NRZ) format. For the same bit
rate, RZ data has the advantage of more transitions then NRZ [5].

The application of PLLs to clock recovery has special design considerations.
The random nature of the data stream restricts the choice of phase detectors. In
particular, three-state phase detectors will not work, and other means must be
used to aid acquisition. The random data also causes the PLL to add undesired
phase variation (timing jitter) in the recovered clock. Proper design of the PLL can
minimize this jitter. Trischitta and Varma [6] provide a comprehensive reference
on jitter sources, effects, and standards.

Let’s list the ideal requirements for a clock-recovery PLL. This will give us a
clearer ability to adjust the architecture and parameters in the design:

• Generation of a positive clock edge centered between consecutive data-
transition time points;

• Low additional jitter and noise to the input:
• Low far-out phase noise (VCO);
• Low-noise ear/peaking (control system);
• High-order poles (improved jitter tolerance);
• Low reference sidebands;
• Low spurious levels;
• Low multiplication factors to minimize accumulated jitter;

• Fast time response for initial lock;
• Zero phase start up;
• Slow time response to changing data;
• Wide frequency range;
• High stability;
• High output frequency;
• Fast power up;
• High noise immunity;
• Minimum tracking error:

• No resets;
• Minimum reference edge to output edge skew;
• Tracking of low-frequency input modulation;
• Rejection of high-frequency input modulation;
• Minimum sensitivity to missing input edges;
• Low phase detector offset;

• Small size;
• Low power;
• Low cost.

The following lists some of the multitude of clock-recovery architectures:

• PLL frequency synthesizer reference for DLL;
• PLL frequency synthesizer reference for ADPLL;
• Quadricorrellator;
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• Early/late gate;
• Modified phase/frequency detector.

9.2.1 Properties of NRZ and RZ Data

Digital systems commonly transmit data in an NRZ format. Figure 9.32(a) shows
the NRZ data stream Vi′. The bit sequence is 1,1,0,1,0,0,1,1. The NRZ format
does not have the signal going to zero between adjacent pulses represented by 1s.
Each NRZ bit has a bit time duration of Tb = 1/ fb , and a bit rate of rb = 1/Tb
bits/s. Each bit has equal likelihood of being a 1 or 0 and has statistical independence
from the other bits. Furthermore, the highest frequency (a repetitive 0,1 sequence)
in the data stream is fb/2 = 1/(2/Tb ) and equals half the input-generating synchro-
nous clock fo /2 [7].

NRZ data has two characteristics that make clock-recovery difficult. First, the
data may have long sequences of 1s and 0s. With no transitions for the circuit to
operate, the clock-recovery circuit must hold the clock frequency with negligible
drift during these events. Second, the spectrum of NRZ has nulls at even-integer
multiples of the bit rate. Consequently, there is no energy at the clock rate for the
data.

In general, binary bit streams of data have random characteristics. Conse-
quently, statistics can be used to describe them. From the autocorrelation function
of a random binary sequence, (9.15) computes the power spectral density [8]

Figure 9.32 (a) NRZ data, (b) band-limited NRZ data, and (c) recovered clock. (From: [7].  1991
Prentice-Hall. Reprinted with permission.)
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Figure 9.32(a) shows the shape of the power spectral density for NRZ data.
The x-axis shows frequency at integer multiples of 1/Tb . The maximum frequency
of the data for a periodic 0,1 pattern is 1/Tb /2. The recovered clock is at 1/Tb ,
which is two times the maximum frequency of the data.

Figure 9.32(a) shows that the spectrum of NRZ has nulls at integer multiples
of the bit rate. The band-limited form of the NRZ data [shown in Figure 9.32(b)]
has most of the spectrum of this signal below fb /2. With no spectral component
at fb , a PLL will not lock to the data to produce the clock signal.

An example shows the effect of nulls at integer multiplies of the bit rate. A
1 Gbps data stream with alternating 1s and 0s produces a 500-MHz square wave,
which is the fastest waveform in the data stream. A signal at the 1-GHz clock rate
does not exist. This characteristic makes PLLs lock to spurious signals or not lock
at all.

To avoid false lock, the data stream goes through a nonlinear operation to
create a frequency component at the clock frequency fb . Then, a PLL can recover
the desired clock signal Vo , as shown in Figure 9.32(c). For instance, the nonlinear
operation (differentiator followed by a full wave rectifier) generates a pulse at each
detected data transition.

When in lock, the PLL usually phases the clock so that its rising edges are
centered on the data pulses (see the dots on the Vi′ waveforms). If the PLL aligns
the falling edge of Vo in the center of the Vi pulses, the complement of the clock
can be used for data sampling.

Now. let’s study the RZ format. Consider the data signal in Figure 9.31(b),
where the second and third bits are adjacent 1s. The RZ format goes to zero
between these consecutive bits of 1. The highest frequency in RZ data (a repetitive
0,1 sequence) in the data stream is fb and equals the input-generating synchronous
clock fo ; however, RZ uses more channel bandwidth than NRZ. Consequently,
where larger channel bandwidths are costly, NRZ is preferred.

The RZ format produces a signal that has a periodic square wave with period
Tb with some of the pulses missing. Therefore, the spectrum of this waveform has
a line component at fb = 1/Tb . In addition, the spectrum has a continuous compo-
nent that extends beyond f = 2fb . This portion of the spectrum corresponds to the
random pattern of missing pulses. Communication applications lowpass-filter the
RZ data to eliminate as much noise as possible. The filtering generates a rounded
data-stream waveform in the time domain and a narrower spectrum in the frequency
domain. The filter still has a broad-enough bandwidth to return the signal to zero
between pulses in the time domain, and it still has a line component at fb in the
frequency domain. Clock-recovery extracts this spectral line as either a sine wave
or a square wave.

Aligning the rising edges of the recovered clock at the center of the input data-
stream pulses gives the optimum phase position. Then, the recovered clock samples
the data at the optimum time to determine whether the bit is a 1 or a 0.
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9.2.2 Edge Detection

One method to recover clock from NRZ data converts the NRZ data to an RZ-like
data signal that has a line component at fb . Then, the clock can be recovered from
that RZ data with a PLL. Edge detection generates a waveform with an RZ-like
format. Edge detection of a binary bit stream requires a method for sensing both
positive and negative edges. Figure 9.33 shows NRZ data and the output of a
positive and negative edge detection scheme [5].

Figure 9.34 illustrates the conversion process for band-limited NRZ data. The
positive and negative transitions of the data stream Vi′ (as shown in the top
waveform in Figure 9.34) contain the phase information of the imbedded clock.
Consequently, differentiating (d /dt) the data stream generates a pulse (either posi-
tive or negative as shown in the second waveform in Figure 9.34) corresponding

Figure 9.33 (a) NRZ data that is (b) edge-detected in a manner similar to RZ format.

Figure 9.34 Resulting waveforms from converting band-limited NRZ data to RZ data: (a) functional
diagram of the conversion process of (b) bandlimited NRZ data and the resulting
waveforms (c) after differentiation and (d) after squaring to get RZ data. (From: [7].
 1991 Prentice-Hall. Reprinted with permission.)
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to each transition (from 0 to 1 or from 1 to 0). Squaring the differentiated signal
dVi′ makes these pulses Vi all positive (as shown in the third waveform in Figure
9.34). Squaring produces fewer harmonics and reduces the in-band noise compared
with full-wave rectification.

Signal Vi looks just like RZ data. The waveform has pulses spaced at intervals
of Tb and some missing pulses. However, unlike standard RZ format, a pulse
represents a transition rather than a 1 [7].

Low-noise applications use other options for converting NRZ data to RZ data.
Figure 9.35 shows a method that is useful at high data rates (fb > 100 Mbps). An
exclusive-OR gate produces the desired edge detection by splitting the data stream
into two paths with on of them delaying the data Vi′ by Tb /2 and comparing the
original data path with the delayed version of itself. After a data transition, the
exclusive-OR gate senses the logical difference in Vi′(t) and Vi′(t − Tb /2) input and
generates a pulse at the output.

For example, a data rate of fb = 100 Mbps makes the bit spacing Tb = 10 ns
and the desired delay Tb /2 = 5 ns. Let’s assume signals propagate through an inverter
delay in about 0.2 ns. Then, a 5-ns delay requires 26 inverters. Consequently, low
signal-to-noise clock-recovery applications do not use this method because the long
string of logic devices decreases the effective signal-to-noise ratio; however, the
simplicity of this circuit in comparison with the circuit in Figure 9.34 makes it a
good choice for the high-SNR application of recovering a clock from a logic data
stream.

For low-data-rate applications, the number of inverters to realize Tb delay may
be prohibitive. Therefore, another method similar to the exclusive-OR can be used
to convert NRZ to RZ data. Here, the rising edges of the data stream trigger a
rising-edge, monostable multivibrator, and the falling edges of the data stream
trigger the falling-edge monostable multivibrator. After being triggered, both multi-
vibrators generate a pulse with a pulse width of Tb /2. Then, an OR gate combines
the pulses to generate the edge-detected waveform.

Some phase-locked clock recovery units (CRC) applications mix the edge-
detected data with the output of the VCO. This operation samples the output of
the VCO. Figure 9.36 shows the digital equivalent circuit. The VCO frequency
has to be two times the input frequency for the loop to lock with this circuit. The
clocked D latches sample on the rising or falling edge of the data and hold it. The

Figure 9.35 Edge detection of a data stream by comparing the original data stream to a delayed
version of itself.
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Figure 9.36 Diagram of double-edge-triggered flip-flop.

multiplexer selects the latch that is in the hold condition. This circuit is called a
double-edge-triggered flip-flop [9].

9.2.3 Clock-Recovery Architectures

We will now discuss some of the clock-recovery architectures. Clock recovery
consists of edge detection and a narrow-bandwidth tracking loop. The narrow-
bandwidth tracking loop generates a periodic output that quickly settles to the
input data rate and has negligible drift when input edges are missing. This operates
like a sample-and-hold circuit. When there are edges, we want to correct the loop
to the phase error that is detected, and when there are no edges, we want to hold
the error value as long as possible until the next edge occurs. Figure 9.37 shows
how a PLL can be used after an edge detector to recover a clock [5].

The output of the edge detector doubles the clock rate of the NRZ data into
the mixer. The PLL locks to this clock rate. A missing edge does not cause the
multiplier to add an additional signal to the lowpass filter, and the charge on the
capacitor drifts over time. A narrow-bandwidth lowpass filter minimizes this drift;
however, a narrow-bandwidth lowpass filter makes a narrow loop bandwidth. A
narrow loop bandwidth produces a narrow capture range that can cause the loop to
unlock and never recover. Consequently, most clock-recovery circuits use frequency

Figure 9.37 Edge detector followed by a PLL to recover the clock.
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detection to steer the VCO frequency close enough (approximately within five loop
bandwidths) to lock the loop.

The popularity and success of the three-state phase/frequency detector makes
it the first phase detector to consider for any application. However, for clock-
recovery applications, this detector is a poor choice. The three-state PFD produces
false pulse widths for an NRZ bit stream.

Figure 9.38 shows the effect of pseudorandom code on a PLL with a phase
frequency detector. The PLL was locked with a square wave data input, and then
the pseudorandom code was applied. The top signal shows the input data to the
edge detector, and the second signal shows the detected edges out of the edge
detector. The third signal shows the modulation of the VCO output clock. The
amount of modulation in frequency shows the difficulty the loop is having.

The fourth signal shows the tune voltage to the VCO. The up-and-down
movement of the control line shows that the loop is having difficulty tracking the
input. The next two signals show the up and down output signals out of the phase
detector. The pulse-width modulation of the up and down signals show large phase-
error variations in the loop. A lack of edges causes the up output to go high and
cause an up error by driving the VCO to a higher frequency. Later, the loop corrects
with some down pulses to try to regain lock.

This figure shows up pulses when there are no transitions, which will force
the loop out of lock. The ideal would be a hold with no transitions. When the
phase wraps in the comparison of the divided-down VCO output with the NRZ
bit stream, the PFD falsely detects this as a high frequency and generates a wide
down pulse to correct the PLL. Consequently, other choices for phase detector
require careful examination, which will be discussed in Section 9.2.4.

9.2.3.1 Quadricorrelator

A quadricorrelator clock-recovery architecture combines frequency detection with
a narrow-bandwidth PLL. Introduced by Richman in 1954, the analog version of
the quadricorrelator has had a long history of use in the electronics industry [10].
The quadricorrelator has three loops, as shown in Figure 9.39. Loops I and II

Figure 9.38 Poor clock-recovery detector response for a phase/frequency detector with pseudoran-
dom input data.
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Figure 9.39 Block diagram of analog quadricorrelator.

perform frequency detection. Loop III does the phase detection. The frequency
detection makes the capture range independent of the locked loop bandwidth.
Consequently, the phase-detection loop can have a narrow loop bandwidth to
minimize VCO drift between data transitions. This architecture requires the VCO to
generate quadrature outputs. Consequently, a differential VCO would be preferred.

Mixing v1 for the output of the edge detector with v2 for the output of
the VCO produces sin[(v1 − v2)t] at the output of the in-phase mixer and
cos[(v1 − v2)t] at the output of the quadrature mixer. Differentiating the output
of the quadrature mixer and mixing with the output of the in-phase mixer produces
(v1 − v2) cos2(v1 − v2)t at node P. Filtering the high-frequency component pro-
duces a voltage proportional to (v1 − v2) for tuning the VCO. The negative
feedback in the loop tunes the VCO until this is minimized to zero frequency error.
As the loop approaches zero frequency error, the output of loop III begins to
dominate, and the phase error begins to be minimized. After the loop achieves
frequency lock, loops I and II should be disabled to prevent noise and spurious-
signal disturbance paths.

A mixer (Gilbert cell) can electronically realize the multipliers in the circuit.
The lowpass filters can be RC filters. A highpass filter can realize the differentiator.
The 90° phase shifter can be a tap off of a differential ring oscillator.

Digital versions of the quadricorrelator replace the in-phase and quadrature
mixers with the double-edge-triggered flip-flop, and this eliminates the need for
an edge detector [9]. This produces quadrature beat notes at the difference frequency
between the VCO and the bit rate into the circuit. From the outputs of the double-
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edge-triggered flip-flops, the signals can be processed by another double-edge-
triggered flip-flop and some logic to generate an up and down frequency signal to
control the frequency of the VCO. This circuit begins operation by minimizing the
frequency difference. Then, the in-phase double-edge-triggered flip-flop is connected
in summation with the frequency detector output and dominates the loop response.
Other types of phase and frequency detectors are described in [10–13] and will be
discussed in Section 9.2.4.

9.2.3.2 Hogge Clock Recovery

Another clock-recovery architecture uses a Hogge phase detector. Figure 9.40 shows
a schematic for a clock-recovery circuit using a Hogge phase detector. The whole
clock-recovery circuit has a coarse and a fine tune. In this figure, we are only
concentrating on the fine-tune portion and model the coarse-tune portion with a
dc supply voltage. The input data stream is fed to the input of the Hogge phase
detector and compared with the VCO output. The Hogge detector generates and
up and down signals that are used by a loop compensation to generate a fine-tune
dc voltage VFINE_OUT. The fine tune voltage is summed together with the coarse
tune voltage to adjust the VCO into the lock condition. The tune voltage adjusts
the power-supply voltage in the VCO, which consists of a ring of RS latches.
Adjusting the power-supply voltage changes the output frequency. Finally, a D
flip-flop uses the recovered clock in order to clock the input data and produce
the data output stream. This example minimizes the number of components and
transistors needed to produce the fastest computer execution time.

Tuning of the coarse voltage is required in the computer simulation because
of the small lock range (<5%) of the phase detector. The tuning is done by changing
the coarse tune voltage until the VCO frequency is within 5% of the required lock
frequency. The up and down signals will start to show a distinct trend once the
frequency gets close to lock. Far away from the lock frequency, the up and down
signals will have a nondistinct wave shape. Also, lock conditions to frequency
harmonics and fractional harmonics of the VCO can be observed.

Figure 9.41 shows the key waveforms that are produced in the clock-recovery
circuit when it is correctly locked to a pseudorandom data-stream input with 26

combinations. Studying these waveforms helps us understand clock-recovery cir-
cuits. The x-axis varies from 39 to 41 ms. The top waveform shows the input data
stream at a 5-Mb rate. The fastest 1 and 0 square wave waveform is at 2.5 MHz.
The data stream has a single transition at 39.5 ms, followed by multiple edges at
40.5 ms at the fastest bit rate. The next waveform shows the recovered data that
was generated by the recovered clock. The recovered data is shifted from the input
data by half a clock period of the recovered clock because of the 90° phase shift
in the recovered clock. The next waveform is the recovered clock at 5 MHz. At
40.5 ms, the recovered clock waveform has a positive edge in the middle of the
positive and negative pulse widths of the top waveform input data stream. This is
the optimum position for the recovered data clock. The fourth and fifth waveforms
are up and down outputs of the Hogge detector. The final waveform is the fine
tune-voltage adjustment out of the clock-recovery filter.



9.2
C

lock
Recovery

485

Figure 9.40 Functional schematic of the fine-tune portion of a clock-recovery circuit using a Hogge phase detector.
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Figure 9.41 Waveform timing out of a clock-recovery circuit using a Hogge detector.

At 39.5 ms a single edge transition in the data produces an up and a down
pulse out of the Hogge detector. This causes a ramp down followed by a ramp up
in the fine tune voltage waveform. A balance in these pulse widths causes the net
voltage to remain the same. An absence of transition edges causes the fine-tune
output voltage also to remain the same. An up-signal pulse width larger than the
down-signal pulse width causes the VCO frequency to increase, and a down-signal
pulse width greater than the up-signal pulse width causes the VCO frequency to
decrease. Consequently, a balance in the pulse widths keeps the clock-recovery
circuit locked.

9.2.4 Phase Detectors for Clock Recovery

Studying how the various phase detectors work with random bits helps in under-
standing the trade-offs between them and in selecting the best detector for the
application. Here, we will do simulations, measure the current output waveform
for each phase detector with lag, zero, and lead phase errors, and look at the
waveforms to understand phase detector operation.

9.2.4.1 Phase/Frequency Detector

The popularity and success of the three-state phase/frequency detector makes it
the first phase detector to consider for any detector application. However, for clock
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recovery, this detector is a poor choice. The three-state PFD produces false up
pulses for an NRZ bit stream.

Figure 9.42 shows what happens when trying to use a phase/frequency detector
to recover a clock. The conditions for this case are different from those of the
previous simulation with the phase/frequency detector. In this case, the loop is not
closed, and the VCO frequency does not change with the resulting error signal.
Instead, the VCO is aligned to have almost zero phase error when a data edge
occurs. The top two inputs are used to generate the third from the top output,
which is an edge-detected waveform.

The second from the top waveform is the data stream, NRZ. The top waveform
is the ideally delayed input data stream. The third from the bottom waveform is
the ideal recovered clock, which is twice the fb . The bottom two waveforms are
the up and down outputs out of the phase/frequency detector. With no clock edge,
the phase detector generates an up signal with a wide pulse width equal to Tb /2
and nTb for two or more consecutive 1s or 0s. Ideally, we want a phase detector
to generate an error only when there is an edge and to hold the value until the
next edge comparison. Clearly, this configuration will not work for clock-recovery
applications; however, it does show that we can evaluate clock-recovery phase
detectors with this test fixture configuration.

Figure 9.43 shows an eye diagram. This waveform is generated on an oscillo-
scope by displaying a pseudorandom data stream and using the generating clock
or the recovered clock for a trigger. On a simulator, a triangle wave must be
generated at the data clock rate; the pseudorandom data-stream magnitude is
plotted on the y-axis, and the magnitude of the triangle wave is plotted on the
x-axis. The sinusoidal shape of the logic levels shows that the minimum bandwidth
was used on this data. A recovered clock at points B or D will generate bit errors.
We want the ideal clock to have a positive edge at point C midway between the
zero crossing times of B and D. This is optimum because it will take the largest
level of FM on the clock to cause a bit error.

Figure 9.42 Phase/frequency detector with a zero-phase-error, ideal-clock-recovery waveform rela-
tionship.
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Figure 9.43 Eye diagram showing the optimum clock position to recover the data [2].

9.2.4.2 Exclusive-OR Edge Detector

Many of the clock-recovery phase detectors use exclusive-OR gates. Consequently,
exclusive-OR gates are a basic building block, and understanding how it processes
clock-recovery data is essential for understanding clock-recovery phase detectors.
A simple exclusive-OR gate (multiplier) can be used as a phase detector for clock
recovery. A simulation of the exclusive-OR gate with one input connected to a
pseudorandom data stream that has been edge detected with another exclusive-
OR gate and with the other input connected to a VCO clock that is set to the
optimum position for zero phase error helps in understanding how the detector
works. The output connects to a unity gain operational amplifier with some lowpass
filtering. The current across the feedback resistor shows the equivalent charge
pump current that would be generated.

Figure 9.44 shows the resulting waveforms for the exclusive-OR gate with a
pseudorandom input data stream that has a 50-ns bit rate Tb and the following
logic pattern: 0,0,0,0,1,1,1,1,1,0,1,0,1,0,1,1,0,0,1,1,0,1,1,1,0,1,1,0,1,0,0,1,0,0,
1,1. Studying the waveforms shows that the falling edges of the VCO clock (fre-
quency of twice the data rate) splits the data pulses evenly in the zero-phase-error
position. Figure 9.44 shows a zero average (Vdavg ) of the detector output Vd .

At this zero-phase-error condition, the product Vd consists of pulses with equal
positive and negative areas, about the 2.5-V level for a 5-V supply, which is the
zero-average phase-error point. The data stream has six consecutive edges between
0.5 and 0.9 ms in the data and six clocks at the output of the edge detector. This
produces 12 edges in the Vd , which shows how the phase detector evenly distributes
the area to obtain zero phase error. This operation looks like an early and late
gate method. In an early and late gate method, a pulse before the detected edge is
canceled by a negative pulse after the detected edge. Equal area alignment about
the detected edge gives a net zero change. This balanced operation could make it
sensitive to duty cycle. Later on in this section, we will look at this condition. Also,
this method could generate a lot of spectral energy at various frequencies. This
can make it difficult to filter out and will modulate VCO. If the modulation is
large enough, the loop can lose lock.

Let’s do a comparative study of the output current waveform when leading,
in-phase, and lagging VCO edges are used. A bit rate of 50 ns was used for this
simulation. A slightly delayed clock from the data produces a positive phase error
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Figure 9.44 Exclusive-OR phase detector with a zero-phase-error, ideal-clock-recovery waveform relation-
ship.

ue . For this condition, the Vd pulses have more positive than negative area, as
shown in the bottom waveform in Figure 9.45. This positive area makes Vdavg
positive. A slightly leading clock to the data produces a negative phase error ue .
For this condition, the Vd pulses have more negative than positive area as shown
at the top waveform in Figure 9.45. This negative area makes Vdavg negative.

Incrementally sweeping the phase error and calculating the average output
voltage for each produces the transfer function for the phase detector. A continuous
input data stream and a 32-bit random data stream were used to see the effect on
the phase detector transfer function. Figure 9.46 shows the resulting phase detector
characteristic of Vdavg versus ue for 100% and 50% edge densities. The overlay
of these waveforms shows that the triangular-shaped transfer function has a maxi-
mum and minimum value that depends on the density of data pulses.

This reduction in peak-to-peak value for the random data reduces the gain of
the phase detector. A reduction in phase detector gain makes the loop narrower
when compared with continuous data. This gain reduction needs to be taken into
account when making bandwidth calculations for the PLL.

Let’s develop an expression for the phase detector gain from the simulated
transfer function. Studying Figure 9.44 shows Vd has an average of zero for bit
times with no Vi pulses and a maximum or minimum level for the nonzero ue .
The minimum and maximum voltages have half the 100% edge density value for
the case with half the pulses missing on average. Then, for ue = p /2 and a pulse
density of 50%, Vd will be Vh − Vl half the time and an average of zero the other



490 Applications and Extensions

Figure 9.45 Waveforms for exclusive-OR with (a) a negative Vdavg for lead phase shifts from the
ideal clock, (b) a zero Vdavg for zero phase shifts from the ideal clock, and (c) a positive
Vdavg for lag phase shifts from the ideal clock.

Figure 9.46 Exclusive-OR transfer functions with continuous and random data (50% density).

half the time. Consequently, Vd = (Vh − Vl )/2 corresponds to ue = p /2 for a 50%
pulse density as shown by the transfer function in Figure 9.46. Therefore, (9.16)
computes the corresponding phase detector gain for a data stream with 50% pulse
density:
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Kd50 = (Vh − Vl )p (9.16)

where

Vh = logic high-level voltage;

Vl = logic low-level voltage.

Now, for the same example, let’s vary the duty cycle on the 20-MHz clock
frequency to see its effect on the transfer function. Figure 9.47 shows the effect of
25% duty cycle on the transfer function for the phase detector. The phase-error
operating range is reduced by 40%, and time is shifted 5 ns, but the phase detector
gain (slope) stays the same. Low duty cycles should be avoided because of the
distortion they cause. To use the exclusive-OR phase detector, prior knowledge of
the bit rate must be known so that the edge detector can adjust the delay to the
exclusive-OR to have 50% duty cycle. In addition, we may want to study other
phase detectors that are not sensitive to duty cycle.

9.2.4.3 Pattern-Dependent Jitter

In general, the lowpass nature of the PLL transfer function H(s) makes the PLL
respond to Vdavg , the average of Vd . For the PLL bandwidth K much less than the
baud fb , Vd has a long-term average of zero in Figure 9.44 for ue = 0. However,
for a wideband PLL, the pattern of Vd , which depends on the data, does have an
effect on the output phase of the loop uo .

The analysis here holds for an exclusive-OR phase detector. Consider the data
pattern Vi shown in Figure 9.44 with the corresponding Vd pattern for ue = 0.

Figure 9.47 Exclusive-OR transfer function for 50% and 25% duty cycles.
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Making Vd a phase-modulation input at m(t) in Figure 9.48 allows us to analyze
its effect. Figure 9.48(a) shows phase modulation of a PLL for a signal injected
m(t) after the phase detector.

Figure 9.48(b) shows a signal flow graph of a type 1 PLL with modulation
m(t). The transfer function from m(s) to uo (s) has a flat frequency response up to
the loop bandwidth. The forward gain from m to uo gives A = F(s)Kv /s. The
feedback from uo to m gives B = Kd . From control theory, this produces (9.17):

uo (s)
m(s)

=
A

1 + AB
=

F(s)Kv /s
1 + KdF(s)Kv /s

=
G(s)/Kd
1 + G(s)

=
1

Kd
H(s) ≈

K /Kd
s + K

(9.17)

uo (s)
Vd (s)

≈
K /Kd
s + K

where

Figure 9.48 Signal flow graph of a type 1 PLL and the resulting transfer function [7]: (a) block
diagram of a phase modulated PLL by a signal m(t) injected after the phase detector
in the time domain; (b) a signal flow graph of a type 1 PLL in the S domain with the
injected signal; and (c) the resulting transfer function plot of output phase over input
signal ratio versus radian frequency. (From: [7].  1991 Prentice-Hall. Reprinted with
permission.)
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H = G /(1 + G);

K = KdKvF(0) ≈ loop bandwidth for Type I PLL.

The closed loop H(s) has unity gain with a high-frequency cutoff at v = K. Figure
9.48(c) shows uo (s)/m(s) has a gain of 1/Kd with a high-frequency cutoff at
v = K.

The uo (t) waveform in the middle of Figure 9.45 shows that the lowpass
transfer function characteristic of Figure 9.49 shapes the waveform. For pulses on
Vi , uo has a triangular wave shape with a peak-to-peak amplitude of Du . For no
pulses on Vi , uo has a triangular wave shape with a peak-to-peak amplitude of
2Du . For changes in the data pattern on Vi , uo has a decaying lowpass-filter
exponential transient. This transient is the short-term average of uo . The transient
has a Du/2 amplitude.

The description of the waveform allows us to develop an expression for Du in
terms of K and Tb . For frequencies on the order of fb (therefore greater than K),
(9.18) becomes approximately (9.17):

uo (s)
Vd (s)

≈
K /Kd

s
(9.18)

Rearranging and taking the inverse La Place transform produces (9.19) and (9.20):

suo (s) ≈ Vdavg (s)K /Kd (9.19)

duo (t) ≈ Vdavg (s)K /Kd (9.20)

Figure 9.45 shows that Vd = Vh − Vl for an interval Tb /4 in the presence of a data
pulse on Vi . Then, (9.21) describes the change in uo during this interval:

Du ≈ duoTb /4 = (Vh − Vl )K /Kd50Tb /4 (9.21)

Substituting the phase detector gain [Kd50 = (Vh − Vl )/p ] for a density of 50% 1s
in the data in (9.16) produces (9.22):

Du = (p /4)KTb (9.22)

The absence of a pulse in the data pattern Vi in Figure 9.45 makes the time interval
Tb /2, during which there are uo ramps, and the change becomes 2Du . From the
exponential-transient amplitudes of +Du /2 and −Du /2, (9.22) for Du computes the
peak-to-peak phase jitter of uo .

The specific data pattern determines the specific form of the transient behavior.
A pattern of alternate 1s and 0s gives a virtually nonexistent jitter; however, a
pattern of long strings of 1s and 0s produces the jitter amplitude computed in
(9.22).
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Figure 9.49 Schematic of a Hogge detector.
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Example 9.1

A PLL with an exclusive-OR phase detector recovers a clock from RZ data. The
PLL has a bandwidth of one-tenth the baud rate, which makes K = 0.1 × 2p fb .
Find the pattern-dependent jitter. Then, find the pattern-dependent jitter for a
bandwidth of 1/100th of the baud rate.

Substituting fb = 1/Tb into the PLL lowpass-filter expression gives K = 0.2p /Tb .
Substituting the result into (9.22), Du = (p /4)KTb gives Du = 0.2p2/4 = 0.5 rad.
This shows significant pattern jitter of 8% [0.5 rad/(2p )100] of a bit interval for
a bandwidth of one-tenth the baud rate. For 1/100th the bandwidth, K = 0.02p /Tb ,
which gives a Du = 0.02p2/4 = 0.05 rad. This results in a 0.8% pattern jitter which
is acceptable. Consequently, this gives us a rough estimate of the bandwidth that
we need to meet the jitter requirements of a clock-recovery circuit.

9.2.4.4 Offset and Accumulated Jitter

The dc offset Vdo of a phase detector produces another kind of pattern-dependent
phase jitter. The offset voltage causes the clock phase to drift for the no-data-pulse
condition (no phase information). The variations of the data pattern determine the
length of the drift ([10] covers this in more detail).

Offset jitter may seldom be a problem for one PLL. However, for several PLLs
in series, the offset can accumulate to a significant level. This condition occurs for
a chain of data repeaters. After some distance of transmission, distortion and noise
require that the signal be regenerated. Data stream Vi transmitted at the head end
has the clock recovered by a PLL. The PLL cleans up the regenerated data, which
we will call V1 . Repeated clock recovery can occur as many as 1,000 times in a
long-distance transmission. Each clock-recovery circuit in the transmission path
adds its own offset jitter to the total jitter ([10] covers this in more detail).

9.2.4.5 Hogge Detector

Up until now, our discussion has concentrated on a method to recover clock from
NRZ data that required an edge detector to convert the NRZ data to RZ-like data,
as shown in Figure 9.35. Now we will discuss an RZ phase detector that operates
on the RZ data to recover the clock. Figure 9.49 shows a circuit to compare the
phase of NRZ data directly with a clock that skips the need for an edge detector
circuit. This circuit has similar characteristics to a two-state phase detector with
a phase range from −p to p , as shown in Figure 9.50.

The operation and connection of the circuit will be studied to get a deeper
understanding of how this circuit works. The NRZ data signal connects to the D
flip-flop U1 and the exclusive-OR U2 . The noninverting CLK clocks D flip-flop
U1 , and the inverting CLK clocks D flip-flop U4 . D flip-flop U1 serves both the
retiming decision circuit for the receiver and a part of the clock-recovery circuit.
The rising clock edge Vo samples the data Vi . The retimed data from D flip-flop
U1 connects to exclusive-ORs U2 and U3 and the D flip-flop U4 . The exclusive-
OR U2 compares the sampled data Q1 with the data.

The exclusive-OR outputs produce signals V6 and V7 . The exclusive-OR output
V6 from U2 produces a variable pulse width for each transition of the data signal.
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Figure 9.50 Comparison of EXOR and Hogge transfer functions with random data (50% density).

The pulse width depends on the position of the clock within the eye opening. For
a clock that lags behind the ideal-clock position, the pulse widths vary from Tb /2
to Tb . The exclusive-OR output V6 from U2 also produces a variable pulse width
for each transition of the data signal. For a clock that leads, the pulse widths vary
from 0 to Tb /2. V7 has a fixed-width square pulse with a pulse width of half a
clock period for each transition of the retimed data. Connecting the outputs of the
exclusive-OR gates to the differential active filter and filtering the two pulses out
of the exclusive-OR gates produces the error voltage V8 for controlling the VCO
clock.

For ue going from −p to p , the pulse width of V6 goes from 0 to Tb . For ue
= 0, the pulse V6 has a width of Tb /2, and the average of V6 depends on the data-
transition density (the number of V6 pulses). Therefore, the average of V6 alone does
not give us the ideal 0V-average result. However, independently of ue , waveform V7
maintains the same pulse width of V6 for the ue = 0 condition. Consequently, the
reference waveform V7 from the exclusive-OR output of U3 has a fixed-width
square pulse with a pulse width of half a clock period for each transition of the
retimed data. The waveform at V7 gives us a reference to compare against the
varying pulse-width waveform V6 . Differentially comparing V6 and reference V7 ,
then lowpass-filtering, produces the ideal 0V-average waveform output for ue = 0
and a linearly varying transfer function from −p to p . Consequently, properly
centering the leading edge of the clock with the data produces a pulse width, V6 ,
out of the variable-pulse-width exclusive-OR U2 , that is identical to that of the
reference fixed-width pulse V7 . Therefore, V8 = V6 − V7 always has a zero average
for ue = 0.
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One circuit method for differentially comparing the signals connects the outputs
of the exclusive-OR gates to a differential active lowpass filter. The output of the
differential active lowpass filter produces the error voltage for controlling the VCO
clock. Figure 9.49 shows this connection.

Another circuit method for differentially comparing the signals connects the
outputs of the exclusive-OR gates to charge pumps that differentially sum currents.
An output capacitor lowpass-filters the output waveform to produce the error
voltage for controlling the VCO clock.

Figure 9.50 shows the timing diagram for the response of a Hogge detector to
a pseudorandom data stream. The top waveform of the data stream contains
three logic 1s and seven logic 0s (0,0,0,0,1,1,1,1,1,0,1,0,1,0,1,1,0,0,1,1,0,1,1,1,
0,1,1,0,1,0,0,1,0,0,1,1) with the clock properly centered within the data-bit inter-
val. The waveform numbers correspond with the node numbers in Figure 9.49.
The pulse patterns from the outputs at 6 and 7 XORPD13 and XORPD35 have
identical average values, which results in zero error voltage from the active loop
filter at node 8 of Figure 9.49.

The active loop filter consists of differential amplifier U5 and a feedback
network. In conjunction with the integration contribution by the VCO, the active
loop filter makes a second-order loop with a lowpass filter and phase-lead correc-
tion. The effect of combining the differencing and integrating functions into one
circuit is the same as if we were to integrate the two pulse waveforms (nodes 6
and 7 XORPD13 and XORPD35) separately, then subtract the result to produce
the correction current at IRFB.

Varying the phase error above and below the clock produces the waveforms
in Figure 9.51. The same data-stream pattern was used (0,0,0,0,1,1,1,1,1,0,
1,0,1,0,1,1,0,0,1,1,0,1,1,1,0,1,1,0,1,0,0,1,0,0,1,1). The top waveform in Figure

Figure 9.51 Hogge phase detector with (a) a negative Idavg for a leading phase shift from an ideal
clock, (b) a zero Idavg for a zero phase shift from an ideal clock, and (c) a positive Idavg
for a lagging phase shift from an ideal clock.
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9.51 shows a timing diagram with the clock signal advanced relative to the center
of the data-bit interval. This phase error causes the logic 1 pulses at exclusive-OR
output node 6 to become narrower, while those at exclusive-OR output node 7
remain the same width. This produces a pulse pattern at node 6 that has an average
value more negative than that at node 7. Filtering and taking the difference of
these pulses produces a negative correction voltage at node 8.

Similarly, the bottom waveform in Figure 9.51 shows a timing diagram with
the clock signal retarded relative to the center of the data-bit interval. This phase
error causes the logic 1 pulses at exclusive-OR output node 6 to become wider,
while those at exclusive-OR output node 7 remain the same width. This produces
a pulse pattern at node 6 that has an average value more positive than at node 7.
Filtering and taking the difference of these pulses produces a positive correction
voltage at node 8.

A comparison of the exclusive-OR detector in Figure 9.45 with Figure 9.51
shows that the Hogge detector removes edges between 0.35 and 0.55 ms, which
reduces spectral energy at 2fb . This reduction in energy should result in lower
output jitter. Furthermore, the data pattern has six consecutive edges between 0.5
and 0.9 ms in the data. Studying this data pattern shows additional differences in
the detectors. The exclusive-OR detector in Figure 9.45 has 12 edges in the feedback
current between 0.5 and 0.9 ms. Figure 9.51 shows six edges in the feedback
current between 0.5 and 0.9 ms. Consequently, this waveform will have reduced
spectral energy at 2fb .

Stable loop operation does not require that the data have an equal number of
logic 1s and 0s over any time interval. The loop only requires that a sufficient
number of transitions (data activity) in either direction occur to keep the loop
stable. The phase detector gain factor varies with this data activity. An example
shows that the gain factor variation with data activity can easily be calculated.

Example 9.2

Assume a Hogge detector has square pulses at nodes 6 and 7. Next, assume a
1 − V logic swing and one data transition within five-bit intervals. Calculate the
effect of a p /8 shift in the clock position.

A shift in the clock position of p /8 will shift the dc level at node 6 by
25 mV [(1V/p detector gain)(p /8 shift)(1/5 density)]. This gives a 63.66 mV/rad
[25 mV/(p /8 shift)] gain factor for that transition density.

The decrease in the phase detector gain factor decreases the open-loop gain
for the decreased transition density. This change decreases the closed-loop band-
width for decreasing transition density. Decreasing loop bandwidth makes the
circuit more selective to changes. Consequently, the circuit holds its value over an
occasional long string of 1s or 0s.

At high frequencies the delay through the flip-flop U1 becomes significant. At
low frequencies, the circuit in Figure 9.49 relies on a negligible propagation delay
through the flip-flop U1 relative to a one-bit interval. For high-frequency cases
(~140 MHz), comparable delay between the originating node and U2 must be
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added to compensate for the delay through U1 . For even-higher-frequency cases
(~565 MHz), a Tb /2 delay must be substituted for U4 between the originating
node and U2 to compensate for the delay through U1 .

Figure 9.52 shows the transfer function of the Hogge detector for output
average current versus phase error with a 20-MHz clock frequency. A zero average
for ue = 0 corresponds to Vdavg = 0 for the phase detector characteristic as shown
in the figure. The maximum value of the characteristic depends on the transition
density. For a 50% density, the maximum value is (Vh − Vl )/4, where Vh is the
logic high level, and Vl is the logic low level.

Comparison of Hogge and exclusive-OR phase detector characteristics in the
figure show that the Hogge detector has twice as much phase-error range. In
addition, this circuit has no duty-cycle sensitivity and lower reference sidebands.

The Hogge detector has several advantages. First, having the loop closed around
the decision flip-flop self-corrects the clock position to the middle of the data
changes. Other approaches to clock recovery that do not include this feature have
to align the clock by other means. For the alternate approach, the extraction of
the clock reference signal from the incoming data can have a long path before it
produces a jitter-free clock that is applied to the decision flip-flop. The path to
produce the jitter-free clock can consist of several stages of active, and one or more
passive (high Q L C or SAW filter), circuits before it reaches the decision flip-flop.
The timing relationship between the recovered clock and the data requires careful
timing alignment. The alignment must be maintained over the life of the product.
The effects of temperature and power-supply variations, as well as of component
aging, on other approaches can cause significant misalignment, while the Hogge
detector method would not suffer from these variations because the decision flip-
flop is included in the loop.

Figure 9.52 For Hogge, negative, zero, and positive Idavg for lead, zero, and lag phase shifts from
the ideal clock.
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The Hogge detector has other advantages. The Hogge detector uses NRZ
input data stream directly instead of RZ, which an exclusive-OR detector requires.
Consequently, a Hogge detector does not need an additional edge detector. It has
a large phase range and lower high-frequency energy and is duty-cycle insensitive.

Using this circuit requires one precautionary note. This circuit does not have
a frequency-acquisition circuit like the phase/frequency detector has. Therefore,
the clock source should either be crystal stabilized, or a sweep acquisition circuit
should be included to acquire lock. Considering all of these factors, the simple and
self-correcting Hogge circuit has both performance and cost advantages.

9.2.5 Clock-Recovery Tests

Clock-recovery circuits have their own set of measurements that have very little
meaning to other PLLs. This section discusses these measurements.

9.2.5.1 Jitter-Tolerance Measurement

Figure 9.53 shows the test setup used to measure the jitter tolerance of a clock-
recovery circuit. The test setup in Figure 9.53 shows a typical bit-error-rate (BER)
test, except the transmitter uses an external clock. The external clock uses frequency
modulation to produce jitter. Increasing the amount of jitter at a fixed frequency
and monitoring the BER until it passes a BER limit of 10−10 makes a jitter-tolerance
measurement. A BER of 10−10 is called the limit of the jitter tolerance.

Figure 9.54 shows the measured jitter tolerance with a comparison to the
SONET specification. The y-axis is expressed in unit intervals (UIs). What is a UI?
Studying narrowband FM theory and the concept of frequency as the instantaneous

Figure 9.53 Test setup for jitter tolerance of a clock-recovery circuit.
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Figure 9.54 Jitter-tolerance measurement compared to SONET specification [5].

derivative of phase makes understanding this unit of measure easier. A frequency-
modulated clock can be represented by (9.23):

V(t) = cos[2p fc t + Dv /vm sin(2p fmt)] (9.23)

where

fc = clock rate;

fm = jitter modulation frequency;

Dv = zero-to-peak frequency deviation.

Equation (9.24) shows that the derivative of the argument of the cosine gives the
instantaneous frequency of this modulated signal:

v (t) = 2p fc + Dv cos(2p fmt) (9.24)

Thus, (9.24) shows that the peak frequency deviation is D f, and Dv /Dvm is recog-
nized as the modulation index. From (9.23), doubling the amplitude of the sinusoi-
dal phase term gives (9.25) for the peak-to-peak phase deviation in radians:

Dupp = 2Dv /vm rad (9.25)

Finally, dividing this phase deviation in (9.25) by 2p (to normalize to one cycle)
gives jitter in UIpp . Equation (9.26) shows the result of this operation:

UIpp = Dv /vm /p = D f / fm /p (9.26)
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Equations (9.27) and (9.28) show the UI relationship to modulation index and
deviation ratio (DevRat):

D f / fm = UIppp (9.27)

DevRat = UIppp (9.28)

Signal generators capable of external frequency modulation commonly have a
modulation range of zero-to-peak frequency deviation for a 1 − V zero-to-peak
modulation input. The ratio of the peak frequency deviation to the modulation
frequency is known in radio jargon as the deviation ratio, or DevRat. The peak-
to-peak UI of jitter is then given by (9.28).

The measurement setup for jitter tolerance requires a frequency-modulated
carrier test generator that can generate enough jitter at low frequencies to test the
device fully. Most jitter generators will not create a test signal with a large number
of unit intervals of jitter.

9.2.5.2 Jitter Transfer Function Measurement

Maximum bandwidth requirements for a regenerator necessitate measurement of
the jitter transfer function of a clock-recovery device. Also, jitter transfer measure-
ments aid jitter-tolerance characterization.

Figure 9.55 shows a test fixture to phase-modulate a reference carrier with the
excitation source from a network analyzer. Then, the modulated carrier clocks a
data generator to drive the device under test (DUT). A comparison of the phase

Figure 9.55 Jitter transfer function test setup.
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of the recovered clock with the original unmodulated reference carrier produces a
signal that is received and detected by the network analyzer. Then, the network
analyzer displays the resulting transfer function.

As an example, the jitter transfer function of a clock-recovery device with
various loop-damping ratios has been measured. For damping ratios of 1, 2, 5,
and 10, the circuit exhibits jitter peaking of 2, 0.5, 0.08, and 0.02, dB, respectively.
In addition, these conditions produces measured −3-dB bandwidths of 130, 100,
90, and 90 kHz, respectively.

The SONET specification for OC3 has a maximum bandwidth requirement of
130 kHz and maximum jitter peaking of 0.1 dB. Consequently, we are required
to use a damping of 5 or greater. Figure 9.56 shows a measured jitter transfer
function for another clock-recovery device with different damping capacitors. The
family of curves here agrees remarkably well with theoretical results.

9.2.5.3 Bit-Error Rate Versus Signal-to-Noise Ratio

Figure 9.57 shows the test setup for measuring BER versus SNR. The Tektronix
CSA 907T and 907R generate data and measure the BER. Attenuating the data
output from the generator and mixing with noise creates any desired SNR at the
input to the DUT. The hybrid combiners have two purposes in this test setup.
First, they provide isolation between the A and B input ports. Second, one of the
combiners inverts the phase of the noise signal to be added to the already differential
data from the generator. Also, the inputs of the DUT have 50V to terminate each
of the combiners separately.

The noise in this test must be lowpass filtered with a corner frequency at 0.7
times the bit rate to simulate the dynamics of a fiber-optic receiver. These fiber-
optic receivers generally have an analog bandwidth of 0.7 of the bit rate. This

Figure 9.56 Measured data of jitter transfer functions. (From: [14].  1991 IEEE. Reprinted with
permission.)
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Figure 9.57 Test setup for BER versus signal-to-noise ratio.
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bandwidth compromises between intersymbol interference and noise. Figure 9.58
shows the schematic details of the 33-MHz filter used in Figure 9.57. Measurements
at 155 MHz do not use the filter because the band limit of the noise source itself
is 100 MHz. Averaging of the noise signal by the 33-MHz filter makes the noise
more Gaussian. The clipping of extreme peaks causes the unexpected slope of the
155-MHz data in Figure 9.59(b). But the 52-MHz data in Figure 9.59(a) lies more
closely to theoretical expectations.

The data of Figure 9.59 has been plotted on special graph paper that plots the
theoretical result as a straight line. This line has been labeled the complementary
error function. All of the data fall close to the line. However, more importantly,
the slope of the data line matches the theoretical result. Data plots of BERs that
are better than theoretical indicate an oversimplified (i.e., wrong) theory.

The data at 155 MHz does not match the ideal slope as well as the data at
52 MHz. This mismatch results from a noise generator that does not give truly
Gaussian noise. In fact, the generators have been known to clip extreme noise
peaks. Consider the situation of a high signal-to-noise ratio and low BERs. In
this case, extreme noise peaks cause errors. Consequently, knowing the exact
characteristics of the noise peaks supplied by the generator helps determine the
sensitivity of the measurements to these characteristics.

To begin the theoretical calculation of BER versus SNR for a binary signal
with additive white Gaussian noise, we make the amplitude of the binary signal
equal to A. Then, we set the comparator threshold at half the amplitude, A /2, to
decide between a logic 0 and a 1. Consequently, a noise peak greater than A /2
makes an error.

Two types of errors can occur. A 0 can be mistaken for a 1, and a 1 for a 0.
Then, summing the areas in the tails of the two Gaussian distribution curves
calculates the total error rate. Equation (9.29) gives the result of this calculation:

BER = 1/2 erfcF1/X2√2 C S /NG (9.29)

where

erfc( ) = complementary error function;

S /N = raw signal-to-noise ratio.

Figure 9.58 33-MHz LPF used in BER versus signal-to-noise ratio test. (From: [14].  1991 IEEE.
Reprinted with permission.)
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Figure 9.59 Measured and theoretical BER versus signal-to-noise ratio for (a) 52 MHz, and
(b) 155 MHz. (From: [14].  1991 IEEE. Reprinted with permission.)

9.3 Effect of Phase Noise on A/D Converters

Many systems, such as communication systems, radar systems, data-acquisition
systems, test equipment, and electronic-warfare receivers, convert analog signals
to digital words for digital processing. Digital processing assumes equally spaced
time samples; however, actual samples from A/D converters have slightly unequal
time spacing. Phase noise from the oscillator that generates the sampling clock
produces this change in time spacing. In some digital processing, equally spaced
time samples are critical to system performance. Dynamic range is the system
performance requirement that is most affected. Understanding the limitations of
the conversion process allows adjustments to be made to system configurations
that can overcome these limits.

The phase noise of the sampling clock affects the dynamic range of the A/D
converter by adding noise. Reduction in the number of effective bits measures
the reduction of the A/D converter’s dynamic range. Current systems require an
increasing amount of dynamic range to satisfy increasing customer demand for
improved systems performance. Increasing the number of A/D bits and increasing
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the number of processed samples are two ways of increasing the dynamic range.
An increase in the number of A/D converter bits requires a corresponding increase
in input analog dynamic range. Lowering the input noise to the A/D converter
increases the input analog dynamic range. The phase noise of the sampling clock
adds to the input noise of the A/D converter. Therefore, the importance of phase
noise in the sampling clock increases with the number of A/D bits. Consequently,
a lower phase noise for the sampling clock may be required.

Processing more samples is the second way of increasing the dynamic range of
the system; however, an increase in the number of A/D samples without changing
the sampling rate increases measurement time. Oscillator stability exponentially
decreases over a longer measurement period. This decrease in stability results in
an increase in noise from the oscillator that is greater than the noise-reduction
effects of processing a greater number of samples. Consequently, more A/D samples
can further limit the dynamic range of the system.

These limitations to A/D converter dynamic range by the sampling clock can
be quantified by studying the relationship of oscillator phase noise to the number
of effective A/D bits. Studying the effects of phase noise on A/D converters requires
studying equations that relate the measurement of frequency in the time and fre-
quency domains. This is accomplished in two steps. First, an equation for converting
phase noise to time jitter is studied. Then, the relationship of time jitter to A/D
converter dynamic range is studied. Finally, applications of the derived relationships
to example systems and an FM sideband illustrate the usefulness of these equations.

9.3.1 Conversion of Phase Noise to Jitter

First, let’s study the conversion of phase noise to time jitter. An A/D converter
samples an input waveform in the time domain. Phase noise measures oscillator
stability in the frequency domain. Allan variance measures oscillator stability in
the time domain. Let’s begin to develop equations that allow us to convert phase
noise to time jitter by studying the Allan variance measurement. Later in the
development at (9.33), we will study equations in the frequency domain. Equation
(9.30) computes the Allan variance, which is the variance of fractional frequency
fluctuations [15]:

sy (T )2 =
1

f 2
c 2(m − 1)

∑
m − 1

k = 1
( fk + 1 − fk )2 (9.30)

where

T = gate time of measurement (sec);

sy (T )2 = Allan variance of fractional frequency fluctuations;

m = total number of measurements;

fc = frequency of the carrier (Hz);

fk = array of frequency measurements with index k (Hz).
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Rearranging (9.30) produces (9.31) for computing the standard deviation of fre-
quency fluctuations:

s f (T ) = √ 1
2(m − 1) ∑

m − 1

k = 1
( fk + 1 − fk ) (9.31)

where

s f (T ) = standard deviation of frequency fluctuations (Hz).

Inverting (9.31) for the standard deviation of frequency fluctuations produces
(9.32) for the standard deviation of time fluctuations:

s t (T ) = 1/s f (T ) (9.32)

where

s t (T ) = standard deviation of time fluctuations.

Equations (9.30) through (9.32) are the time-domain relationships that will be
needed in the development of equations to convert phase noise to time jitter.

Now, to convert phase noise to standard deviation of time calculations requires
the development of equations in the frequency domain [16]. Let (9.33) be the
instantaneous frequency of a sum of narrow-banded noise components:

f = fc + √2 ∑
nmax

n = 1
dn cos(2p fnt + an ) (9.33)

where

dn = frequency deviation, RMS, of noise component n (Hz);

fn = modulation frequency of noise component n (Hz);

an = phase angle of noise component n (rad);

nmax = total number of noise components.

Next, let’s use (9.34) to compute the average frequency of the first measurement:

fav1 =
1

Ta
E
Ta

0

f dt (9.34)

where

Ta = time duration of first measurement (sec).
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Substituting (9.33) into (9.34) and calculating the integral produces (9.35):

fav1 = fc +
1

√2pTa
∑

nmax

n = 1

dn
fn

[sin(2p fnTa + an ) − sin(an )] (9.35)

For the first measurement, (9.35) computes the average frequency of the instan-
taneous frequency of a narrow-banded noise component. Likewise, for the second
measurement, (9.36) computes the average frequency:

fav2 =
1

Ta
E

Ta + Ts

Ts

f dt (9.36)

where

Ts = amount of time from the start of the first measurement until the start
of the second measurement (sec).

Substituting (9.33) into (9.36) and calculating the integral produces (9.37):

fav2 = fc +
1

√2pTa
∑

nmax

n = 1

dn
fn

{sin[2p fn (Ta + Ts ) + an ] − sin(2p fnTs + an )}

(9.37)

Equation (9.37) calculates the average frequency of the second measurement.
Subtracting the two frequency averages produces (9.38):

fD =
1

√2pTa
∑

nmax

n = 1

dn
fn

(9.38)

× {sin[2p fn (Ta + Ts ) + an ] − sin(2p fnTs + an ) − [sin(2p fnTa ) − sin(an )]}

where

fD = frequency difference of the two measurements (Hz).

Applying identities for the sum and difference of trigonometric functions to (9.38)
produces (9.39):

fD =
2√2

pTa
∑

nmax

n = 1

dn
fn

sin(p fnTa ) sin(p fnTs ) sin[p fn (Ta + Ts ) + an ] (9.39)

Computing the average squared of the phase angle a over 2p produces (9.40):
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f 2
avgD =

4

p3T 2
a

∑
nmax

n = 1

(dn )2

f 2
n

[sin(p fnTa )]2 [sin(p fnTs )]
2 (9.40)

× E
2p

0

{sin[p fn (Ta + Ts ) + an ]}2 dan

where

favgD = average frequency difference of the two measurements (Hz).

Integrating (9.40) and simplifying the result produces (9.41):

f 2
avgD =

4

p2T 2
a

∑
nmax

n = 1

(dn )2

f 2
n

[sin(p fnTa )]2 [sin(p fnTs )]
2 (9.41)

Taking the limit in (9.41) produces (9.42):

s f (T )2 =
4

p2T2 E
fmax

0

Sf ( fn ) [sin(p fnT )]4 dfn (9.42)

where

Sf ( fn ) = spectral density of phase fluctuations (rad2/Hz);

fmax = maximum measurement frequency, A/D bandwidth (Hz).

Equation (9.42) converts phase noise to Allan variance by integrating over the
measurement bandwidth. For an A/D converter, we will integrate over the analog
input bandwidth. Combining (9.32) and (9.42) allows the standard deviation of
time period fluctuations, which is time jitter, to be computed from phase noise.

9.3.2 Relationship of Time Jitter to Dynamic Range

With developed equations relating phase noise to time jitter, we can now study
the relationship of time jitter to dynamic range. We begin with some definitions.
Fluctuations in the sampling clock edge produce aperture jitter. Aperture jitter is
the time variation at the point that the sample is taken. Figure 9.60 shows that
the worst-case aperture jitter occurs with the highest frequency into the A/D con-
verter and at the zero crossing of the sine wave, which has the fastest slope. The
amount of aperture jitter is one of the major components in determining the dynamic
range of an A/D converter.

Equation (9.43) computes the effect time jitter has on the dynamic range of
an A/D converter [17]:
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Figure 9.60 Relationship of time uncertainty (aperture time) to amplitude uncertainty.

Vad = 2p fs /√2s t (1/ fs ) (9.43)

where

Vad = ratio of A/D dynamic range;

s t (1/ fs ) = aperture time jitter of the clock;

fs = highest frequency of sine wave into the A/D (Hz).

Equation (9.43) is based on the worst-case error for a Nyquist-Rate A/D converter,
which occurs at the zero-crossing point for a sine wave. The signal-to-noise ratio
is 20 log (Vad).

Equation (9.43) computes the dynamic range for the analog input. The number
of effective bits is the figure of merit for the dynamic range at the digital output.
Equation (9.44) calculates the number of effective bits by converting dynamic
range:

neb = [10 log(Vad ) − 1.9]/6.02 (9.44)

where

neb = number of effective bits.

Consequently, the effect of time jitter on the number of effective bits can be
computed by using (9.32), (9.42), and (9.43). Calculating the maximum allowable
jitter allows maximum phase-noise specifications to be computed. Rearranging
(9.43) produces (9.45) for time jitter:

s tmax (1/ fs ) = Pad /(2p fs ) (9.45)

where

s tmax = maximum allowable time jitter (sec).

Equation (9.45) computes the maximum allowable jitter to maintain the required
dynamic range. This can be used to determine the maximum amount of phase
noise.
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9.3.3 Phase Noise Versus Effective Bits

To understand the effect that phase noise has on effective bits, let’s study an
example A/D converter system. The example system has an A/D converter with a
150-MHz sampling clock and 100-MHz bandwidth. Now, let’s vary the close-to-
the-carrier phase noise and far-from-the-carrier phase noise on the example A/D
system to see the changes in the number of effective bits.

Figure 9.61 shows the variation of far-from-the-carrier phase noise to be used
in the analysis. Figure 9.62 shows the variation of close-to-the-carrier phase noise
to be used in the analysis. Goldman [15] provides formulas to model these variations
in the phase noise of the sampling clock, and substituting the results into the derived
equations computes the number of effective bits.

Figure 9.61 Variation of far-from-the-carrier phase noise to be used in the effective-bits analysis.

Figure 9.62 Variation of close-to-the-carrier phase noise to be used in the effective-bits analysis.
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Figure 9.63 shows the effect of variation of far-from-the-carrier phase noise
on the number of effective bits. This figure shows that an increase of flat, far-from-
the-carrier phase noise causes a loss in effective bits that flattens out with faster
measurement times.

Figure 9.64 shows the effect of variation of close-to-the-carrier phase noise on
the number of effective bits. This figure shows that an increase of close-to-the-
carrier phase noise causes an equal loss in the number of effective bits with measure-
ment time. This analysis section shows the different effects that far-from-the-carrier
and close-to-the-carrier phase noise have on the number of effective bits. In general,
close-to-the-carrier phase noise has an equal effect on long- and short-term measure-
ment times and far-from-the-carrier phase noise has a greater effect on short-
term measurement times. With this knowledge, the requirements for performance
improvements in systems can be addressed.

9.3.4 Effective Bits at High Frequencies

Another example shows the effect of increasing operating frequency on effective
bits for an A/D converter. For this case, two example A/D converter systems will
be considered. First, a low-frequency example system has an A/D converter with
a 10-MHz crystal sampling clock and a 10-MHz bandwidth. Second, a high-
frequency example system has an A/D converter with a 10-GHz YIG sampling
clock and a 10-GHz bandwidth.

Figure 9.65 shows a comparison plot of the effective bits for the high- and low-
frequency example systems. This figure shows significant performance limitation for
the higher-frequency example system. Consequently, this analysis indicates that

Figure 9.63 Variation of number of effective bits from variation of far-from-the-carrier phase noise.
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Figure 9.64 Variation of number of effective bits from variation of close-to-the-carrier noise.

Figure 9.65 Effective-bits comparison plot for the high- and low-frequency examples.

a high-frequency system with an A/D converter front end will have significant
performance limitations. This degradation in performance is a result of wider input
bandwidth and less oscillator stability at high frequencies. In general, oscillator
stability is less at high frequencies because of the difficulty in achieving high
resonator Qs at high frequencies.
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9.3.5 Effect of FM Sideband on Effective Bits

Not only does phase noise limit the number of effective bits, but spurious signals
also limit the number of effective bits. From (9.41), (9.46) computes the variance
of frequency fluctuations from a spurious discrete signal:

s f (T )2 =
4

p2T2 E
fmax

0

[h ( fn )]2 [sin(p fnT )]4 dfn (9.46)

where

h = modulation index.

Combining (9.32), (9.43), (9.44), and (9.46) computes the number of effective bits.
Consequently, the effects of sideband level on the number of effective bits in the
system can be evaluated.

For instance, let’s introduce a 60-dBc, 2.5-MHz sideband into the example
system with a 150-MHz clock. Substituting these parameters into the equations
shows that this sideband limits the effective bits, as shown in Figure 9.66. Conse-
quently, the maximum allowable sideband level in a system can be computed. In
addition, Figure 9.66 shows that a single sideband in the frequency domain does
not produce a single time perturbation. This effect results because time and fre-
quency have a transform relationship.

In summary, this section developed a method for calculating the effects of
sampling clock phase noise on A/D dynamic range. In addition, this section showed

Figure 9.66 Effect of sideband modulation on the number of effective bits.
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increasing A/D dynamic range requires a more stable source. Increasing the dynamic
range by increasing the number of processed samples or increasing the number of
A/D converter bits requires two different phase-noise stability improvements. First,
increasing the number of samples to improve dynamic range requires lower close-
to-the-carrier phase-noise levels. Second, increasing A/D input analog bandwidths
requires lower far-from-the-carrier phase-noise levels from the sampling clock
source. The future is clear. More advanced A/D converters and signal-processing
requirements will require more stable sources to maintain dynamic range for high-
frequency input signals.

9.4 All-Digital PLLs

As digital processes reduce the cost of circuit functions and as design tools to
handle large-scale digital circuits make it easier to design in the digital domain,
demand is created for all-digital PLLs. All-digital PLLs have the advantages of
entailing lower cost by using standard digital CMOS process, requiring less training
on design tools because they follow ASIC flow tools, and remembering their last
state after power-down for fast reacquisition. They also have several disadvantages,
including high jitter with the minimum jitter equal to the clock frequency (>2 ns),
higher power consumption as more functions run at maximum clock frequency,
and higher maintenance in troubleshooting and testing because errors are in win-
dows and are not linearly extrapolated between results. Other disadvantages are
that well-behaved circuits require clocks much higher than natural frequency
(>100), the ADPLL has a maximum frequency determined by the ripple carry out
in counters (<200 MHz for 0.8-mm gate lengths), and it is harder to reuse cells
because each design has its own unique solution. Because of all these disadvantages,
ADPLLs have limited application.

9.4.1 Operation of a Simple ADPLL

Figure 9.67 shows a simple version of an ADPLL. This configuration helps us
understand the operation of an ADPLL. However, it has a narrow frequency range.
Later, the circuit will be modified to work over a wider range. Numbers represent
all of the electronic signals. The circuit has a clock input of frequency fin and a

Figure 9.67 Simple ADPLL. (From: [18].  1998 Wiley Interscience. Reprinted with permission.)
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number output that has an average repetition rate of fin . The loop parameters
determine how closely the number output follows the input.

The VCO has been replaced by an output accumulator (OA). Each clock cycle
changes the output of the OA by an amount equal to its input, N2 . The OA recycles
to zero (Nv − 1 being the highest number limit) each time the output accumulator
reaches capacity, Nv . Thus, Nv represents one output cycle. Consequently, (9.47)
models the output phase of the OA cycles:

uout = SNout
Nv

D cycles (9.47)

Equation (9.48) defines the relationship of output phase to output frequency:

fout =
uout
Dt

(9.48)

Equation (9.49) computes the output frequency:

fout =
N2
Nv

fclock (9.49)

where

fclock = frequency of clock to OA.

For example, if fclock = 8.192 MHz, Nv = 4,096, and N2 = 512, then the output
frequency would be 1.024 MHz, or one-eighth of fclock .

Each cycle (T = 1 cycle/fclock ) of the OA clock increments the output by N2 .
If we consider N2 to be the tuning signal, we can obtain the OA gain constant.
Equation (9.50) computes the change in output frequency with change in tune
variable N2 :

Kv =
d

dN2
fout (9.50)

Substituting (9.49) into (9.50) produces (9.51):

Kv =
fclock
Nv

(9.51)

From the previous example, the Kv would be equal to 2,000 Hz per unit N2 .
The register stores the value of Nout . This value represents the output phase

of the loop for each cycle of the input signal. Thus, the stored number represents
the output phase at the last transition of fin . This can be considered the phase
difference between the output and input signals. Consequently, the register functions
as a phase detector (and zero-order hold), but we need a phase inversion. Making
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N2 the complement of the sampled value of Nout gives us a simple way to invert
the phase. In the figure, the small circle at the output of the register represents this
inversion. Equation (9.52) describes the value of N2 during the nth input cycle
(following the nth input clock transition):

N2 = −Nout (u in = 2pn) (9.52)

Equations (9.53) and (9.54) compute the phase detector gain constant:

Kd = −
∂

∂uout
N2 = −

∂
∂Nout

N2
∂

∂uout
Nout (9.53)

Kd = −(−1)
Nv

1 cycle
= Nv (9.54)

Consequently, (9.55) computes the forward gain constant:

Gfwd = KdKv = fclock (9.55)

This gives us the main components of a PLL. The output from a (phase detector)
register produces a control signal that advances the output phase of an OA (con-
trolled oscillator) at a rate proportional to the control signal. This is a type 1 loop.

Let’s study the output for the frequency changes from low to high because
sampling effects will make it change. For small values of N2 , the output frequency
increases with increasing N2 , beginning with fout = fclock /Nv when N2 = 1. For
small N2 , the output has a smoothly increasing sawtooth shape. Continuing to
increase N2 reduces the number of output changes between overflows. Eventually,
the output no longer resembles a smoothly increasing phase. At N2 = Nv /2, the
output changes by half of the capacity of the output accumulator for each input
period. This makes a square wave output.

At even higher values of N2 (>Nv /2), the output frequency decreases. The slope
of the phase change with time becomes negative. Further increases in value of N2
decreases the output frequency until the maximum value of N2 = Nv − 1. At this
point, the output frequency returns to where we started at a frequency of fclock /Nv .
However, it will have a negative sign. Sampling the advancing value of Nout at a
frequency of fclock causes this behavior.

9.4.2 Sampling and Stability

The simple loop has two sampling processes. The first occurs in the OA at fclock .
The second occurs in the register at fin , which is the frequency of the output from
the OA during lock. To make the OA operate like a VCO with an approximately
continuous phase change at its output, the OA clock fclock has to be much greater
than the input clock. Equation (9.56) defines this condition:

fclock @ fin (9.56)
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Not meeting this inequality will make only a few steps at the output rather than
a ramp of phase.

Let’s begin to look at stability by studying the change in phase at the next
sample. To accomplish this calculation, let the input frequency fin have a discrete
phase change of Du between two of the transitions that clock the register. At the
first input sample after this step, (9.57) computes the frequency change that will
occur at Nout :

D fout = Gfwd Du = fclock Du (9.57)

Equation (9.58) computes the resulting phase change at the next input sample,
which occurs 1 cycle/ fin later:

Du2 = −D fout cycle/ fin = −Du fclock / fin (9.58)

The phase error grows by −fclock / fin for each input sample. According to (9.56),
a substantial increase in phase will occur each time. The sampling process makes
this first-order loop unstable. Multiple overshoots of the final value by an amount
larger than the pervious error causes a growing oscillation. Dividing N2 by 2q

solves this problem. Shifting bits between the register and the OA and connecting
2i from the register to 2i − q at the OA input performs the division. This reduces
the gain by 2q ; however, (9.59) shows that the maximum value of N2 has also
been reduced by the same amount:

N2 ≤ (Nv − 1) 2−q (9.59)

Equation (9.60) computes the new highest frequency that can be achieved by
dividing by N2 and shifting bits:

fin = fout ≤
Nv − 1

Nv
2−q ≅ 2−q fclock (9.60)

The gain change of 2−q alters the incremental phase change calculation in (9.58).
Adjusting for the gain change produces (9.61) for computing the new ratio of phase
change magnitudes between adjacent samples:

−Du2
Du

= 2−q fclock
fin

> 1 (9.61)

Equation (9.61) approaches unity at the maximum input frequency, fin . Unity
in (9.61) gives a desirable fast response because the output phase follows the input
step in one input sample period. However, at −Du2 /Du = 2, the circuit becomes
unstable. The mechanism for this instability can be explained as follows: For a
value of 2, the magnitude of the error in Du increases, instead of decreasing, for
each input sample. Consequently, the error grows until some limit is reached. This
value-of-2 stability limit constrains operation to a narrow range of frequencies that
depend on the value of output accumulator fclock and q.
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Adding a constant Noff to the phase detector output N2 reduces the constraint.
Now, the value of N2 is not tied so directly to fin . Then, (9.59) and (9.60) do not
hold, which allows us to lower the gain by operating at higher input frequencies
than previously allowed by (9.60). Incorporating all of these changes into Figure
9.67 gives us the new block diagram shown in Figure 9.68.

The Z-transform representation of the loop shows the stability problems more
clearly. Again, we will assume the conditions of (9.56), in which the clock frequency
of the output accumulator is much higher than the input clock frequency, so that
the analysis can be simplified. Ignoring the faster sampling in the OA simplifies
the analysis, which means we have to reassert (9.56). Figure 9.69 shows the mathe-
matical block diagram with the sampler in terms of La Place transforms. Now,
however, the phase detector gain in (9.53) has changed to (9.62).

Kd = Nv2−q (9.62)

Equation (9.63) shows the open-loop La Place transfer function:

G(s)H(s) =
1 − eTs

s2 Gfwd =
1 − eTs

s2 fclock 2−q (9.63)

Converting (9.63) for the open-loop transfer function to the Z-transform produces
(9.64):

G(z)H(z) =
(1 − z−1)Tz−1

(1 − z−1)2 fclock 2−q = 2−q fclock
fin

1
z − 1

(9.64)

Figure 9.68 Workable simple ADPLL. (From: [18].  1998 Wiley Interscience. Reprinted with permis-
sion.)

Figure 9.69 ADPLL mathematical model with sampler. (From: [18].  1998 Wiley Interscience.
Reprinted with permission.)
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Substituting (9.64) into the control-system definition of a closed-loop response
produces (9.65):

G(z)
1 + G(z)H(z)

=
2−q fclock

fin

z − 1 + 2−q fclock
fin

(9.65)

Setting the denominator in (9.65) to zero sets up the equation for determining
the stability limit. Equation (9.66) shows the denominator set to the zero condition:

z − 1 + 2−q fclock
fin

= 0 (9.66)

Setting z = −1 in (9.66) gives the Z-transform stability limit, which gives us (9.67):

−1 − 1 + 2−q fclock
fin

= 0 (9.67)

Rearranging and combining terms in (9.67) gives us (9.68) for the stability limit:

2−q fclock
fin

= 2 (9.68)

The left side of the equation must be less than 2 for stable loop operation.
Figure 9.70 shows a z-plane plot of the open-loop and closed-loop poles for

this loop. This graphically describes the stability issues that were previously dis-
cussed. The closed-loop pole locus begins at the open-loop pole at 2−qfclock / fin = 0

Figure 9.70 Z-plane stability plot of the ADPLL. (From: [18].  1998 Wiley Interscience. Reprinted
with permission.)
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(then, z = +1). Increasing 2−qfclock / fin moves the locus along the real axis to the
left on the z-plane. The best response occurs in the center of the unit circle at
2−qfclock / fin = 1 (then, z = 0). Continuing to increase 2−qfclock / fin causes the locus
to pass the unit circle at 2−qfclock / fin = 2 (then, z = −1) and enter the region of
instability, which is outside the unit circle. At this point and beyond, the loop
oscillates. This verifies the simple analysis we did earlier. The absence of an offset
added to the phase detector output restricts operation to 2−qfclock / fin < 1 in the left
half-plane only. The offset doubles the stable range of operation from 2−qfclock / fin =
1 to 2−qfclock / fin = 2.

9.4.2.1 Choice of Values

Example 9.3

A first-order ADPLL has Nv = 212 = 4,096; fclock = 8.192 MHz; and fin = 400
kHz. Find the fastest switching condition value given by (9.61) for q, N2, Noff (if
required), vx , and OA output frequency range.

a. With 2−qfclock / fin = 1 giving the fastest switching response and fclock / fin =
21, we will try q = 4 and 5 for 2−q = 1/16 and 1/32 while using 1/32 gives
2−q fclock / fin = 0.64, which is less than 1 and not optimum. Using 1/16 gives
2−qfclock / fin = 1.31, which operates close to the optimum. From (9.48) and
(9.49) and substituting the example values, fin = fout = 4 × 105 Hz =
(N2 /4,096)8.192 × 106 Hz = N2 × 2 kHz. Then, solving for N2 = 200.

b. N ′2 = N2 /2−q = 16 × N2 = 3,200. No offset Noff is required since N ′2 =
3,200 < Nv .

c. For this first-order loop, vx = Gfwd = 2−4 fclock = 5.12 × 105 rad/s and
vx /2p = fx = 81.49 kHz.

d. N2 can vary from 0 to INT(4,095/16) = 255, (9.49) shows that the possible
OA output range of fout is from 0 to fout_max = N2_max /Nv × fclock =
(255/4,096)8.192 MHz = 510 kHz.

Also, in the example, N2 can be constant if fin is a power-of-two multiple of
the step size, 2 kHz. However, for other frequencies, N2 will cycle between two
numbers such that the average output frequency, which cycles between two adjacent
multiples of 2 kHz, equals the input frequency. This is an example of jitter or
ripple. Quantization causes the jitter because the signals are quantized rather than
continuously variable. Sampled systems can have the unwelcome possibility of a
false lock. A small numbered relationship by ratio of output over input frequencies
gives the conditions for the possibility of a false lock [18, pp. 228–230].

9.4.3 ADPLL by Pulse Addition and Removal

Figure 9.71 shows a second ADPLL implementation. An available integrated circuit
uses this implementation. The TI SN54LS297 IC has all the blocks in Figure 9.70,
except the divide-by-N divider. The divider must be supplied externally. The IC
also has a flip-flop phase detector. See the data sheet [19], but notice the differences
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Figure 9.71 Block diagram of an ADPLL using pulse addition and removal.

in symbols. Studying this variation of the ADPLL will improve our ability to
recognize the correspondence between the fundamentals we have studied and struc-
tures that look much different. More information can be obtained from the IC
data sheet and from an application note [19].

Removing pulses from, or adding pulses to, a fixed-frequency clock and dividing
the result by a large number to generate low jitter produces the VCO function.
Removing a small number of pulses, relative to the total, gives adjacent cycles
approximately the same duration.

Let’s begin our study at the switch, which is open for purposes of discussion
only. The signal to the right of the switch we will call I. This series stream of pulses
has a value of +1 or −1 and an average net frequency of D f (the number of positive
pulses less the number of negative pulses divided by time). The following divide-
by-2 circuit divides the clock frequency, FN , by 2. However, receiving an increment
(+1) or decrement (−1) command at I adds one clock edge or subtracts one clock
edge, respectively. Thus, (9.69) describes the average frequency at the output of
the divide-by-2 circuit:

favg = (FN + D f )/2 (9.69)

Then, (9.70) describes the average output frequency by dividing (9.69) by N:

foavg = (FN + D f )/(2N) (9.70)

9.4.3.1 Transfer Function

This ADPLL implementation uses an exclusive-OR gate phase detector. Let’s define
the output as u, with true = +1 and false = −1 as its value. For exclusive-OR inputs
in phase, the output has a value of −1. Shifting the relative phase of the inputs in
the positive direction produces a more positive average output until it equals +1
for the out-of-phase condition. During the half-cycle change in the relative phase
of its inputs, the average output of the exclusive-OR changes proportionately from
−1 to +1 over a p change in input phase error (0.5 cycles). The transfer function
has a triangle shape, as shown in Figure 5.13, with the limits of −1 and +1. Thus,
(9.71) gives the phase detector gain constant:
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Kp = 2/(0.5 cycle) = 4/cycle (9.71)

A phase detector output of +1 makes the divide-by-M circuit count up. A phase
detector output of −1 makes the divide-by-M circuit count down. Therefore, the
output frequency from the divide-by-M counter has an average value described by
(9.72):

D f = uFM /M (9.72)

Equation (9.73) gives the gain of the VCO block by substituting (9.72) into (9.70)
and taking the derivative:

Kv = dfout /du = FM /(2MN) (9.73)

Figure 9.72 shows a block diagram using these constants. The l/s block converts
frequency to phase. Figure 9.72 models a first-order loop. Equation (9.74) computes
the unity-gain bandwidth from multiplying the blocks in the figure:

vx = K = [2FM /(MN)] rad/cycle (9.74)

9.4.3.2 Tuning Range

Studying Figure 9.70, (9.70) and (9.72), and the +1 or −1 phase detector limits
produces (9.75) for the hold-in range:

FH = ±FM /(2MN) (9.75)

Studying (9.70) produces (9.76) for the center frequency:

Fc = FN /(2N) (9.76)

Consequently, from (9.75) and (9.76), changing the external clock frequencies (FM
and FN ) or setting divider ratios (M and N) controls both the center frequency
and the bandwidth.

9.4.3.3 Stability

Continuous time control theory shows first-order and type 1 loops to be inherently
stable. Digital implementation of the loop produces samples of the phase-error

Figure 9.72 Mathematical block diagram for the ADPLL.
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signal. Consequently, let’s look at the effect of sampling on stability. These effects
will be similar to the ones we found with the sample loop of Section 6.4.

The ADPLL has three sampling processes that occur from each input clock.
The clock at frequency FM , the clock at frequency FN , and the reference input
clock at the phase detector do the sampling. Two transitions of the output waveform
per cycle sample the phase information with the exclusive-OR phase detector. The
phase information does not change between transitions. Consequently, this defines
a sampling process for the phase detector.

The sampling process at frequency fs will not appreciably affect stability under
the condition shown in (9.77):

fs @ vx = K (9.77)

Substituting (9.74) for bandwidth into (9.77) for stability gives (9.78) and (9.79)
for stable conditions with FN @ vx rad/s and FM @ vx rad/s, respectively:

MN @ 2 (9.78)

MN @ 2FM /FN (9.79)

Rearranging and substituting (9.74) to (9.76) for bandwidth, tuning range, and
center frequency for the lowest input sampling frequency gives (9.80):

2fin ≥ 2( fc − FH ) = FN /N − FM (MN) = vL /2(FN /FMM − 1) (9.80)

Rearranging and inspecting (9.80) gives (9.81):

M @ 2FM /FN (9.81)

Meeting the condition shown in (9.81) will produce an input frequency much
greater than vx .

Thus, satisfying (9.78), (9.79), and (9.81) guarantees stability. Furthermore,
these conditions can be easily met. First, we make M and N large numbers in order
to reduce ripple. Then, we make clock FM not too much greater than clock FN .

9.4.3.4 Ripple Control

Ripple refers to jitter on the loop output. Variations in instantaneous frequency
cause this jitter. The loop controls average frequency by removing pulses. Depending
on the sequence, different cycles may have different lengths; however, the average
frequency remains correct.

From the loop design, the jitter can be limited to no more than 1/N cycles at
the output. Initially, let’s set the output frequency to the center at fc . In the middle
of phase detector range, it has a 50% duty cycle. From Figure 5.11, the time
duration at one output state of the phase detector equals one-quarter of an output
cycle at the zero-phase-error operating point. Substituting (9.76) for the center
frequency gives (9.82):
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TPD = 1/(4 fc ) = N /(2FN ) (9.82)

Making the duration of the M count at least as long as TPD prevents an increment
or decrement pulse at I greater than 1. Equation (9.83) shows the required condition
to make this happen:

M /FM ≥ TPD (9.83)

Combining these last two equations gives

M ≥ NFM /(2FN ) (9.84)

Meeting this restriction limits the unnecessary outputs from the M divider to
1 in each direction during lock at center frequency. Even though frequency offsets
can be much greater than one increment or decrement from the center, meeting
the condition in (9.84) will limit the number of divide-by-M outputs in the ‘‘wrong’’
direction to one. This occurs because the output width of the phase detector is
narrower than (9.82). Therefore, the conditions in (9.83) are still met. This illus-
trates one method of reducing ripple in an ADPLL.

9.4.3.5 Section Summary

To summarize, the principles discussed in this section can be applied to many
other circuits and software functions. Some types of PLLs may require further
considerations (e.g., control of jitter) peculiar to those types; however, this section
illustrated a loop theory that can be used to obtain a basic understanding of diverse
circuits that employ the common properties of PLLs.

9.5 Summary

This chapter presented PLL applications and extensions. First, trade-offs between
frequency synthesizer topologies were discussed. Applications of the topologies
were shown. A change in ranking requirements can change the whole synthesizer
architecture. In addition, one set of components and PLL parameters does not neatly
satisfy all of the performance requirements. Finally, studying example synthesizer
topologies can help select the best configuration.

For clock-recovery applications, it was shown that aligning the rising edges of
the recovered clock at the center of the input data-stream pulses gave the optimum
phase position. Characteristics of different digital data-stream formats were studied.
Several different clock-recovery architectures were presented. The application of
PLLs to clock recovery had special design considerations. The random nature of
the data stream restricted the choice of phase detectors. The popular three-state
PFD produced false pulse widths for an NRZ bit stream. Consequently, design
trade-offs were discussed for several different phase detector techniques.

It was shown that the phase noise of the sampling clock affects the dynamic
range of the A/D converter by adding noise. Equations were developed that related
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phase noise to time jitter and related time jitter to dynamic range. It was shown
that increased A/D dynamic range required a more stable source.

A simple version of an ADPLL was studied. This configuration helped us
understand the operation of an ADPLL, even though it had a narrow frequency
range. In the ADPLL, numbers represented all of the electronic signals. An OA
was used as a VCO. To make the OA operate with an approximately continuous
phase change at its output, the OA clock had to be much greater than the input
clock. A register functioned as a phase detector. The stored number represented
the output phase at the last transition of the input clock. This was shown to be
the phase difference between the output and input signals. Having studied this
variation of the ADPLL helped us recognize the correspondence between the funda-
mentals we have studied and structures that look much different.

Questions

9.1 In Figure 9.2 for the brute-force method, what would be the biggest
obstacle in integrating this solution?

9.2 What are the two main categories of frequency synthesis?
9.3 What are the differences between a coherent signal versus a synchronous

signal?
9.4 A single PLL synthesizer with an input reference divider has a 12-MHz

crystal clock available, and an audio customer has audio data sampled
at 441 kHz. For his CODEC, he requires an output frequency that is
35.28 MHz. Calculate the highest phase detector reference frequency,
the reference divide ratio, and the feedback divide ratio.

9.5 A single PLL synthesizer with an input reference divider has a 32.768-kHz
crystal clock available, and an audio customer has audio data sampled
at 441 kHz. For his CODEC, he requires an output frequency that is
35.28 MHz. Calculate the highest phase detector reference frequency,
the reference divide ratio, and the feedback divide ratio.

9.6 Using a single PLL synthesizer, a customer wants 16.75–24.75-MHz PLL
output. Calculate the highest phase detector reference frequency and the
minimum and maximum feedback divide ratios.

9.7 Using a single PLL synthesizer, a customer wants 101–847-MHz PLL
output with spacings of 31.25 kHz. Calculate the highest phase detector
reference frequency and the minimum and maximum feedback divide
ratios.

9.8 Name some of the different types of phase detectors for clock recovery.
9.9 Can you use a phase/frequency detector for clock recovery?

9.10 Name some bit-stream formats?
9.11 Why does an all-digital PLL have more jitter than an analog PLL?
9.12 What is the minimum jitter for an all-digital PLL?
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Letter Symbols

Av opamp gain
B 3-dB bandwidth
BFFT equivalent FFT bandwidth
Bpll 3-dB bandwidth of the closed-loop PLL
Brcv receiver bandwidth
Bsa spectrum analyzer bandwidth
c speed of light
Co controlled output in control-systems theory
Co /Ri closed-loop transfer function used in feedback and control systems
f frequency
F noise figure
Frcv receiver noise figure
fc frequency of the carrier
fd maximum frequency deviation in frequency-modulation theory
fdi deviation of the instantaneous frequency
f IF intermediate frequency
fin input frequency
fint frequency of intercept with white phase noise.
fl corner frequency of flicker noise
fm frequency of modulation (sideband, offset, Fourier, baseband)
fn natural frequency
fop operating frequency of a radar system
fout output frequency of the PLL
f3p frequency of 3-dB point
fref reference frequency in a PLL
fsyn output frequency of the synthesizer
fv frequency value at the relative power level L( fi ) used in Bode plot

models of phase noise
fx 0-dB magnitude crossover frequency
fz frequency location of the zero in a PLL
G gain
G(s)H(s) open-loop transfer function used in feedback and control systems
G( f ) forward transfer function used in feedback and control systems
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Gn amplifier gain
Gpll gain constant of a PLL
H( f ) feedback transfer function used in feedback and control systems
IP charge pump current
k Boltzmann’s constant
Kcco transfer function of a current controlled oscillator
Kd phase detector’s gain in a PLL
Kv transfer function of the VCO in a PLL
L insertion loss
+( fm ) ratio of single-sideband phase noise to total signal power in a 1-Hz

bandwidth fm Hz from the carrier
LA ( f ) filter transfer function
Lmc mixer conversion loss
Lpll ( f ) PLL filter transfer function
Lres insertion loss of a resonator
nmf frequency multiplication factor
nFFT number of FFT points
N noise power
No noise-power density
NL total noise-level thermal plus phase noise
Nmf ( f ) measurement noise floor
Nsa spectrum-analyzer noise floor
NT thermal noise level
P power
Pcal phase-noise measurement calibration factor
Psbc calibration factor that converts measurements to single-sideband

phase noise, which has a value of 3 dB
Pi input power
PIF ( fm ) power measured at the IF port of a mixer
Pps power level of beat note, which equals the power level of the mixer’s

phase slope
Po output power
Pm ( fm ) power level at offset frequencies from the carrier
PmW 1,000 mW/W to convert watts to milliwatts
Pc power level of the carrier
PLO power level at the local oscillator port of a mixer
Pos 1-dB output power saturation
Ps signal power
Pssb power of a single sideband
Q quality factor
Ql loaded quality factor of a resonator
Qul unloaded quality factor of a resonator
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R1 , R2 resistors of filter in PLL
RL load resistance, which is usually 50V

Ri reference input in a control system
SDf ( f ) spectral density of frequency fluctuations
S /N signal to noise
Sf ( f ) spectral density of phase noise
Sy ( f ) fractional spectral density of frequency fluctuations
t time variable
tA aperture time
T0 temperature, Kelvin
Tc time period of the fundamental frequency
V voltage
Vim imaginary part of voltage
Vrl real part of voltage
Vp peak voltage of sinusoidal waveform
a exponential growth factor in crystal oscillator startup
f , u , b phase angle variables
um phase margin
D fres residual frequency modulation
h modulation index
z damping factor in a control system
t delay time
t sd sampling-delay time
v angular frequency
vn angular natural frequency
vc angular frequency of the carrier
vbeat angular frequency difference between two carriers
v lo angular frequency at the local oscillator port of a mixer
vm angular modulation frequency
vrf angular frequency at the radio frequency port of a mixer
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Glossary

Terms

Aliasing Improper sampling of a function causes high-fre-
quency responses to be mixed with low-frequency
responses. This mixing is called aliasing. Aliasing lim-
its a system’s ability to measure input signals.

Baseband bandwidth See Video bandwidth.

Carrier synchronizer Circuit that generates the received carrier.

Cascode An arrangement of electronic active devices that com-
bines two amplifier stages for increased output resis-
tance.

Charge pump A current source that is controlled by the phase error
(e.g., a pulsed current source).

Clock synchronizer A circuit that generates the received clock waveform.

Coherent Correlated waveforms that are characterized by a
fixed phase relationship between points on the electro-
magnetic wave. Synchronous signals are a subset of
this definition with a 0° phase relationship.

Coherent integration A signal-processing technique that uses a signal’s mag-
nitude and phase information.

Correlated See Spurious jitter.
(deterministic/
systematic) jitter

Cycle-to-cycle jitter Time variation from adjacent period measurements.
Also known as edge-to-edge jitter. The difference
between successive periods (Nth period—N − 1
period).

Cycle slip The event when phase comparison of the VCO with
the input reference oscillator slips one or more cycles.

Denominator The expression written below the line in a network
function.

Dynamic range In general, the power range from the minimum detec-
tion level to the saturation point. In regards to a spe-
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cific receiver, it can have many meanings, depending
on the performance specification (probability of
detection or probability of an error) of the system.
For example, it could be defined as anywhere from
the 0.1-dB saturation point to a signal-to-noise level
of 6 dB.

Focused ion beam An analytical instrument used in the semiconductor
(FIB) industry.

Fractional-N loop PLL that uses a fractional divider in its feedback.

Gain margin The increase in gain to cause the unity gain crossover
frequency to move the open-loop phase angle to 180°
(unstable point).

Groupe Spécial Mobile The European group set up to establish European
(GSM) mobile telephony protocols and which was later angli-

cized to Global System for Mobiles to preserve the
acronym.

Hold-in Frequency range over which the loop will hold lock.

Intermediate frequency The frequency difference between the frequency of
bandwidth the −3-dB point below the carrier and the frequency

of the −3-dB point above the carrier.

Intermodulation Modulation of the components of complex waves,
products which produces frequencies equal to the sums and

differences of integral multiples of those components.

Injection lock The product of adding a signal directly into the tune
circuit of an oscillator.

Jitter See Time jitter.

Jitter, frequency Frequency-related, abrupt, spurious variations in the
frequency of successive pulses.

Jitter, phase Phase-related, abrupt, spurious variations in the phase
of successive pulses referenced to the phase of a contin-
uous oscillator.

Jitter, timing, Telecommunications terms relating to the transmis-
tolerance, transfer sion and reception of digital data.
function

Lock-in range With the loop initially unlocked, the range within
which the input frequency is tuned and the loop locks
up without a cycle slip.

Long-term jitter or See Time-interval jitter.
accumulated jitter

Loss of lock Repeated cycle slips between the VCO and the input
reference oscillator at the phase detector inputs.

Loop bandwidth The loop bandwidth of a PLL is that range of fre-
quency modulation over which the PLL will respond
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satisfactorily. A 3-dB decrease in the response of a
PLL to frequency modulation usually defines the loop
bandwidth.

Low voltage An electrical signaling system that can run at very
differential signaling high speeds over cheap, twisted-pair copper cables.
(LVDS)

Metal Oxide Probably the oldest integrated circuit (IC) foundry
Semiconductor service.
Implementation
Service (MOSIS)

Modulation The modulating frequency applied to the tune line of
bandwidth, −3 dB the VCO at which the output-frequency deviation

decreases to 0.707 of its dc value.

Natural frequency The frequency of free oscillations with a zero-damping
factor (no loss).

Noncoherent A signal-processing technique that only uses a signal’s
integration magnitude information.

Numerator The expression written above the line in a network
function.

OC3 Optical carrier levels describe a range of digital signals
that can be carried on SONET fiber optic network.

Open-loop gain The gain of the system without feedback.

Open-loop transfer The complex quantity that is measured through the
function forward and feedback functions of the system.

Order of the loop The loop order determined by the highest power of
the s polynomial in the denominator of the transfer
function for the loop.

Pacing An HP1743 modulation analyzer term for the number
of edges allowed to pass between time stamps.

Period jitter Variation of period during the measurement time
(nonsuccessive periods).

Phase jitter See Jitter, phase.

Phase margin 180° minus the absolute value of the loop phase angle
at a frequency where the loop gain is unity; the number
of degrees away from the unstable, open-loop, 180°
phase angle.

Phase noise A randomly occurring signal in the time domain dis-
played as time jitter on an oscilloscope. Phase noise
and time are related by convolution. Phase noise in
the frequency domain is the ratio of a single-sideband
phase-noise power level to the carrier power level
in a 1-Hz bandwidth, fm Hz away from the carrier
frequency.
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Pole Any real or complex value substituted for s in a net-
work function [N(s) = (s − z)/(s − p)] that causes the
network function to be infinite.

Posttuning drift The frequency error compared to a final stabilized
value, at a specified time after application of a step
change in tuning voltage to the VCO.

PSPICE SPICE analog circuit simulation software developed
by MicroSim (bought by OrCAD) that runs on per-
sonal computers, hence the first letter ‘‘P’’ in its name.

Pull-in Self-acquisition of the loop without frequency-
acquisition aids.

Pull-out Frequency-step limit that causes the loop to skip
cycles.

Pulling, frequency Maximum peak-to-peak frequency variation observed
while an output load of specified resistance is varied
(50V load phase varied with line stretcher from 0° to
360°); expressed in frequency variation peak to peak.

Pushing, frequency The change in output frequency corresponding to the
variation of the supply voltage about the quiescent
operating point; expressed in frequency change per
volt.

Sampling delay A delay in the time behavioral model in a PLL due
to the sampling characteristics of a phase detector.

Sampling interval The time between samples in a periodic sampling
system.

Sampling rate The inverse of the sampling interval.

Saturation point or In general, the point at which a change in input power
limit produces no change in output power. For a specific

receiver, the saturation point depends on the receiver’s
accuracy requirements. Usually, the receiver’s satura-
tion point is at the receiver’s 1-dB compression point.

SONET Synchronous optical networking is a method for com-
municating digital information using lasers.

SPICE (Simulation A general-purpose analog circuit simulator.
Program with
Integrated Circuits
Emphasis)

Spurious jitter Time jitter caused by a dominant spurious signal; also
sometimes referred to as correlated (deterministic/
systematic) jitter.

Spurious signal Any signal other than the desired signal that produces
a spectral line in the frequency domain or the modula-
tion domain.
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Static random access A type of semiconductor memory that retains its con-
memory (SRAM) tents as long as power remains applied.

Synchronous Signals or events produced as a result of a clock edge.

Time stamp An HP1743 modulation analyzer term for the time
of occurrence of an edge.

Time interval An HP1743 modulation analyzer term for the time
between time stamps; the time interval from one edge
to the nth edge. If the number of skipped edges equals
1, then the interval is equivalent to a period.

Time-interval jitter Variation of time interval during the measurement
time (nonsuccessive periods); also referred to as long-
term jitter or accumulated jitter.

Time jitter Time-related variations in the duration of any speci-
fied, related interval. Quantitative use of time jitter
requires specifying the measure of time with average,
root-mean square, or peak to peak. Jitter can be
caused by noise or spurious signals.

Type of loop Classification number for the number of perfect integ-
rators in the loop (number of poles at the origin).

Unit interval The part of a signal that occupies the shortest interval
of signal coding.

Video In receiving systems, the signal after envelope or phase
detection. Video contains the relevant information
after the removal of the carrier frequency (baseband).

Video bandwidth The bandwidth of the signal after video detection. It
equals one-half of the intermediate frequency band-
width when the received signal is down-converted to
baseband through a mixer.

Zero In a network function [N(s) = (s − z)/(s − p)], any
real or complex value substituted for s that causes the
network function to be zero.

Zero-decibel The frequency point on a graph of the open-loop gain
magnitude crossover where the magnitude equals 0 dB.
frequency

Zero, frequency The frequency location that causes a zero in a network
location of function to make the network function equal to zero.

Acronyms

A/D Analog-to-digital converter (also ADC, A/D, or A to D)
ADPLL All-digital phase lock loop
AM Amplitude modulation
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ASIC Application-specific integrated circuit
BER Bit-error rate
BW Bandwidth
CCO Current-controlled oscillator
CML Current mode logic
CMOS Complementary metal oxide semiconductor
CMRR Common mode rejection ratio
CRC Clock recovery circuit
CSL Current switch logic
DAC Digital-to-analog converter
DDS Direct digital synthesizer
DevRat Deviation ratio from radio terminology
DPLL Digital phase lock loop
DRO Dielectric resonator oscillator
DUT Device under test
ECL Emitter coupled logic
EMI Electron magnetic interference
ESD Electrostatic discharge
FET Field effect transistor
FFT Fast Fourier transform
FIB Focused ion beam, an analytical IC instrument
FM Frequency modulation
FSCL Folded source coupled logic
GPIB General-purpose interface bus
GSM Groupe Spécial Mobile the European mobile telephony protocols
HPF Highpass filter
IC Integrated circuit
IF Intermediate frequency
I/O Input-output device
JFET Junction field effect transistor
LO Local oscillator
LPF Lowpass filter
LSB Least-significant bit
LVDS Low voltage differential signaling
MOS Metal oxide semiconductor
MOSFET Metal oxide semiconductor field effect transistor
MOSIS Metal Oxide Semiconductor Implementation Service
MSB Most significant bit
MUX Multiplexer
NF Noise figure
NMOS N-type MOS
NRZ Nonreturn to zero
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OC3 Optical Carrier levels for SONET fiber optic network
PCB Printed circuit board
PFD Phase frequency detector
PLL Phase lock loop
PM Phase modulation
PMOS P-type MOS
PSPICE SPICE program that runs on personal computers
PSRR Power supply rejection ratio
PWB Printed wiring board
RC Resistance-capacitance circuit
RF Radio frequency
RMS Root mean square
RSFF Reset and set flip flop
RZ Return to zero
SAW Surface acoustic wave
SCL Source coupled logic
SNR Signal-to-noise ratio
SONET Synchronous optical networking using lasers
SPICE Simulation Program with Integrated Circuits Emphasis
SRAM Static random access memory
SSO Simultaneous switching outputs
TTL Transistor-transistor logic
UI Unit interval
VCO Voltage-controlled oscillator
VHF Very high frequency
YIG Yttrium iron garnet
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Buffer amplifier, 64–65, 369–70Acquisition, 112–13

Acquisition aids
Cclosed loop, 276
Calibration, factor,discriminator aided, 255–58, 277–79

signal, 370–71open loop, 275
Capacitor, maximum, 318–21sweep 275–76
Carrier suppression measurement,A/D converter, 506–15

363–69Additive phase noise measurement,
Center frequency, 112–13375–76
Charge pump, 30–32, 138–39, 280–86,ADPLL, 516–27

297–302, 317, 335–36, 418–19,Allan variance, 61–62, 74–75, 507–10
422–23, 466Amplifier

Clock recovery, 475–84buffer, 63–64
phase detectors for, 486–99flicker noise in, 38–39, 42–44, 47, 51,
ranking of requirements 308–30972–73
tests, 500–505gain, 63–64, 289, 295

Closed loop 23, 24–25, 77–78, 97, 105,log, 361
337, 359, 493, 521operational 287–91

CODAC (software post processing)phase margin, 291
example plots, 178, 180, 186–87,Analysis

194–96, 201, 202, 215, 240,Laplace, 23–24, 97–99
263, 467–69phase plane, 114–23

Coherent, direct, 446–47z-transform, 520
indirect, 446–47Applications, 9–12

Compensation of the loop, 30–32,
B 307–50

active, 318–21Bandwidth
of PLL, 26–29, 332–34 charge pump, 30–32

fast switching time, 330–32of spectrum analyzer, 360
optimum for phase noise, 346–49 for optimum phase noise, 342–49

maximum divide ratio, 338–41Behavioral model 299–300, 412–421
Bessel function, 56–59 minimum bandwidth, 333–37

ranking requirements, 308–12Bit error rate, 503–506
Block Diagram algebra, 76–77, 79–82, sampling effects, 321–330

trade-offs, 313, 315105
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Control systems, 18–20 Detectors
of phase for clock recovery, 486–99in PLL, 18–20
Hogge, 484–86, 495–99in oscillator, 63–66
Lock, 269–75Control voltage, 2–5
phase, 236–68Correction factor, in phase noise
window, 270measurement, 370–71

Difference equations, 422–26for spectrum analyzer log amplifier,
example plots, 431–32, 435–41360

DifferentialCycle slips, 4, 120–122, 271–75, 434,
amplifier, 285–304, 319441
logic for noise immunity, 146–47Counter, 271–272
ring oscillator, 191–97Current controlled oscillator, 425

Direct digital synthesizer, 450–51
Direct spectrum measurement, 360–63D
Direct synthesis, 447

D/A converter, 429, 432, 437–440 Discriminator, 277–79, 374–76
Damping factor, 20, 24–29, 106–107, Distortion zone, 266–68

119–20, 256–59, 315, 317, 320, Dividers, 164–82
330, 463 fractional N, 175–82

effect on phase noise, 343–345 programmable, 164–68
DDS, 450–51 pulse swallowing, 169–75
Dead zone, 266–68 DRO, 74, 360
Delay element, 186

EDelay lines
as frequency discriminator, 374–76 Equivalent input noise level, 44–47

Derivation of Error function (erf), 505
equal AM and PM side band, 370–71 Error transfer function, 23–24, 298–99,
oscillator phase noise model, 68–72 418–19
oscillator start up time, 228–32 Errors, in phase noise measurements,
phase detector gain 237–38 361, 368, 370–71
phase detector gain for Gilbert mixer, Error tracking, 23–24, 297–99, 418–19

242–44 Examples
phase detector slope, 16–18 active compensation, 319
phase noise slope model, 68–72 acquisition separatrix zone, 121–22
phase noise to time, 508–10 A/D effective bits, 513–14
phase plane analysis, 115–18 ADPLL, 522
PLL bandwidth to natural frequency behavioral model 412–18

ratio, 26–28 charge pump, 280, 286
PLL open loop transfer function, charge pump versus OPAMP, 299

21–23 clock recovery, 484–86, 498
PLL phase noise, 76–79 compensation with charge pump,
PLL zero decibel crossover frequency 30–32

to natural frequency ratio, 26–28 cookbook compensation, 318
single sideband phase noise, 52–57 crystal oscillator, 226
time response, 98–104 crystal oscillator start-up time, 229–30
VCO 1/s term, 15–16 cycle slip lock detector, 273

difference equation 430–12z-plane stability for ADPLL, 520–21
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divider timing for programmable transistor level PLL simulation,
407–12divider, 165

divider timing for fractional N, EXOR gate, 245–249, 487–99
Eye pattern, 487–88177–78

Gilbert phase detector, 244 Feedback control system, 18–29
intermodulation, 127–30

Fisolating grounds on silicon, 150, 153
Figure of merit, phase detector, 236–37isolation on chip, 139–41
Filters, 142–44LC multivibrator phase noise from
Filtering effect of PLL, 317–18Leeson’s equation, 216
Final value theorem, 23–25multivibrator phase noise with
Flicker, 71Leeson’s equation, 203

FM, 71negative resistance oscillator, 210
noise in amplifiers, 72noise of MOS versus bipolar, 51–52
phase, 71noise effect with increasing gate width,

Flip Flop, 167, 267–6854
Floor of the phase noise, 361OPAMP, 290, 293
Forward gain, 19, 492, 518optimum bandwidth compensation,
Fourier series, 136–38, 213341–49
Fractional frequency fluctuations, 62,oscillator phase noise model, 74–75

507other compensation, 330–41
Fractional N PLL, 175–80, 455–57phase detector figure of merit, 236
Fractional spectral density of frequencyphase frequency detector slow

fluctuations, 60acquisition, 256–58
Frequency, deviation, 54–55phase noise contribution from

discrimination, 374individual components, 91–92
dividers, 164–82Pierce oscillator component value
modulation, 54–57calculation, 206
step response, 96–111ranking requirements, 310, 312
sweep, 275–76ring oscillator phase noise with

Leeson’s equation, 189
Gsampling delay compensation, 321,
Gain326

constant in PLL, 324–25sideband filtering comparison, 143–44
OPAMP, 289, 295sideband modulation, 133–34, 139
open loop computing, 23–25synthesizer, 459–60, 465–75
of phase detector, 17–18, 237–38,test equipment key parameters,

241, 243395–97
of VCO, 229, 240, 249, 394test measurement plots, 355, 357, 358,

359, 363, 372, 374, 385, 387,
H388, 391

transient from phase step, 99 Hold-in range, 112–15
HP3048, 372–73, 397transient from frequency step, 109

transient response versus damping HP3585, 361
HP8566, 362, 395factor, 106

transient response for settling time, HP8662, 358, 359, 362, 373
HP8672, 75, 373107
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HP10544B, 74 Mathcad example plots, 20–21, 27–29,
50–52, 78, 82, 87, 92–94,HP10811A crystal oscillator, 359
106–11, 119, 121, 189, 196,HP11729, 374
203, 226, 228HPVEE example plots, 355, 357, 363,

Maximum sweep rate, 276385, 387, 390–91
Measurement, of phase noise, 359–69

I additive phase noise, 375–76
Indirect synthesis, 446–47 carrier suppression, 363–72
Instability, gain margin, 65 direct spectrum, 360–63

phase margin, 65 test equipment sources, 373
Integrated phase noise, 63 Measurements of PLLs
Integration of phase noise, 62–63 clock recovery, 500–505
Integrators, 303–304 hold-in range, 354–56
Intermodulation, 123–30 jitter, 377–90

AM to PM conversion, 129–30 phase noise, 373
Isolation, 147–53 power up response, 390–91

spurious signals, 356–57
J

switching time, 356–58
Jitter, 83–96 Mixers, as phase detectors, 364–67

causes of, 83–85 conversion loss, 364–67
deterministic, 91–95 diode, 238–241
phase noise to, 63, 87–91, 508–10 exclusive OR, 245–49
random, 87–89 Gilbert, 242–52

imbalance, 124–25L
Modeling, oscillators, 70–74

Laplace transform, 23–24, 97–99 phase noise, 69–73
Leeson’s equation, 63–66, 189, 203, 215 phase noise in phase lock loops, 76–82
LC oscillator, 204–12 Modulation index, 55, 57, 366, 501
Lock detector Multiplication, frequency, 23, 24–28,

cycle slip, 271–75 77–78, 317, 339, 341, 363
window, 270 Multiple loops, 452–53, 455

Logic gates Multivibrator, 196–203, 213–17
EXOR, 245–49

Nflip flop, 167, 267–68
Narrow band frequency modulation,NAND, 172, 250, 252

54–55, 91–95RS latch, 249–51
Natural frequency, 24–29, 31, 120, 276,Loop

317, 323, 339, 342, 348, 430filter. See compensation
Negative resistance oscillator, 68, 210–12multiple, 452–53, 455
Noise, burst, 40order 24–25

equivalent input, 42–45response to reference noise, 77–78
floor of spectrum analyzers, 361response to VCO noise, 77–78
figure, 48–50stability, 25–29
integration, 63type, 24–25, 492
reduction techniques, 145–54

M shot, 38–39
Magnitude and phase transfer function, suppression, 77, 300–301

thermal, 36–3825–26, 28, 315, 327–328
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Nonlinear simulation, 114–19 classification, 7
compensation, 30–32, 307–50NRZ, 475–81
damping factor, 21, 24–26

O error tracking, 22, 23–24, 104–105,
Open loop transfer function, 21, 77, 322, 298–300

324, 342, 415, 520 gain constant, 324–25
Operating frequency range, 112–13 loop bandwidth, 28, 323–24
Operational amplifier, 287–304 multiple, 452–53, 455
Optimum loop bandwidth, 344–49 multiplication factor, 23
Order of the loop, 24–25 noise, 76–82
Oscillator open loop transfer function, 23

10-MHz crystal, 74, 359 phase margin, 26–28, 119–20, 317,
crystal, 218–32 320, 323, 331
current controlled, 426 reference sidebands, 130–42
differential ring, 191–97 trade-offs, 462–63
DRO, 68 types of, 8, 446–47
HP10544B, 74 Web sites, 7
HP8662, 358, 359, 362, 373 zero dB cross over frequency, 25, 315,
HP8672, 75, 459 323, 324, 329, 349
instability phase margin, 67 zero frequency location, 23, 28, 320,
LC, 204–212 323
multivibrator, 197–203, 212–17 Phase margin, 26–28, 119–20, 317, 320,
negative resistance, 66 323, 331
Pierce, 205–208, 221–22 Phase noise
ring, 183–84 bandwidth optimum, 345–46
SAW, 67, 73 carrier noise test set, HP11729,
specification for crystal, 218–21 373–74
VCO, 183–217 carrier suppression, 363–76
YIG, 360–62, 376, 453 close to the carrier, 90–91, 511–13

Out of lock, 112, 270, 273, 434 damping factor effect, 344
direct spectrum, 360–63

P far from the carrier, 90–91, 511–13
integration of, 62–63Parabolic input, 21, 23–24, 99, 107, 110

Phase detectors, measures of, 61–63
measurements, additive, 375–376clock recovery, 486–99

combination phase/frequency, 252–68 measurement system, HP3048, 372–73
modeling, 69–73figure of merit, 237–38

flip flop, 267–68 sections in an oscillator, 71
single sideband definition, 57Gilbert, 242–45

Exclusive OR, 245–49 specification of a crystal oscillator,
218–21the mixer as, 16–18

RS, 249–52 to jitter, 87–91
Phase plane, 114–23, 434Phase error, 63

Phase lock loop Phase shifter, 364, 374–76
Phase step response, 103–106all digital, 516–26

articles, 6 Phase tracking, 302
Phase transfer function, 20books, 5
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Pole, 24 Simulation
Behavior level, 412–13Powermill (also known as nanosim or

timemill) Difference equations, 422–42
phase plane, 114–121example plots, 273, 275, 408–12, 442,

471–73 transistor level, 405–412
Single ended ring oscillator, 183–191Power slopes, description, 69

modeling of, 69–73 Software, 72, 354–56, 362–63, 386–91,
443Power supply filtering, 150–51

Probability error function, 505 Specification of a crystal oscillator,
218–21Process parameters, 288

Pull in, 113 Spectral density
of frequency fluctuations, 58
of phase fluctuations, 58Q

Spectrum analyzerQuadrature lock detector, 269–70
HP3585, 360–61, 371–72Quadricorrelator, 482–83
HP8560, 356, 363, 395Quartz Crystal, 72, 220–21
HP8566, 360–61, 371–72
noise floor, 361R

Spurious signals, 123–30, 356
Ramp response, 24 SPICE
Ranking requirements, 308–12 Example plots, 23, 53, 144, 168, 172,
Random Walk FM noise, 69 177–179, 211, 214, 249, 252,
Range 255–256, 260–262, 264, 299,

hold-in, 113 302, 411, 415, 417, 419, 422,
lock-in, 113 433, 442, 470, 482, 489–490

Recovery, clock. See clock recovery Transistor level PLL and behavioral
Reference oscillator, 218–32 model, 405, 412
Reference sidebands, 130–42 Stability, 25–29, 322–324, 520–521

filtering, 142–44 Standard deviation, 36
minimizing the levels, 130–41 Start up time of an oscillator, 228–32

Residual FM, 59 Steady state error, 24
Resistor noise, 36–37 Step response, 96–111
Resonator, 62–68 Sweeping, 275–276
Response. See time response Switching time, 109–10, 330–32
Ripple control, ADPLL, 525–26 Synthesizer
Ring oscillator, 183–91 classification, 446–47

differential, 191–97 direct digital (DDS), 450–51
Root locus, 28–29 HP8662 RF Frequency Synthesizer,
RZ code, 475 373, 459

HP8672 Microwave Frequency
S Synthesizer, 373, 459

hybrid PLL, 454–55s-domain, 23–24, 97–99
Sampling effects, 321–24, 326–27 mixer in, 447, 449, 452, 453, 455,

458, 459, 460Separatrix, 120–23, 434–35
Settling time, 109–10 multiple PLL, 452, 453

single PLL, 451–52Sidebands, 130–42
Signal to noise ratio, 72, 625 trade-offs, 460–63
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Systems Time response of PLLs, 96–111
Tracking error, 23–24, 297–99clock recovery, 475–84

frequency synthesizer, 446–74 Transfer function
charge pump, 286, 469network analyzer, 392, 397
phase detector, 2, 240

T phase noise, 63–65, 79–81, 342
PLL, 19–23, 312Tables
sideband, 137–139charge pump calculated values, 32
Type 1 and Type 2, 26–28, 492compensation effects on performance,
VCO, 2, 115315

Transforms, Laplace, 23–24, 97–99computer execution time comparison,
z-transform, 520441

Transient, 96–111exclusive OR phase detector truth
Trigonometric identities, 17, 56, 237,table, 246

509jitter calibration, 383–84
Trouble-shooting, 398–401multiplier phase detector truth table,
Tune voltage, 2–5, 194, 269, 467245
Type of loop, 24–25, 492OPAMP comparison for well-known

configurations, 299 V
process parameters for 0.8-(m gate

VCO
length, 289

LC, 204–12
reference oscillator comparison, 219

multivibrator, 198–203, 213–17
reference sideband versus process of

ring, 183–91
phase detector, 139

ring, differential, 191–97
residual FM calculation, 76
residual phase error, 25, W
resonator low Qs, 204 White, FM noise, 69
resonator Qs, 74 phase noise, 69
simulator software vendor Window, sin4, 88–89

comparison, 442
Ysystem forcing functions, 24

test equipment, 394 YIG oscillator, 322, 459
transient phase error, 104

ZVCO parameter comparison, 217,
Taylor series, 59 z-transform, 520

Zero of transfer function, 24–28Test equipment, 393–97
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