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I dedicate this book to my parents, for inspiring me

throughout my life;

to my wife, and my children for their patience and support;

to my wonderful readers, thank you!



Preface

This book has been inspired by the growing interest in
emerging quantum technologies. The ongoing
miniaturization of photonic structures due to the
availability of sophisticated nanofabrication has provided
huge opportunities for physical research of novel
phenomena in photonic quantum systems and quantum
technological applications. These include quantum
information processing such as quantum computing,
quantum communication, quantum metrology, and
quantum sensing.
The aim here is to bring together scientists with different
expertise from across different disciplines. The manuscript
provides selected topics on photonic quantum systems from
research to applications. The chapters will represent a
flavor of the cutting-edge research that is going on in this
area. The studied material systems will range from ions,
atoms, and molecules through color centers and other
solid-state quantum emitters. The intention here is to
provide an important guide for the students and
researchers of the community. It is dedicated to one of
today's most active and rapidly expanding fields of research
and development in photonic quantum technologies, in
particular the growing number of experimental
implementations and practical applications of quantum
systems. This book will be unique because it will provide
researchers and scientists with various aspects of material
development on different platforms and their applications
in quantum technologies in one place.
Progress in the realization of quantum devices and circuits
enables breakthroughs in experimental tests of quantum
physics and in practical applications of quantum



technologies in imaging, secure communication,
ultrasensitive metrology, and quantum computing. Based
on the current worldwide interdisciplinary research
activities in these emerging quantum technologies, I
strongly believe that the realization of a practical quantum
device (e.g. quantum repeaters) will most probably be
based on hybrid quantum systems. Therefore, the intention
of this publication is to provide an overview of the latest
cutting-edge research on photonic quantum technologies
and to provide readers (academia and industry),
researchers, and scientists with several ingredients in one

location. This will help to bridge the gap between scientists
working in academia and industry and guide them to
understand the current development, the remaining
challenges toward the realization of practical quantum
systems, and the necessary requirements to overcome such
challenges.
This book consists of 26 chapters, written by internationally
prominent scientists in the field of quantum technologies
from different countries: Austria, China, Denmark, France,
Germany, Panama, Poland, Russia, Spain, Switzerland, the
United Kingdom, and the United States. It is structured
into five parts, covering various topics ranging from
fundamentals to applications. I anticipate that the book will
be helpful for students and researchers involved in this
field and that it will encourage and guide engineers in their
efforts for industrial implementations.
Though the cover page of the book was chosen before the
announcement of the 2022 Nobel Prize in Physics, I am
delighted that it matches the award's topic.
I would like to express my sincere gratitude to Alain
Aspect, the 2022 Nobel Prize Laureate in Physics, for
taking time from his busy schedule to contribute a chapter.
My sincere thanks go out to all my colleagues for their



valuable contributions and their excellent cooperation
throughout the writing and editing process.
Furthermore, I would like to thank M. Fox, S. Kais, P. van
Loock, D. Oi, and M. Razavi for accepting my invitation to
review some chapters and for providing valuable feedback
and suggestions.
Special thanks to the editorial staff of Wiley-VCH and in
particular to M. Preuss, D. Bez, H. Noethe, M. Abinaya, V.
Shyamala, and C. Nussbeck for their support and patience
in awaiting the final version and keeping this book on track
for publication.
I would also like to thank the German Research Foundation
(DFG) and the Federal Ministry of Education and Research
(BMBF) for their continued support. I am also grateful for
the financial support provided by the state of Hesse
through the LOEWE program. My thanks also go out to the
University of Kassel for its internal financial support.
Finally, I want to extend my gratitude to my parents for
supporting me in pursuing my studies. My wife and
children deserve a special thank you for their unconditional
support and gratitude for my absence for several
weekends.

Mohamed Benyoucef    
Kassel, November 2022
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Chapter 1: Introduction to Quantum

Photonics

Richard J. Warburton*

*Corresponding author: richard.warburton@unibas.ch

A brief and non-technical introduction to contemporary
quantum photonics is presented.
Keywords: photon; quantum optics; quantum technology.



Chapter 2: The Second Quantum

Revolution: From Basic Concepts to

Quantum Technologies

Alain Aspect*,†

*Corresponding author: alain.aspect@institutoptique.fr
†The 2022 Nobel Prize Laureate in Physics

The second quantum revolution was first conceptual, with
the understanding and the experimental demonstration of
the extraordinary character of entanglement, as evidenced
by Bell inequalities violations. These experiments were
permitted by the possibility to observe and manipulate
individual quantum objects. The second quantum revolution
is now at the stage of using these conceptual advances to
develop quantum technologies that are able to go beyond
those based on the first quantum revolution.
Keywords: second quantum revolution; entanglement; bell
inequalities; quantum computing; quantum cryptography.
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Chapter 3: Solid-State Quantum

Emitters

A. Mark Fox*

*Corresponding author: mark.fox@sheffield.ac.uk

This chapter gives a tutorial overview of the key
parameters that are used to assess solid-state quantum
emitters for applications in quantum photonics.
Specifically, it covers single-photon purity, coherence and
photon indistinguishability, and the methods that are used
to quantify them. The chapter concludes with a brief
comparison of several of the more common material
systems that are used in solid-state quantum optics.
Keywords: quantum emitter; single-photon source; photon
statistics; photon anti-bunching; Purcell effect; Rabi
rotations; Hanbury Brown-Twiss experiment; Hong-Ou-
Mandel experiment; photon indistinguishability.
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Chapter 4: Single-Photon Sources for

Multi-photon Applications

Stefan Frick, Robert Keil, Vikas Remesh, and Gregor

Weihs*

*Corresponding author: gregor.weihs@uibk.ac.at

Much of the recent development of single-photon sources is
driven by the desire to apply them to protocols and
technologies that use the interference of two or more
photons, such as quantum repeaters or boson sampling. In
all of these cases, the indistinguishability of the produced
photons is a key requirement. For those applications that
want to scale to larger photon numbers, source efficiency is
equally important. In this chapter, we will discuss two
competing solutions, sources based on nonlinear optics and
quantum dots, as the most-used single-quantum emitters.
Keywords: photon-pair sources; quantum dots; multi-
particle interference; indistinguishability; number purity;
spectral purity; excitation schemes.
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Chapter 5: Quantum Key Distribution

Protocols

Álvaro Navarrete, Víctor Zapatero,* and Marcos Curty

*Corresponding author: vzapatero@com.uvigo.es

In contrast to public-key cryptography, whose security
relies on computational assumptions, quantum key
distribution (QKD) provides an information-theoretically
secure solution for the task of distributing cryptographic
keys between distant parties through an insecure channel.
In this chapter, we provide a general introduction to QKD
protocols and their security, starting from the theoretical
foundations of QKD – based on fundamental properties of
quantum mechanics, such as the no-cloning theorem or
entanglement – and moving to state-of-the-art QKD
solutions and the latest technological advances.
Keywords: quantum key distribution; quantum
communication; quantum cryptography; quantum
technologies.

mailto:vzapatero@com.uvigo.es


Chapter 6: From Basic Science to

Technological Development: The Case

for Two Avenues

Matteo Carlesso and Mauro Paternostro*

*Corresponding author: m.paternostro@qub.ac.uk

We argue that, in the quest for the translation of
fundamental research into actual quantum technologies,
two avenues that have – so far – only partly explored should
be pursued vigorously. On first entails that the study of
energetics at the fundamental quantum level holds the
promises for the design of a generation of more energy-
efficient quantum devices. On second route to pursue
implies a more structural hybridization of quantum
dynamics with data science techniques and tools, for a
more powerful framework for quantum information
processing.
Keywords: quantum technologies; quantum
thermodynamics; quantum machine learning.
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Chapter 7: Quantum Networks in

Space

Lisa Wörner*

*Corresponding author: lisa.woerner@dlr.de

The inherent properties of quantum mechanics render it an
important subject for fundamental research and
applications alike. Entanglement stands out among those,
allowing for novel secure communication and more rapid
computation. To enable global secure communication,
space based networks are required. A space network with
trusted nodes for every user is an unviable feat, and could
lead, given the amount of potential civil, governmental, and
military users, to a cluttering of space. Additionally, global
networks of trusted nodes exclude smaller to medium
players from profiting from the quantum revolution and the
benefits of secure communication. To remain inclusive to
small businesses and enable broad usage of the technology,
the operation of untrusted nodes in space is inevitable.
Consequently, untrusted nodes need to be capable of
receiving and re-transmitting the information with the
possibility of storage of the information in-between. Hence,
space-based quantum repeater, consisting of a receiver, a
transmitter, and a coherent memory, could operate as
untrusted nodes.
In this chapter, the challenges, necessities, and
opportunities for global quantum networks will be
discussed. This includes novel techniques for quantum
repeater and their current technology readiness level.
Keywords: quantum network; untrusted node; quantum
repeater.
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Chapter 8: Fluorescence

Spectroscopy in Planar Dielectric and

Metallic Systems

Alexey I. Chizhik, Daja Ruhlandt, and Jörg Enderlein*

*Corresponding author: jenderl@gwdg.de

In this chapter, we present an overview of our recent
theoretical and experimental studies of the fluorescence
modulation of quantum emitters by planar nanostructures.
We will mainly focus on two methods that are based on this
phenomenon: (i) axial localization of a fluorophore using
energy transfer from the fluorophore to a planar metal film
or graphene and (ii) absolute quantum yield measurements
using a plasmonic nanocavity. Both methods have been
used in a large number of recent studies. We present the
full theoretical modeling of these experiments and give an
overview of recent experimental results.
Keywords: single-molecule fluorescence; nanocavity
electrodynamics; fluorescence lifetime spectroscopy;
defocused single-molecule imaging; metal- and graphene-
induced energy transfer.
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Chapter 9: Single Trapped Neutral

Atoms in Optical Lattices

Andrea Alberti and Dieter Meschede*

*Corresponding author: meschede@uni-bonn.de

Controlling neutral atoms one by one has opened the path
to create new experimental platforms for investigating
their individual as well as their collective dynamics in a
bottom-up approach. We discuss the tools for precisely
detecting and preparing all degrees of freedom of trapped
atoms at the ultimate quantum level, including their
internal spin state, their motional state, and also their
position, which has relevant quantum character. We
summarize applications including single-atom
interferometry and quantum walks.
Keywords: cold atoms; trapped neutral atoms; quantum
information; quantum walks; single atoms; atom
interferometry.
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Chapter 10: Long-Distance

Entanglement of Atomic Qubits

Kai Redeker, Wenjamin Rosenfeld, and Harald Weinfurter*

*Corresponding author: h.w@lmu.de

Quantum networks connecting future quantum computers
and enabling efficient long-distance quantum
communication require as most important resource the
distribution of entanglement. This chapter details how this
can be achieved for the particular example of atomic
quantum memories implemented with single, trapped,
neutral rubidium atoms.
Keywords: quantum network; quantum communication
quantum memory; entanglement.
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Chapter 11: Collective Light Emission

of Ion Crystals in Correlated Dicke

States

Ferdinand Schmidt-Kaler* and Joachim von Zanthier

*Corresponding author: fsk@uni-mainz.de

We give an overview of collective light scattering of
trapped ion crystals serving as arrays of correlated
emitters of single, indistinguishable photons into free
space. The collectively emitted light is recorded in the far
field by detectors, which feature high spatial and high
temporal resolution. We observe interference in the first-
and second-order photon correlation functions as well as,
bunched and antibunched photon statistics. We analyze
theoretically how the observed features of collective light
scattering off arrays of correlated single photon emitters
result from projective quantum measurements into Dicke
states.
Keywords: photon statistics and coherence theory;
quantum description of interaction of light and matter;
cooperative phenomena in quantum optical systems; single
photon emitter; correlated emission of photons; single ion
trapping and cooling.
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Chapter 12: Single-Molecule Magnets

Spin Devices

Eufemio Moreno-Pineda and Wolfgang Wernsdorfer*

*Corresponding author: wolfgang.wernsdorfer@kit.edu

Since the first observation of quantum effects, scientists
have striven to gain a deeper knowledge and understating
of these characteristics with the ultimate goal of
implementing them in practical applications. Today, due to
important contributions of many pioneers, we are at the
point in which quantum effects can be exploited, prompting
the proposal of several futuristic technological applications
such as quantum sensing, quantum simulation, quantum
computing, and quantum communication. These
technologies share some common ground: they rely on the
manipulation and read-out of the electronic or nuclear
states; hence, their quantum properties must fulfill certain
characteristics. To accomplish these tasks, several systems
have been proposed; however, among the several
prospects, molecular systems have been shown to possess
several advantageous characteristics, as compared to
common platforms. In this chapter, key aspects of single-
molecule magnets allowing their proposal in applications in
quantum sensing, quantum simulation, quantum
computing, and quantum communications will be revised.
Keywords: quantum sensing; quantum simulations;
quantum computing; quantum communications; spin
transistor; spin valve; quantum bit; qudit; quantum error
correction; quantum tunneling of the magnetization.
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Chapter 13: Molecular-Ion Quantum

Technologies

Mudit Sinhal and Stefan Willitsch*

*Corresponding author: Stefan.Willitsch@unibas.ch

Quantum-logic techniques for state preparation,
manipulation, and nondestructive interrogation are
increasingly being adopted for experiments on single
molecular ions confined in traps. The ability to control
molecular ions on the quantum level via a co-trapped
atomic ion offers intriguing possibilities for new
experiments in the realms of precision spectroscopy,
quantum information processing, cold chemistry, and
quantum technologies with molecules. The present article
gives an overview of the basic experimental methods,
recent developments, and prospects in this field.
Keywords: molecular ions; quantum-logic spectroscopy;
precision measurements; quantum technologies.
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Chapter 14: Optical Atomic Clocks

Ekkehard Peik*
*Corresponding author: ekkehard.peik@ptb.de

Based on the development of atomic clocks and the
definition of the unit of time via an atomic resonance
frequency, time and frequencies are the most precisely
measurable physical quantities. Over the past 30 years, the
development of methods of cooling and trapping of atoms
and ions and the development of low-noise laser oscillators
and the invention of the optical frequency comb that
establishes a link between microwave and optical
frequencies with nearly perfect fidelity have led to
impressive progress in the field. Optical clocks based on
laser-cooled and trapped atoms and ions reach a systematic
uncertainty in the low  range and below. This chapter
presents the principles and methods that have enabled
these performances.
Keywords: atomic clock; laser cooling and trapping;
optical frequency comb; unit of time.
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Chapter 15: Coherent Spin Dynamics

of Colloidal Nanocrystals

Dmitri R. Yakovlev*, Anna V. Rodina, Elena V. Shornikova,

Aleksandr A. Golovatenko, and Manfred Bayer

*Corresponding author: dmitri.yakovlev@tu-dortmund.de

This chapter gives an overview of the spin properties of
semiconductor colloidal nanocrystals. We consider the
energy and spin-level fine structures in colloidal quantum
dots and nanoplatelets and their modification in an external
magnetic field. We show how spectroscopic, time-resolved,
and magneto-optical experimental approaches can be used
for colloidal nanocrystals in order to get information on
exciton states as well as the spin dynamics of excitons and
charge carriers. We demonstrate that spin-dependent
phenomena give access to further properties of colloidal
nanocrystals, like the surface states and their spins, the
photocharging dynamics, the carrier localization within a
nanocrystal, etc.
Keywords: colloidal nanocrystals; colloidal quantum dots;
semiconductor nanoplatelets; coherent spin dynamics;
time-resolved Faraday rotation; spin-flip Raman scattering;
exciton spin structure.
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Chapter 16: Relaxation of Electron

and Hole Spin Qubits in III–V Quantum

Dots

Alexander Bechtold, Tobias Simmet, Friedrich Sbrezny,

Nikolai A. Sinitsyn, Kai Müller, and Jonathan J. Finley*

*Corresponding author: jonathan.finley@wsi.tum.de

The control of solid-state qubits for quantum information
processing requires a detailed understanding of the
mechanisms responsible for decoherence. During the past
decade, considerable progress has been achieved for
describing the qubit dynamics in relatively strong external
magnetic fields. However, testing theoretical predictions at
very low magnetic fields has proven difficult in optically
active dots. Here, we describe our studies of electron and
hole spin qubit dephasing in single InGaAs quantum dots
using spin memory devices. The results show that without
applied magnetic fields, the initially orientated electron
spin rapidly loses its polarization due to precession around
the fluctuating Overhauser field with an effective magnetic
field amplitude of 10.5 mT. The inhomogeneous dephasing
time associated with these hyperfine mediated dynamics is 

 ns. Over longer timescales, an unexpected stage of
central spin relaxation is observed, namely the appearance
of a second feature in the relaxation curve around 
 ns arising from quadrupolar coupling. In comparison, hole
spin qubits are shown couple significantly more weakly to
the nuclear spin bath. We measure a  times longer
dephasing time  ns for hole spin qubits compared
with the electron spin. We also obtain evidence for the
impact of anisotropic hyperfine coupling on the spin
polarization decay, allowing us to quantify the degree of
anisotropy  which is fundamental to the character
of the confined hole spin wave function. By modeling this
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behavior, we derive the degree of light-hole heavy-hole
mixing, which is an essential mechanism for enabling hole
spin dephasing and thus refining the description of hole
hyperfine coupling beyond the initially suggested pure
Ising form.
Keywords: optically active quantum dots; electron and
hole spin qubits; central spin problem; spin photon
interfaces



Chapter 17: Ensemble-Based

Quantum Memory: Principle,

Advance, and Application

Bo Jing* and Xiao-Hui Bao

*Corresponding author: bjing@uestc.edu.cn

Quantum memory for photons plays an important role in
quantum information science, such as quantum repeater,
quantum network, quantum communication, and quantum
computing. The realization of a quantum memory with high
efficiency, long lifetime, high fidelity, large bandwidth, and
multimode capacity is of great significance for its
applications. Atomic ensemble, serving as one of the most
appealing physical platforms for quantum memories, has
been widely explored toward improving memory
performance. Over the past decades, significant progress
based on atomic ensembles has been made in developing
new schemes and improving memory performances
experimentally through various approaches. In this
chapter, we first introduce the working principle of
quantum memory by reviewing the widely used schemes.
Next, we present several key figures of merit for judging
memory performance. Afterward, we review the
experimental progress made in several different systems.
Finally, we give discussions on its application in a number
of different directions. The scope of this chapter is limited
to single-photon storage with atomic ensembles.
Keywords: quantum memory; atomic ensemble; rare-earth
ions; electromagnetically induced transparency; atomic
frequency comb; DLCZ.
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Chapter 18: Telecom Wavelengths

InP-Based Quantum Dots for

Quantum Communication

Mohamed Benyoucef* and Anna Musiał

*Corresponding author: m.benyoucef@physik.uni-kassel.de

Quantum dots (QDs), also known as artificial atoms, are
among the recently explored hardware platforms for
photonic quantum technologies. They offer a range of
advantages that make them particularly well-suited for
building quantum communication networks over optical
fiber channels. One of the most prominent features of QDs
is the ability to be easily and deterministically integrated
into photonic devices and photonic circuits. They also
exhibit near-unity internal quantum efficiency and emit
nearly Fourier-transform-limited single photons of high
purity and entangled photons. QDs emitting at optical fiber
communication wavelengths, especially in the telecom C-
band, which corresponds to the spectral range of the
lowest attenuation in silica fibers, are very promising for
long-distance quantum communication. This makes the
development of QD-based quantum light sources for these
wavelength ranges of particular interest. This chapter gives
an overview of recent developments in InP-based QDs,
which are one of the candidates providing emission in this
spectral window. These advancements include lowering the
spatial density of nanostructures in this material system,
increasing their in-plane symmetry, developing high-
reflectivity distributed Bragg reflectors, and incorporating
them in microcavities and other photonic structures to
increase photon extraction efficiency to generate the
highest-purity single photons at 1550 nm.
Keywords: quantum dots; III-V semiconductor
nanostructures; molecular beam epitaxy growth; telecom
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wavelengths; single-photon sources; magneto-optics;
photonic crystal cavities; fiber quantum network; extraction
efficiency; symmetric InAs/InP quantum dots; internal
quantum efficiency.



Chapter 19: Quantum Optics with

Solid-State Color Centers

Joseph H.D. Munns, Laura Orphal-Kobin, Gregor Pieplow,

and Tim Schröder*

*Corresponding author: tim.schroeder@physik.hu-berlin.de

With the chapter “Quantum Optics with Solid-State Color
Centers,” we provide a comprehensive overview of color
centers in wide-bandgap materials: We describe their
generation and energy level schemes, how they are
controlled both optically and via microwaves, and how they
are used in quantum optics and technology. The chapter
summarizes landmark experiments including applications
ranging from single photon generation, over quantum
memories, quantum gates, to entanglement generation. We
structured the chapter such that the reader has access to a
bottom-up introduction but can also directly jump to
sections of interest. This work is directed at graduate
students up to the principal investigator level.
Keywords: quantum optics; quantum technology; color
centers; wide-bandgap materials; diamond; silicon carbide;
review; single photon emitters; optically active solid-state
spin defects.
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Chapter 20: Quantum photonics with

2D semiconductors

Mauro Brotons-Gisbert and Brian D. Gerardot*

*Corresponding author: b.d.gerardot@hw.ac.uk

In this chapter, we introduce the main properties of the
most popular van der Waals materials for single-photon
generation: hexagonal boron nitride(hBN), group-VI
transition metal dichalcogenide semiconductors (TMDs),
and 2D quantum devices consisting of different 2D crystals
assembled into van der Waals heterostructures. We then
focus primarily on quantum emitters (QEs) hosted by TMD
semiconductors, including a description of their typical spin
and optical properties. Finally, we consider the different
means to engineer the QEs and their coupling to cavities
and integrated photonic chips.
Keywords: 2D materials; nanophotonics; single photon;
van der Waals heterostructure
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Chapter 21: Nano-Opto-Electro-

Mechanical Systems for Integrated

Quantum Photonics

Leonardo Midolo* and Celeste Qvotrup

*Corresponding author: midolo@nbi.ku.dk

This chapter covers the topic of nano-opto-electro-
mechanical systems (NOEMS) and their application in
quantum photonic integrated circuits. When reducing the
size of optical devices down to the nano-scale, as in
nanophotonics and plasmonics, the properties of confined
optical waves become increasingly affected by small
geometrical variations of the materials. These variations
produce a wide range of electro- and opto-mechanical
interactions that do not depend on any intrinsic material
property and therefore can be operated at cryogenic
temperatures and seamlessly integrated in quantum
photonic circuits with embedded quantum emitters and
single-photon detectors. We discuss the basic principles of
operation of NOEMS, the techniques involved in their
fabrication, and the functionalities that such devices can
provide toward the realization of scalable quantum
photonic integrated technologies.
Keywords: photonic integrated circuits; electro- and opto-
mechanics; quantum emitters; micro and nanofabrication.

mailto:midolo@nbi.ku.dk


Chapter 22: Silicon Quantum

Photonics - Platform and Applications

Cagin Ekici, Elizaveta Semenova, Davide Bacco, and

Yunhong Ding*

*Corresponding author: yudin@fotonik.dtu.dk

Silicon quantum photonics is the leading platform of
integrated quantum photonics thanks to its advantages of
ultradense integration, complementary metal–oxide
semiconductor-compatible fabrication, etc. However, to
enter the fault-tolerant, breakthroughs on the photon
sources, optical loss, and quantum process fidelity have to
be achieved before silicon-integrated quantum photonics
can really achieve a useful scale. In this chapter, we will
present the basics of silicon quantum photonics and give an
overview of the state of the art. The chapter is structured
as follows. In Section 22.2, we will discuss the typical
fabrication process and necessary passive and active
optical components. In Section 22.3, we will further
present an overview of different quantum light sources on
silicon, including quantum dot sources on silicon and
nonlinear sources. In Section 22.4, we will discuss
applications in processing of quantum information on
silicon and quantum communication. Finally, we will give
an outlook of silicon quantum photonics for further scaling.
Keywords: silicon photonics; quantum information
technologies; single- photon source; nonlinear light source;
quantum information processing; quantum communication.
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Chapter 23: Photonic Realization of

Qudit Quantum Computing

Yuchen Wang, Zixuan Hu, and Sabre Kais*

*Corresponding author: kais@purdue.edu

In quantum computing, qudit is a multilevel computational
unit. Qudit, as an alternative to qubit, has a larger state
space for information storage and processing. Quantum
circuit built with qudits can enhance algorithm efficiency,
reduce the circuit complexity, and simplify the experiment.
Photonic systems with their comparatively long
decoherence time provide good platforms for quantum
computing. Some photonic systems also provide suitable
working platforms for qudit quantum computing because
qudit systems can be encoded naturally and conveniently
with photons given the multidimensional nature in many
photon properties. This chapter first introduces the basic
knowledge and concepts of qudit quantum computing that
include qudit gates, universality, and important qudit
algorithms such as the quantum Fourier transform and the
Phase Estimation Algorithm (PEA). It then reviews two
implementations of qudit computing with photonic systems.
The first system is an electro-optic platform that integrates
on-chip modulators, pulse shapers, and other well-
established fiber-optic components. This platform is
capable of performing high-fidelity quantum Fourier
transform pulse shaping and the two-qudit SUM gate via
the time and frequency degrees of freedom, which paves
the way to demonstrate a proof-of-principle qutrit PEA. The
second system consists of microwave cavities and transmon
qubits to implement a two-mode superconducting bosonic
processor that enables the scalable simulation of molecular
vibronic spectra.
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Quantum repeaters are the primary platform for the
reliable exchange of quantum data in future quantum
communications networks. In this chapter, I provide a brief
overview of how different classes of quantum repeaters
work, and, in particular, how they manage the two key
challenges of loss and noise in quantum channels and
systems. Along the way, the required resources for such
repeaters and their expected performance will be
discussed.
Keywords: quantum communications; quantum repeaters;
quantum networks; quantum error correction codes;
quantum data transfer; entanglement distribution; quantum
memories.
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Based Quantum Communication
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Long-distance quantum communication with satellites
opens a promising avenue for the global secure quantum
network and the large-scale test of quantum foundations.
Free-space links could provide a better approach because
photon loss and decoherence are almost negligible in the
atmosphere. But there are still many new challenges. The
satellite moves fast and also has rotation and vibration.
Besides, the environment of space is also complex. Many
scientific research teams from different countries have
spent the past decade performing systematic ground tests
for satellite-based quantum communications to overcome
all these difficulties. The world's first quantum science
satellite Micius was launched on 16th August 2016,
demonstrating a series of scientific experiments. Since
then, many satellite plans have been proposed, making this
field into focus. In this chapter, we briefly review the
progress in long-distance satellite-based quantum
communication, including step-by-step ground-based
feasibility studies and developments of the critical
technologies required, a series of satellite-ground quantum
communication experiments with Micius, and ending with
an outlook on the future work that needs to be done to
build global-scale practical quantum networks eventually.
Keywords: quantum information; quantum communication;
quantum key distribution; quantum entanglement.
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The research and industrial communities are concentrating
their efforts in two main trends in communications, which
are seen as the new drivers not only in telecommunications
but also in all the aspects of our lives: sixth generation (6G)
and the Quantum Internet. While their research and
standardization efforts are still independently faced, the
limitations and challenges of these two systems can
experience significant benefits from their integration. This
chapter aims at making the reader familiar with current
status of 6G and the Quantum Internet architectural design
and how they can be integrated to gain a mutual
advantage.
Keywords: 6G; quantum communication networks;
entanglement-assisted communication; quantum campus
network; quantum three-dimensional network.
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1.1 The Photon

The photon is the quantum particle o f light. The concept of
a photon was first introduced by Max Planck and Albert
Einstein. The “birth” of a photon was described by Niels
Bohr: in the shell-model of the atom, a photon is created
when an electron jumps from a higher-lying shell to a
lower-lying shell. All this work predated the development of
formal quantum mechanics. In the meantime, quantum
optics has developed into a highly coherent and well-tested
branch of quantum physics. That light consists of quantum
particles, photons, and that these photons exhibit both
wave-like and particle-like behavior is uncontested. A new
theme is the extent to which these quantum properties
make the photon useful in quantum technology.
In classical physics, the energy associated with an
electromagnetic field in a single cavity mode is divided
equally between the electric and magnetic components. In
quantum optics, the electric and magnetic fields constitute
conjugate variables, corresponding to position and
momentum, and are replaced with operators [1, 2]. In
terms of the photon annihilation and creation operators, 
and , which satisfy the commutation relation ,
the single-mode Hamiltonian becomes 
where  is the photon energy. The eigenstates of this



Hamiltonian are the Fock states (equivalently, the number
states),  with . The Fock state with 
represents the vacuum state. The fluctuations in the
vacuum state constitute an important source of noise in
quantum optics. The Fock state with  represents the
single-photon state.
All the number states are highly quantum in the sense that
their properties are very different to those of a classical
electromagnetic wave. One example concerns the intensity
autocorrelation function, . For the Fock state , 

. This reflects the particle-like nature of the
photon: on detecting one photon at time , there is
zero probability of detecting a second if the input state
consists of just one photon. By contrast, for an ideal laser
output,  for all . A measurement of , for
instance with a Hanbury Brown–Twiss interferometer, is
widely used to characterize quantum light.
A second example concerns the behavior at a beam splitter.
Assuming that two identical Fock states  arrive
simultaneously at a 50:50 beam splitter, the output state is 

 where  and  describe the two
output modes [3]. This reflects the wave-like nature of the
photon: the  state is not part of the output as a
consequence of an interference phenomenon called two-
photon interference. Although the two input states may be
produced by completely different atoms, a highly entangled
state is created at the output. The two-photon interference
is only complete if the two input states are identical,
“indistinguishable” in the language of quantum optics. A
measurement of the  fraction is used as a metric to
quantify the extent to which the two input states are
indistinguishable.



The theory of quantum optics applies at all frequencies.
However, the optical band covering approximately 200–
600 THz is particularly important. On the one hand, highly
coherent laser sources exist in this band. These sources are
essential to create quantum states of light via the light–
matter interaction. On the other hand, single-photon
detectors also exist in this frequency range with both a
high quantum efficiency and low timing jitter. The
detectors are essential to probe the quantum states of light.
These detectors also exploit the light–matter interaction.
A photon can be used as a quantum bit. One degree of
freedom, for instance the polarization or the arrival time, is
used to define the “north” and “south” poles on the Bloch
sphere; superpositions cover all points on the sphere. By
making a good choice, the quantum state of the photon can
be preserved as it propagates over large distances. This
feature renders the photon crucial in quantum
communication and in interconnecting quantum computers
in a future quantum internet. Here too photons at optical
frequencies play a crucial role as optical fiber technology is
highly developed: there are two windows with particularly
low transmission loss, the O-band at wavelength 1300 nm
and the C-band at 1550 nm. Photons at these wavelengths
can be used to transport quantum information over large
distances via standard optical fibers.

1.2 The Light–Matter Interaction

In the absence of matter, photons do not interact with each
other. Photons do of course interact with matter. The
process of spontaneous emission, the creation of a photon
as an electron hops from one energy level to another, can
be described by Fermi's golden rule: the lifetime depends
on the product of a matrix element, an immutable property
of the atom, and a photonic density of states factor. Edward



Purcell's crucial insight is that, unlike the dipole matrix
element, the density of states is not immutable – it can be
controlled by engineering the atom's environment [4]. If
the photonic engineering is carried out precisely enough,
spontaneous emission from a single atom puts a single
photon into one particular optical mode.
In a resonant cavity, the atom–photon interaction becomes
more involved: the atom creates a photon in the cavity, and
this photon can be reabsorbed by the atom such that the
process repeats. In the limit that only two quantum states
of the atom are relevant, a two-level atom, the interaction
Hamiltonian is simply  where  and 

 are the atomic transition operators. This Hamiltonian,
the Jaynes–Cummings Hamiltonian, describes how a
quantum of energy can be exchanged between the atom
and the light in the cavity [1]. Equivalently, the eigenstates
become dressed states, admixtures of photon- and atom-
states. The energetic separation between the eigenstates “

” and “ ” is  where  is the number of
excitations. This  dependence uncovers a nonlinearity in
the atom–photon interaction as a function of photon
number. The nonlinearity arises as a consequence of the
disparity between atom and photon: the photon number is
arbitrary, yet the atom can be excited only once.

1.3 Single-Photon Sources

A single-photon source should produce single,
indistinguishable photons on demand at a high repetition
rate at a convenient wavelength. The metrics are the
purity, , a measure of the extent to which the
source produces single photons and not multiple photons (

 for a perfect single-photon source); the two-



photon interference visibility; the repetition rate; and the
end-to-end efficiency.
The workhorse source of single photons is based on
spontaneous parametric downconversion in a nonlinear
crystal [1, 2]. Via a nonlinear process, a laser pulse creates
two photons, the process satisfying energy and momentum
conservation. This scheme is simple to implement.
Furthermore, although the process is probabilistic – 
spontaneous parametric downconversion does not form the
basis of an “on demand” source – photons are created
pairwise: detection of one photon signals the creation of its
twin. This heralding feature is powerful and overcomes in
many experiments the weakness implied in the probabilistic
nature of the source. On increasing the laser power, the
probability of creating single- and two-photon states both
increases such that an increase in efficiency results in a
reduced purity. Typically, the application determines a
maximum tolerable purity, and this in turn sets a limit to
the efficiency.
In an attempt to create a truly on-demand source,
alternative schemes to spontaneous parametric
downconversion have been explored. The simplest scheme
uses a two-level atom. The atom is excited to its excited
state. One and only one photon is created via spontaneous
emission as the atom returns to its ground state. A
subsequent photon can only be created by re-exciting the
atom. As such, at least in principle, the scheme can
produce single photons on demand. In practice, two
challenges need to be met. First, the photonic environment
needs to be engineered such that the atom creates photons
in one specific optical mode. Example optical modes are the
confined mode in a cavity and the propagating mode of a
waveguide. Second, to ensure the indistinguishability of the
photons, environmental noise must be suppressed: noise in
the environment results in random fluctuations in the



photons' properties and hence low two-photon interference
visibilities.
Much progress has been made in the quest of creating an
on-demand single-photon source. One key line of
development is to replace a real atom with an artificial
atom, a semiconductor quantum dot [5, 6]. The tools in the
semiconductor toolbox, layer-by-layer growth of
semiconductor heterostructures and post-growth device
fabrication, are exploited.
The temporal wave packet of single photons created via
spontaneous emission from a two-level system consists of
an abrupt turn-on and subsequent exponential decay.
Single photons with arbitrary wave packets can be created
using a three-level atom in which both ground states couple
to a common excited state, a -system. The ground-state
splitting can be engineered by using different spin states of
the atom. In fact, a -system together with photonic
engineering is a very powerful system. It can be used to
create spin–photon entangled pairs in which the spin of the
atom and one degree-of-freedom of the photon are
entangled. Furthermore, by combining single-photon
emission with spin control, cluster states can be created, a
linear chain of photons in which each photon is entangled
with its nearest neighbor [7].
Color centers with highly coherent spin states enable a -
system to be created in a solid-state host. For instance, the 

 color center in diamond possesses a very coherent
spin [8]. A -system can be engineered in a semiconductor
quantum dot by adding one electron (or hole) and using the
spin state. The spin tends to dephase rather quickly on
account of magnetic noise in the host material. However,
schemes are now in place to suppress this noise by
preparing the spin's environment [9].



1.4 Single-Photon Detectors

Quantum photonics in the optical domain benefits
enormously from the availability of excellent laser sources
and, significantly, excellent single-photon detectors [10].
The laser sources, both continuous-wave and pulsed, excite
quantum processes. For instance, a laser pulse tuned in
energy to satisfy the -condition excites a two-level system
from its ground state to its excited state. The created
photons can be detected using a single-photon detector:
demolition of a single photon results in an easy-to-measure
voltage pulse at the output of the detector. The arrival time
of the photon with respect to a trigger can be recorded
using photon-counting hardware; correlation functions,
notably , can thereby be determined. In almost all
cases, single-photon detectors are not photon-number
resolving: they distinguish between no photons and one-or-
more photons.
In the optical domain, a single-photon detector operates by
converting the energy of a photon into an electronic
excitation; detection proceeds by amplifying this electronic
excitation. One way to implement this concept is to use
silicon in a reverse-biased diode. A photon excites an
electron across the band gap of the semiconductor; an
avalanche process in the diode represents the amplification
mechanism. Such silicon avalanche photodiodes work well
for photon energies above the bandgap of silicon
(wavelengths below 1100 nm). The quantum efficiency
peaks at a photon energy of 1.6 eV, i.e. at a wavelength of
780 nm in the red part of the spectrum. At longer
wavelengths, cooled InP-based single-photon detectors are
available, but the higher defect concentration of InP with
respect to silicon compromises the performance – after-
pulsing, the creation of more than one detector pulse for
each photon, is a common problem. These detectors work



best in Geiger mode in which the detector is not free-
running but is turned on occasionally with timing chosen to
match the particular application. Silicon detectors suffer
from a trade-off between quantum efficiency and timing
jitter: high quantum-efficiency detectors have a thick
absorption layer and consequently large timing jitter,
hundreds of picoseconds; low timing jitter, tens of
picoseconds, is achieved with a thinner absorption layer
and hence a lower quantum efficiency. This may or may not
represent a problem depending on the application.
An alternative to the semiconductor avalanche photodiode
is a superconducting nanowire single-photon detector,
SNSPD [11, 12]. In this case, a current is applied to a
superconducting nanowire. The current is close to the
critical current. On absorption of a photon, the material
makes a local and temporary transition from the
superconducting state to the normal state resulting in an
easy-to-measure bias pulse. SNSPDs have the huge
advantage of very high quantum efficiencies, above 90%,
even at the telecoms wavelength of 1550 nm at which
silicon detectors are completely blind. Furthermore, the
quantum efficiency–timing jitter trade-off is broken: high
quantum efficiency, low timing jitter (a few tens of
picoseconds or less) single-photon detectors are now
available. SNSPDs operate at cryogenic temperatures,
typically a few Kelvin in a closed-cycle cryostat.

1.5 Applications of the Photon in

Quantum Technology

1.5.1 Quantum Communication

Single photons can be used to send quantum information
over large distances. The first protocol, BB84 [13], rests on
the no-cloning theorem, the impossibility of creating a copy



of an unknown quantum state. In practice, many
implementations use a highly attenuated laser pulse
instead of a single-photon source. Many of the output
pulses are empty, a few populated by single photons. This
compromises the security. A close-to-ideal single-photon
source would remove this limitation, but insecurities still
exist. Maximum security is guaranteed by so-called device-
independent quantum key distribution in which full
quantum-ness (for instance, violation of a Bell inequality) is
demonstrably maintained at all times [14]. However, the
hardware requirements are challenging to meet in practice.
The photons should be almost perfectly indistinguishable
and should be generated with very high efficiencies.

1.5.2 Quantum Simulation

Quantum states of light can be used to carry out tasks in
quantum simulation. An example is boson sampling, the
behavior of photons in a complex optical circuit for which
quantum advantage has been demonstrated [15].

1.5.3 Quantum Computing

On the one hand, a photon represents a robust qubit. On
the other hand, it is challenging to create entangled
photonic states deterministically. Linear optical computing
applies a circuit approach to quantum computing, using
single-photon inputs and relying on two-photon
interference to create entangled states [16]. It is a
probabilistic method. An alternative is measurement-based
quantum computing [17]: measurements and individual
qubit operations are performed on a highly entangled
multi-qubit state. This approach is well suited to photonics:
potentially, one quantum source can create many qubits
with the necessary entanglements; measurements can be
carried out quickly and reliably. It remains to be seen to
what extent these ideas are practicable and to what extent



they are competitive with respect to other approaches to
quantum computing.
Some suggestions for further reading are included in the
(highly incomplete) bibliography.
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2.1 Two Quantum Revolutions

The development of quantum mechanics in the beginning of
the twentieth century was a unique intellectual adventure,
which obliged scientists and philosophers to change
radically the concepts they used to describe the world [2].
After these heroic efforts, it became possible to understand
the stability of matter, the mechanical and thermal
properties of materials, the interaction between radiation
and matter, and many other properties of the microscopic
world that had been impossible to fully understand with
classical physics. A few decades later, that conceptual

revolution enabled a technological revolution, at the root of
our information-based society. It is indeed with the
quantum mechanical understanding of the structure and
properties of matter that physicists and engineers were
able to invent and develop the transistor and the laser –
two key technologies that now permit the high bandwidth
circulation of information, as well as many other scientific
and commercial applications.



After such an accumulation of conceptual – and eventually
technological – successes, one might think that by 1960, all
the interesting questions about quantum mechanics had
been raised and answered. However, in his now-famous
paper of 1964 [3] – one of the most remarkable papers in
the history of physics, John Bell drew the attention of
physicists to the extraordinary features of entanglement:
Quantum Mechanics describes a pair of entangled objects
as a single global quantum system, impossible to be
thought of as two individual objects, even if the two
components are far apart. John Bell demonstrated that
there is no way to understand entanglement in the
framework of the notion of a physical reality localized in
space time and obeying causality. This result was opposite
to the expectations of Einstein, who had first pointed out,
with his collaborators Podolsky and Rosen, the possibility of
entangled particles with strong correlations, and analyzed
these correlations in the framework of local realism. The
most remarkable feature of Bell's work was undoubtedly
the possibility it offered to settle experimentally the
question and decide whether or not Einstein's ideas could
be kept. The experimental tests of Bell inequalities gave an
unambiguous answer: entanglement cannot be understood
as usual correlations, whose interpretation relies on the
existence of common properties, originating in a common
preparation, and remaining attached to each individual
object after separation, as components of their physical
reality.1 More than five decades after the 1964 paper, the
physics of entanglement is flourishing, and thousands of
papers, theoretical or experimental, are found when one
types “Bell inequalities” on a search engine.
Starting in the 1970s, another concept has progressively
become more and more important in quantum physics: the
description of single objects, in contrast to the statistical
use of quantum mechanics to describe only properties of



large ensembles (for instance, the fluorescence of an
atomic vapor). That question had, like the EPR problem,
been an object of debate between Bohr and Einstein [4],
but it is the development of experimental abilities to isolate
and observe single microscopic objects like electrons, ions,
and atoms that prompted physicists to take quantum
mechanical dynamics of single objects, including “quantum
jumps,” seriously. The experimental observation of
quantum jumps (in the fluorescence light from a single ion)
inspired new theoretical approaches, the so-called
“Quantum Monte Carlo Wave Function” simulations,
primarily used to describe “elementary” microscopic
objects like ions, atoms, and small molecules. More
recently, progress in nanofabrication, as well as
experimental breakthroughs, has allowed physicists to
create mesoscopic systems (e.g. electric and magnetic
devices, gaseous Bose–Einstein condensates), which push
the border of the quantum world to larger and larger
systems that still need to be described as single quantum
objects.
Before the realization of the importance of Bell's theorem,
which happened only after the clear experimental violation
of Bell inequalities, the conventional wisdom among
physicists was that the “founding fathers” of quantum
mechanics had settled all conceptual questions. Bell
inequalities violations did not cast any doubt on the validity
of quantum mechanics as a predictive tool. To the contrary,
experiments found that nature definitely follows the
quantum mechanical predictions even in those weird
situations. But there was a lesson to be drawn: questioning
the “orthodox” views, including the famous “Copenhagen
interpretation,” might lead to an improved understanding
of the quantum mechanics formalism, even though that
formalism remained impeccably accurate. In other words,
physicists could question the belief that the conceptual



understanding that had been achieved by the 1940s was
the end of the story.
I think it is not an exaggeration to say that the realization
of the importance of entanglement and the clarification of
the quantum description of single objects have been at the
root of a second quantum revolution. And it may well be
that this once purely intellectual pursuit will also lead to a
new technological revolution. Indeed, we should have no
doubt that the advances in the quantum concepts used to
describe single objects will certainly rejoin and play a key
role in the ongoing revolution of nanotechnology. Even
more amazing, physicists have endeavored to apply
entanglement to “quantum computation,” and most of the
systems that are being experimentally tested as elementary
quantum processors are isolated individual quantum
systems, such as a few interacting ions, atoms of
superconducting nanodevices. Whether or not that second
revolution will have a strong impact on our societies is not
yet decided. But who would have imagined the ubiquitous
presence of integrated circuits when the first transistor
was invented?

2.2 The First Quantum Revolution

Searching for a consistent explanation of the black body
radiation spectrum at both high and low frequencies, M.
Planck introduced in 1900 the quantization of energy
exchange between light and matter [5]. Albert Einstein
took a step further by proposing the quantization of light
itself to understand the photoelectric effect [6]. The
properties he deduced were then tested by Robert Andrews
Millikan in 1914 [7]. Convincing evidence of the existence
of molecules – doubted until the beginning of the twentieth
century – was provided by various observations, including
Einstein's explanation of Brownian motion [8]. Together



with many other experiments, these observations convinced
physicists and philosophers to accept the granularity of
matter and quantization of energy in the microscopic
world.
In addition to rendering an account of experimental data on
radiation, the new quantum mechanics resolved basic
problems on matter. For instance, Niels Bohr's 1913 model
of the atom explained both the absorption spectra of atomic
gases and the stability of matter: without quantum
mechanics, the Rutherford atom, composed of orbiting
particles with opposite (i.e. attractive) charges, should
radiate and collapse.
The first comprehensive paradigm of quantum mechanics
centered about the Heisenberg and Schrödinger
formalisms of 1925. The latter was a wave equation for
matter, completing a beautiful duality: like light, matter
can behave as either a particle or a wave. The wave-
particle duality, first introduced by Einstein [9] about
radiation, was proposed by L. de Broglie's about matter
[10] and remains incomprehensible to the classical way of
thinking. Within 20 years of its birth, the quantum
mechanical formalism could describe consistently chemical
bonds, electrical properties, and thermal properties of
matter at a microscopic level. Continuing progress in
physics was pushing along different directions: toward the
incredibly small, with particle physics, or into the domain of
more exotic properties of matter, such as superconductivity
(the absence of resistance in some conductors at low
temperature), or superfluidity (the absence of viscosity of
liquid Helium at low temperature). Studies on light–matter
interaction were refined by orders of magnitudes, thanks to
experimental breakthroughs made possible by advances in
microwave technology [11]. All this progress took place
perfectly within the quantum mechanical framework, which
had been refined to be applied both in the elementary



phenomenon (Quantum Electrodynamics) and in complex
situations encountered in condensed matter. But in the
early 1950s, quantum mechanics still appeared as a game
to be played by physicists only for the sake of progress in
knowledge, without any impact on everyday life.

2.2.1 The Electronics and Information Age:

Quantum Mechanics Applied

The applications of quantum physics are all around us in
electronics and photonics. In technologies today, quantum
mechanics is required to understand material properties
(electrical, mechanical, optical, etc.) and the behavior of
devices at the root of many technological achievements.
The transistor was invented in 1948 by a brilliant group of
solid-state physicists after fundamental reflection about the
quantum nature of electrical conduction [12]. This
invention and its descendants, microfabricated integrated
circuits [13], clearly had a monumental impact. Like the
steam engine over a century earlier, the transistor changed
our lives and gave birth to a new era, the information age.
The second technological progeny of quantum mechanics is
the laser, developed in the late 1950s [14]. Some of its
applications are present in everyday life: bar code readers,
CD readers and players, medical tools, etc. Less visible but
perhaps more important is the use of laser light in
telecommunications, where it dramatically boosts the flow
of information: terabits (millions of millions of information
units) per second can be transmitted across the oceans
through a single optical fiber. These information highways
connect us to the stored knowledge and active computation
distributed around the world. Starting from the few bits per
second of the first telegraph operators, we have come a
long way.



The quantum mechanical understanding of atom–photon
interactions has also continued to develop and eventually
led to applications. For example, in 1997, a Nobel prize was
given to Steven Chu, Claude Cohen-Tannoudji, and William
D. Phillips, for the development of laser cooling and
trapping of atoms. Here as well, fundamental research soon
led to a spectacular application, cold atom clocks, which
have already allowed the accuracy of time measurement to
reach a level of 10–18 (1 second accuracy in the age of the
universe!). More is to come with cold atom or ion optical

clocks (Chapter 14 provides a comprehensive description of
optical atomic clocks). Atomic clocks are used in the global
positioning system (GPS), and their replacement with cold
atom clocks will eventually permit an improved positioning
precision. Coming full circle, that improved technology of
clocks can be applied to fundamental questions, such as
tests of general relativity, or the search for slow variation
of fundamental physical constants. The first quantum
revolution, with its interplay between basic questions and
applications, is still at work…

2.3 Entanglement and Bell's Theorem

2.3.1 The Bohr–Einstein Debate

Quantum mechanics was constructed at the price of several
radical – and sometimes painful – revisions of classical
concepts. For instance, to take into account particle-wave
duality, quantum mechanics had to renounce the idea of a
classical trajectory. This renunciation is best stated in the
Heisenberg dispersion relations, which describe
quantitatively the impossibility of defining precisely and
simultaneously the position and velocity of a particle. One
can also illustrate this renunciation of classical trajectories



by remarking that in an interference experiment the
particle “follows many paths at once.”
In fact, such renunciations were so radical that several,
including Einstein and de Broglie, could not admit their
inevitability and differed with Bohr who had carved the
Rosetta stone of interpretation of the new theory under the
name “the Copenhagen interpretation.” Einstein did not
challenge the formalism and its provisions directly, but
seemed to think that the renunciations put forward by Bohr
could only signify the incompleteness of the quantum
formalism. This position led to epic debates with Bohr, in
particular that which started in 1935 with the publication
of the article of Einstein, Podolsky, and Rosen (EPR), whose
title posed the question, “Can Quantum-Mechanical
description of physical reality be considered complete?”
[15]. In this article, Einstein and his coauthors showed that
the quantum formalism permitted the existence of certain
two-particle states for which one can predict strong
correlations both in velocity and in position even when the
two particles are widely separated and no longer interact.
They showed that measurements of positions would always
give values symmetric about the origin, so that a
measurement on one particle would allow one to know with
certainty the value of the position of the other one.
Similarly, measurements of the velocities of the two
particles would always yield two opposite values so that a
measurement on the first one would be enough to know
with certainty the velocity of the other one. Of course, one
has to choose between an accurate position and velocity
measurement on the first particle, because of the
Heisenberg relations. But the measurement on the first
particle does not disturb the (distant) second particle, so
that EPR concluded that the second particle already had,
before measurement, well-determined values of position
and velocity. And since the quantum formalism cannot give



a simultaneous and precise value to these quantities,
Einstein and his coauthors concluded that quantum
mechanics was incomplete, and that physicists ought to
devote themselves to try to complete it.
Niels Bohr was apparently bowled over by this argument
[16], which rests on quantum mechanics itself to show its
provisionary character. His writings show his profound
conviction that if the EPR reasoning were correct, it would
not be just a matter of completing the formalism of
quantum mechanics, but it would be all of quantum physics
that would collapse. He thus immediately contested the
EPR reasoning [17], claiming that in such a quantum state,
one could not speak about the individual properties of each
particle, even if they are far from one another. In contrast
to Bohr, Schrödinger acknowledged the importance of the
situation described in the EPR paper and coined the term
“entanglement,” to characterize the lack of factorability of
an EPR state [18].
In fact, when the EPR paper appeared in 1935, quantum
mechanics was being crowned with one success after
another, so apart from Bohr and Schrödinger, most
physicists ignored this debate, which seemed rather
academic. It seemed that adhering to one or the other
position was a matter of personal taste (or epistemological
position), but did not have any practical consequence on
how quantum mechanics was used. Einstein himself
apparently didn't contest this attitude, and we had to wait
30 years to see a resounding counter-argument to this
relatively universal position.

2.3.2 Bell's Theorem

In 1964, a now famous short article [3] changed the
situation dramatically. In this paper, John Bell takes
seriously the EPR argument and introduces common



supplementary parameters (also called “hidden variables”
[19]) shared by the two particles at their initial preparation
in an entangled state and carried along by each particle
after separation. Reasoning on entangled states of two
spin-1/2 particles – a simpler version of the EPR situation
introduced by Bohm [20], Bell shows that one can easily
explain the existence of correlations between the results of
measurements on the two particles by writing that the
result of a measurement on one particle depends only on
the parameters carried by that particle and by the setting
of the apparatus making that measurement. But then, a few
lines of calculation suffice to show a quantitative
contradiction with the predictions of quantum mechanics.
More precisely, even if such a “hidden variable” theory can
reproduce some of the predicted quantum correlations, it
cannot mimic the quantum mechanical predictions for all

possible settings of the measuring apparatus. Thus it is not
possible, in general, to understand EPR-type correlations
by “complementing” the quantum theory along the lines
proposed by Einstein. This result, known as Bell's theorem,
continues to surprise us even today, since we are used to
explaining all types of correlations by a scheme akin to
hidden variables.2 For instance, if we have a pair of
identical twins, we do not know what their blood type is
before testing them, but if we determine the type of one,
we know for sure that the other is the same type. We easily
explain this by the fact that they were born with the same
specific chromosomes that determined their blood type.
What Bell's paper shows us is that if we try to describe the
correlations between the entangled particles as we
understand the correlations between the twins, we will be
making a serious error.
A crucial hypothesis in Bell's reasoning is the “locality

hypothesis,” which needs to be fulfilled by the
supplementary parameter models to lead to a conflict with



quantum mechanics. This very natural assumption states
that there is no direct non-local interaction between the
two measuring apparatuses far from each other. In other
words, the conflict arises only if the result of a
measurement on the first particle does not depend on the
setting of the second measuring apparatus.3 As stressed by
Bell in his 1964 paper [3], this very natural hypothesis
would become a direct consequence of Einstein's views that
no influence can travel faster than light, in an experimental
scheme where the settings of the measuring apparatus are
rapidly changed while the particles are flying between the
source and the measuring apparatus [21].
To establish the incompatibility between quantum
mechanics and the local hidden variable theories, Bell
showed that the correlations predicted by any local hidden
variable model are limited by inequalities – today called
“Bell inequalities” – that are violated by certain quantum
predictions. The choice between the positions of Einstein
and Bohr was then no longer a question of personal taste.
Instead, it became possible to settle the question
experimentally, by looking carefully at measurements of
correlations between entangled particles. Surprisingly, in
1964, there was no experimental result that permitted such
a quantitative test. Experimentalists began then to think
about how to construct an experiment to create and
measure states for which quantum mechanics would
predict a violation of Bell inequalities. In 1969 was
published a version of inequalities well adapted to real
experiments, where apparatus have some inefficiencies
[22]: it became clear that conclusive experiments were
possible, provided that the experimental imperfections
remain small enough. Some experiments were carried out
with γ-ray photons emitted in positronium annihilation, or
with protons, but the most convincing were realized with
photon pairs. After a first series of pioneering experiments



[23], a new generation of experiments in the early 1980s
[25, 24] obtained a collection of clear-cut results in
agreement with quantum theory and violating Bell
inequalities even with rapidly switched polarizers. A third
generation of experiments, undertaken since the beginning
of the 1990s, has definitely confirmed these results [27–29,
26]. There is no doubt,4 then, that two entangled photons
are not two distinct systems carrying two identical copies
of the same parameters. A pair of entangled photons must
instead be considered as a single, inseparable system,
described by a global wave function that cannot be
factorized into single-photon states.
The inseparability of an entangled photon state has been
shown to hold even if the photons are far apart – including
a “space-like” separation in the relativistic sense, that is a
separation such that no signal traveling at a velocity less
than or equal to the velocity of light can connect the two
measurements. This was already the case in the 1982
experiments, where the photons were separated by 12 m at
the time of the measurements [24]. In addition, it was
possible to change the setting of the measuring polarizers
during the 20 nanosecond flight of the photons between the
source and the detector [25], in order to implement Bell's
ideal scheme. In more recent experiments, where new
sources have permitted the injection of entangled photons
into two optical fibers, a violation of Bell Inequalities was
observed at separations of hundreds of meters [27], and
even more [28], and it has been possible to change
randomly the setting of the polarizers during the
propagation of the photons in the fibers [27]. “Timing
experiments” with variable polarizers emphasize that
everything happens as if the two entangled photons were
still in contact, and as if the measurement of one photon
would affect the other instantaneously. This seems to
contradict the principle of relativistic causality that



specifies that no interaction can propagate faster than the
speed of light. It is referred to in the literature as “quantum
non-locality” [30].
It should be stressed, however, that there is no violation of
causality in the operational sense, and that one cannot use
this non-separability to send a signal or a usable
information faster than the speed of light [31]. To illustrate
this impossibility, let us consider whether the observer at
polarizer II, traditionally named Bob, can know immediately
the orientation of the polarizer of the operator at polarizer
I, traditionally named Alice. Since only the correlation
depends on the relative angle, he should be able to
compare his results to the results obtained by Alice. But the
transmission of these results can be done only via a
classical channel, which does not communicate at super-
luminal speed [32]. It should be emphasized that a
fundamental reason for that impossibility is the
randomness of the outcome of the measurement at Alice's
station. It is remarkable that randomness, a fundamental
feature of quantum mechanics, is essential to enforce no
signaling, in spite of quantum non-locality.
Another hypothetical way of signaling faster than light is
forbidden by another fundamental quantum property, the
quantum no-cloning theorem [33]. Indeed, if Bob could
make many copies of one photon he receives, he could
make many measurements with polarizers at various
angles. He could then determine the direction at which one
of the two orthogonal outcomes (+ or −) is maximum and
instantaneously deduce the direction of Alice's polarizer (+
case) or of its orthogonal direction (−case) when analyzing
the partner photon of the one analyzed by Bob.
Thus, as troubling as it may be, quantum entanglement
does not allow us to build the super-luminal telegraph at
work in science-fiction novels. Nevertheless, as we will



describe in Section 2.5, fascinating applications of
entanglement are developed in a new field: “quantum
information.”

2.4 Quantum Mechanics and Single

Objects

The experimental evidence supporting quantum mechanics
typically comes from large ensembles. For instance, atomic
spectra are taken from clouds of myriads of atoms;
semiconductors are bulk materials; and laser beams
contain a tremendous number of photons, produced by an
optical amplifier that contains a huge number of atoms. In
these situations, we can apply without any problem the
formalism of quantum mechanics, which usually yields
probabilistic predictions. Since our observations bear on
large ensembles, we realize statistical measurements, to
which the quantum probabilities can be directly compared.
These concepts are fully at work in the density matrix
formalism of quantum mechanics, easily interpreted in the
framework of large ensembles, even though the
Copenhagen school has always claimed that the standard
formalism could also be applied to individual objects. That
issue was also deeply discussed between Einstein and Bohr
[4], but it remained a matter of principle until
experimentalists were able to deal with single microscopic
objects.

2.4.1 From the Ensemble to the Single

Quantum System

Beginning in the 1970s, physicists invented methods to
manipulate and observe single elementary objects – such as
a single electron or a single ion – and trap it for hours (or
even days and months) with electric and magnetic fields
that held the particle in a vacuum chamber, far from any



material wall. In the decade that followed, scanning
microscopy techniques allowed for the observation and
manipulation of single atoms deposited on a surface [34].
These experimental advances, crowned by several Nobel
prizes [35], had major consequences in fundamental
physics. The achievement of trapping individual elementary
objects led to remarkable improvements in the knowledge
of certain microscopic quantities, whose values provide
tests of fundamental theories. For instance, spectroscopy of
a single trapped electron yields a measurement of the “g-
factor” of the electron to 13 significant figures – a precision
equivalent to measuring the distance between the earth
and the moon to better than the diameter of a human hair!
The g-factor of the electron is a fundamental quantity that
can also be calculated using quantum electrodynamics, the
refined theory of quantum mechanics applied to elementary
electric charges and photons. The essentially perfect
agreement between experiment and theory shows the
incredible accuracy of the predictions of this theory. The
trapping of elementary objects has also permitted crucial
tests of the symmetry between matter and antimatter: one
can verify with a spectacular precision proton–antiproton
or electron–positron symmetry [36]. It is also possible to
verify that two electrons, or two atoms of the same
chemical element, have exactly the same properties.
Indiscernibility has little sense in classical physics, where
two beads, however identical they may seem, can always be
distinguished by small defects or marks. On the other hand,
strict identity of elementary natural quantum objects is in
fact at the core of quantum physics [37].
In parallel with experimental achievements, the trapping of
individual microscopic objects obliged physicists to think
more carefully about the significance of quantum
mechanics when applied to an individual object. We know
that in general quantum mechanics gives probabilistic



predictions. For example, one may calculate that an atom
illuminated by a certain laser beam has a certain
probability PB to be in a “bright” state; and the
complementary probability PD = 1 − PB to be in a “dark”
state [38]. By dark or bright, we mean that when
illuminated by an auxiliary probe laser, an atom in a dark
state radiates no photon, while in the bright state it emits
many fluorescence photons, easy to observe with a photo-
detector, or even the naked eye. If we have a vapor with a
large number of atoms in this situation, the interpretation
of the probabilistic quantum prediction is undemanding: it
suffices to admit that a fraction PB of the atoms are in the
bright state (and thus scatter photons when probed with
the auxiliary laser), while the remaining fraction are in the
dark state (do not scatter photons). But what would happen
for a single atom placed in the same situation? Asked to
respond to this question, the “Copenhagen School” would
respond that the atom is in a “superposition” of the dark
and bright states. In such a superposition, the atom is
simultaneously in both the bright and the dark states, and
it is impossible to know in advance what will happen when
we apply the probe laser: the atom may be found in the
bright state or may be found in the dark state. Of course,
the Copenhagen spokesperson would add, after repeating
the measurement many times, one would observe a bright
state for a fraction PB of the cases, and the dark state for a
fraction PD.

In fact, this answer is not complete, since it tells us only
about averaged results of repeated measurements. But how
does the state of a single atom evolve with time if we
observe it continuously? Or, more precisely, what would we
observe if we would leave the probe laser on all the time?
This question was academic in the 1930s, when
experimentalists could not even imagine observing



individual, isolated particles. However, the Copenhagen
physicists had an answer that invoked the postulate of
“wave packet reduction.” When first illuminated by the
probe laser, the atom in a superposition of the dark and
bright states would collapse into one of the two basic
states, say, for instance, the bright state, where
fluorescence photons can be seen. A further evolution can
lead the atom to collapse into the dark state, and the
fluorescence then suddenly stops. Thus, one would predict
that the atom would, at random moments, switch from the
dark state to the bright state.
The existence of such “quantum jumps,” implying a
discontinuous evolution of the system, was strongly
opposed by a number of physicists – including Schrödinger
– who saw a convenient trick with a pedagogical value, but
who contended that quantum mechanics inherently applies
only to large ensembles and not to single quantum objects
[39]. The experimental progress discussed above allowed
the debate to be resolved experimentally in 1986 by the
direct observation of quantum jumps in the fluorescence of
a single trapped ion. In this type of experiment, one indeed
observes that the ion evolves randomly between periods
where it is invisible, and periods where it fluoresces
intensely! This striking result resolved beyond all doubt
that quantum jumps do exist, and that quantum theory can
describe the behavior of a single object.

2.4.2 Quantum Jumps in Action: New Clocks and

New Theoretical Methods

The – experimentally enforced – conceptual acceptance of
quantum jumps led to surprising developments in both the
theoretical and experimental arena. Experimentally, one
can use the phenomenon of alternation between dark and
bright states for the most precise ever spectroscopic



measurements of ion spectral lines [40]. These weak lines
can be used for new atom clocks, always more precise.
Quantum jumps have also inspired a new theoretical
method called “Quantum Monte Carlo Wave Function” in
which a possible history of the system is simulated by
drawing random quantum jumps, whose probability is
governed by quantum mechanical laws [41]. By generating
a large number of these “possible histories,” one can build
the probability distribution of the results. In the large
number limit, these distributions coincide with the density
matrix predictions. There are some situations in which this
calculation method is remarkably more efficient than
traditional methods. Furthermore, quantum Monte Carlo
methods have allowed the discovery that certain quantum
processes obey unusual statistics – Lévy statistics, which
are also encountered in domains as disparate as biology or
the stock market. The use of these “exotic” statistical
methods provides new and efficient methods to address
quantum problems [42].

2.4.3 From Microscopic to Mesoscopic

Having established that quantum mechanics can describe
the dynamics of a single system, one naturally asks how big
that system can be. Certainly, we do not need quantum
mechanics for macroscopic objects, which are well
described by classical physics – this is probably a good
reason why quantum mechanics seems so foreign to our
everyday existence. Of course, we need quantum
mechanics to understand properties of the bulk material of
which the macroscopic object is made, but not for the
behavior of the object as a whole. But between the scale of
a single atom and the macroscopic world, there is a regime
referred to as “mesoscopic,” where though the object is not
an elementary microscopic object, one cannot use classical
physics to describe its behavior. In the mesoscopic regime,



it is the object itself, and not only the material of which it is
made, that needs be described by quantum mechanics.
For instance, nanofabricated conducting rings have
demonstrated effects that can only be understood by
treating their electrons with a global wave function [43].
Another famous example, for which the 2001 Nobel prize
was awarded to Eric A. Cornell, Wolfgang Ketterle and Carl
E. Wieman, is a gaseous Bose–Einstein condensate, which
must also be treated as a single “large quantum” object,
with a number of atoms usually ranging from a few
thousands [44] to tens of millions [45] or more.
Even if these mesoscopic objects were for a long time
curiosities in research labs, the uninterrupted
miniaturization of microelectronics already obliges
engineers to understand some of their circuits using the
laws of quantum mechanics. In Section 2.5, we will give the
example of a would-be “quantum computer,” but even
ordinary transistors will exhibit new quantum properties if
downscaled to the size of a few thousands of atoms

2.4.4 From Mesoscopic to Macroscopic:

Decoherence

What then separates the microscopic and mesoscopic
quantum world from the macroscopic classical world? John
Bell was deeply concerned by that question, which was a
major reason of his discomfort with the standard
interpretation of quantum mechanics where this frontier
plays a crucial role [46].
One of the most important features of quantum physics is
to allow the existence of superpositions of states: if a
system has several possible quantum states, it can not only
be in any one of these states, but it can also be in a hybrid
state, or “coherent superposition,” composed of several
basic states. Entanglement is a sophisticated case of state



superposition for two or more quantum objects, but even
single systems can be put in superposition states, and we
have discussed above the case of an atom in a
superposition of a dark state and a bright state. The
situation becomes quite troubling when the two states
involved are obviously incompatible. For instance, consider
an atom arriving at an atomic beam splitter. The atom can
either be transmitted or reflected, two options that can
lead to well-separated paths. But the atom can also come
out in a superposition of the reflected and transmitted
states, i.e. simultaneously present in two clearly separated
regions of space. One can show experimentally that this
superposition state does exist, by recombining the two
paths and observing interference fringes, which can only be
explained by admitting that both paths were followed
simultaneously. Such behavior has been observed with
microscopic objects (electrons, photons, neutrons, atoms,
molecules as large as C60 fullerenes), or mesoscopic objects
(electric currents in nanocircuits), but never with
macroscopic objects, even though this is not a priori
forbidden by the quantum formalism. That problem has
attracted the attention of many physicists, starting with
Schrödinger, who gave an amusing (“burlesque” in his own
words) illustration involving his famous cat [47]. In the
proposed scenario, the cat's life rests upon a quantum
event that could be in a superposition of states. Why, then,
don't we find Schrödinger's cat in a coherent superposition
of dead and alive?
To explain the nonexistence of superposition states of
macroscopic objects, quantum physicists invoke quantum
decoherence [48]. Decoherence comes from the interaction
of the quantum system with the “outside world.” For
instance, in our example of the atom following two
simultaneous paths in an interferometer, one can illuminate
[49] the atomic trajectory by laser light, which allows one



to see the atom's position and reveal which path is taken:
this measurement reduces the superposition to the classical
situation where the atoms have followed either one path or
the other, and destroys the interference. As objects become
larger and larger, they become more sensitive to external
perturbations, which can destroy (partially or completely)
coherent superpositions. This argument gives a plausible
explanation for the difference in behaviors of the classical
and the quantum world. Nobody knows, however, whether
there is a hypothetical limit beyond which decoherence
would absolutely be inevitable, or whether we always can,
at least in principle, take sufficient precautions to protect
the system against perturbations, no matter how large it is.
A clear answer to that question would have immense
consequences, both conceptually and for future quantum
technologies.

2.5 The Second Quantum Revolution

in Action: Quantum Information,

Quantum Technologies

The existence of Bell inequalities, which establish a clear
frontier between classical and quantum behavior, and their
experimental violation are important conceptual results,
which force us to recognize the extraordinary character of
quantum entanglement. But in an unexpected way, it has
been discovered that entanglement also offers completely
new possibilities in the domain of information treatment
and transmission. A new field has emerged, broadly called
Quantum Information, which aims to implement radically
new concepts that promise surprising applications. So far,
there are two primary examples: quantum cryptography
[50], already operational, and quantum computing [51, 52],
still a nascent enterprise.



2.5.1 Quantum Cryptography

Cryptography is the science of encoding and/or
transmitting a secret message without its being
read/understood by a third party. Much of classical
cryptography involves secure transmission on a public
channel. As the field has progressed, methods have become
more and more refined, involving sophisticated algorithms
and driven by equally clever methods of “code breaking.”
Both encoding and code-breaking have progressed due to
advances in mathematics and to the ever-increasing power
of computers. When contemplating this continuing progress
of coding and code breaking, it seems clear that the
security of a transmission can be assured only on the
hypothesis that the adversary (who is trying to break the
code) has neither more advanced mathematics nor more
powerful computers than the sender and intended receiver.
In classical cryptography, the only absolutely sure
transmission scheme uses the one-time pad method, where
the emitter and the receiver share two identical coding
keys, not shorter than the secret message to be
transmitted, and that is used only once. The (preliminary to
secure communication) distribution of the two copies of the
key then becomes the critical stage, that involves secret
channels, which might be intercepted by an “eavesdropper”
with technologies more advanced than the one of the
sender and intended receiver.
By contrast, in quantum cryptography, the security of a
transmission rests on the fundamental physical laws at
work in quantum mechanics. There, it is possible to detect
an eavesdropper by using the trace that is necessarily left
by such efforts [53], since in quantum physics all
measurements perturb the system in some way. In the
absence of such a trace, one can be certain that the
message has passed without having been read by a spy.



A particular topic in quantum cryptography is especially
spectacular: the use of EPR pairs to distribute securely the
two copies of the random key that two distant partners will
use later, for a one-time pad-coded transmission. How can
they be sure that no one has read either copy of the key
during the transmission? The use of pairs of entangled
particles offers an elegant solution: the two partners (Alice
and Bob) effecting measurements on the two particles of a
single entangled pair will find random but perfectly
correlated results. By repetition of such measurements,
they generate two identical copies of a random sequence.
And what we have learned from the violation of Bell
inequalities is that, as long as the measurements have not
been made, their results are not predictable, which means
that the key does not yet exist. A nonexistent key cannot be
read by any eavesdropper (Eve)! It is only at the moment of
the measurement that the two identical keys appear in the
apparatuses of the two partners. Bell inequalities play a
crucial role in that scheme: their violation permits one to
be sure that the particles received by Alice and Bob have
not been fraudulently prepared by Eve in a state known by
him, such that he would know in advance the sequences
found by Alice and Bob. Demonstrations of this principle
have been carried out [50].

2.5.2 Quantum Computing [51, 52]

In the early 1980s, the fundamental assumptions of
classical information theory started to be challenged by
several physicists who suggested that if one had a quantum
computer, one could implement radically new algorithms to
perform certain tasks. The names of Landauer, Feynman
[54], Deutsch [55], and others can be quoted, and an
important breakthrough happened in 1994 when P. Shor
[56] showed that a quantum computer should allow one to
factor large numbers, in times much shorter than with



conventional methods. Factorization belongs to a class of
problems (complexity class) whose solution (with classical
computers) requires a time super-polynomial in the size of
the problem (that is, the time needed grows faster than any
power of the number of digits in the number to be
factored). With a quantum computer, on the other hand,
the computation time would only grow as a power of the
size of the number.5 This discovery had considerable
conceptual implications, since it showed that contrary to
what had been thought previously, the complexity class of a
problem was not independent of the type of machine used.
Besides that conceptual revolution, a quantum computer
would certainly have applications beyond present
imagination.
Several groups have started to develop the basic elements
of a quantum computer: quantum bits and quantum gates.
A quantum logic gate performs basic operations on
quantum bits – or “qubits” – just as an electronic logic gate
manipulates ordinary bits. However, in contrast to normal
bits, which can take only one of two values, 0 or 1, quantum
bits can be put in a superposition of two states. A quantum
logic gate must thus be capable of combining two quantum
bits to produce an entangled state. It is the possibility to
work with such entangled states that opens new and
powerful possibilities as compared to the classical
algorithms.
Will the universal quantum computer of the theorists exist
someday? It would be presumptuous to answer, but
experimental research on various kinds of quantum bits
and quantum gates is extremely active and has already
obtained important results. Many approaches are being
explored, with a diversity of physical realizations of qubits,
including atoms, ions, photons, nuclear spins, and
Josephson junctions [57].



For all these systems there are large unknowns. Quantum
calculation relies on the ability to entangle dozens or even
hundreds and thousands of quantum bits and perform
thousands of operations before decoherence disrupts the
quantum register. Decoherence results from the interaction
with the outside world (see Section 2.4), and its effect is to
wash out entanglement, putting previously entangled
objects into a state where they behave as separated
objects. The scalability to a large number of entangled
qubits may turn out to be overwhelmingly difficult, since it
is generally observed that decoherence dramatically
increases when the number of the entangled particles
increases. Here again, nobody knows whether there is a
maximum size beyond which entanglement destruction by
decoherence is definitely unavoidable, or whether it is only
a matter of increasing experimental difficulty (or of finding
special situations where the problem might not be as
dramatic). An entire community of experimentalists and
theorists are engaged in that quest. Understanding and
reducing the effects of decoherence may well be the key
question facing quantum computation, as a technological
revolution. But even in the absence of an efficient quantum
computer, the idea of quantum computation is certainly a
milestone in computation science.

2.5.3 Quantum Computing with Real, Imperfect

Systems

Experimental physics is not mathematics. Real systems
follow approximatively only their basic theoretical
description, and moreover, some perturbations may act
upon the system. As a result, real qubits may be in a state
somewhat different of what was intended, that is to say, the
quantum information may have errors. Remarkably, error
correction schemes do exist in quantum informatics. As in
classical computing, it is based on redundancy, i.e. the



quantum information is recorded on more qubits than
would be necessary with ideal qubits. It turns out, however,
that with the error correction schemes known in 2022, the
overload is quite high, and is typically of 103 or more real
qubits, of the best quality available today, to represent a
single ideal qubit. It means that to have a quantum
computer with 100 ideal qubits one needs at least 105 real
qubits: we do not know yet any way to fulfill that demand.
It turns out, however, that an ensemble of a few hundred
non-ideal qubits with controlled interactions may be used
as quantum simulators of interesting physical systems, as
suggested by Feynman in his founding paper 54. For
instance, a group at Institut d'Optique has an ensemble of
Rydberg atoms that can be controlled individually and
made to interact in such a way as to simulate an Ising
problem of interacting spins one-half [55]. This problem
has no exact solution, and numerical solutions are difficult,
meaning that the size of the exact numerical calculation
increases exponentially with the number of particles.
Theorists must then develop approximated numerical
methods to obtain a result in a reasonable amount of time,
and it is remarkable that up to now the results of the
physical simulation and of the approximate calculations are
identical. It seems nevertheless that we have here an
example of the celebrated “quantum advantage,” i.e. the
fact that a quantum machine can obtain useful results
faster than numerical calculations for a large enough
number of interacting systems. To speak of “quantum
advantage,” it is necessary, in my opinion, that the
calculation bears on a true problem that was existing
before addressing it with the quantum machine. It is the
case for the example here. Such non-ideal entangled
systems may also constitute what is called Noisy
Intermediate Scale Quantum computers, to solve some
difficult problems such as optimization problems, for



instance, the traveling salesman problem, whose solution is
the ground state of an Hamiltonian that can be
implemented on a NISQ machine. This kind of system is
promising enough that spin-off start-up companies propose
such systems to customers who want to try to use them for
solving their own problem. Although the quantum
advantage has not yet been obtained for a real, useful
problem, such as optimizing an electric grid, it does not
seem out of reach.
In the same vein, such quantum simulators might be used
to find the structure of complicated molecules envisaged as
new drugs or of molecules of biological interest.

2.5.4 Other Quantum Technologies

The concepts of the second quantum revolution have many
other applications. For instance, a single photon impinging
on a beam splitter constitutes a remarkably simple random
number generator, where randomness is guaranteed by the
very laws of quantum physics. If that single photon belongs
to an entangled pair, one can check that Bell's inequalities
are violated, so one is sure that there is no hidden variable
that would allow one to know in advance whether the
photon will be reflected or transmitted. This sounds an
ideal random number generator.
Entangled quantum objects may be used for metrology
purposes, with fundamental uncertainty below what is
called the standard quantum limit, which is in fact the
classical limit associated to the fact that the measurement
uncertainty for an ensemble of N identical particles scales
as N1/2, so that the signal-to-noise ratio increases as N−1/2.
Using entangled ensembles of particles, it may be possible
[59] to make measurements where the signal-to-noise ratio
decreases faster than N−1/2.



Single quantum objects, e.g. an NV center at the tip of a
scanning atomic force microscope, can be used as
nanoprobes, e.g. of magnetic structures [60].
The range of applications is immense and limited only by
the imagination of physicists or engineers, application
oriented. The many unexpected applications of lasers
constitute an interesting example. Who would have thought
that they would be used for reading bar codes?

2.6 Conclusion: Questioning Quantum

Mechanics Is Fruitful

Quantum mechanics was, and continues to be,
revolutionary, primarily because it demands the
introduction of radically new concepts to better describe
the world. While the possibility to observe and control the
quantum behavior of single quantum objects may seem
natural to the young generation physicists, one should
remember that it was not the case for many physicists in
the middle of the twentieth century [39]. Moreover,
quantum non-locality [30] of large-scale entangled systems
is still hard to swallow, but it is a fact amply demonstrated
by experiments on various different systems.
I started working in that domain at a time when the first
quantum revolution had been so successful that nobody
would “waste time” to consider questions about the very
basic concepts at work in quantum mechanics. It took more
than a decade to have these questions taken seriously.6 For
somebody who observed reactions to Bell's work on the
EPR situation and entanglement, in the early 1970s, it is
certainly amusing to see that an entry of the Physics and
Astronomy Classification Scheme was later assigned to
“Bell's inequalities” [61]. With his questions about
entanglement, John Stuart Bell was able to clarify the



Einstein–Bohr debate in an unanticipated manner, by
offering the opportunity of experimentally settling the
question. The experimental observation of the violation of
Bell's inequalities contributed to trigger the second
quantum revolution, primarily based on the recognition of
the extraordinary features of entanglement [62], and
pursued with efforts to use entanglement for quantum
information. In fact, it not only triggered the domain, but
Bell's theorem is an important tool, for instance, used to
show that a quantum cryptography scheme is
fundamentally secure, or that quantum computing is
definitely different from classical computing [63].
Will the second quantum revolution turn out to be not only
a conceptual revolution but also a technological revolution?
Can it change our society as much as the first quantum
revolution did it, or will its fruits remain in small niches? I
think that it too early to give a fully qualified answer, but
there is no doubt that it is an exciting topics, and the
exploding eco-system of start-up companies based on its
concepts, closely linked to academic research, will certainly
produce unexpected new results that I am not smart
enough to anticipate.
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Notes

1   The expression “Second quantum revolution” was used
independently in “Dowling, J.P. and Milburn, G. J. (2003).
Quantum technology: the second quantum revolution.
Philosophical Transactions of the Royal Society of

London. Series A: Mathematical, Physical and

Engineering Sciences 361 (1809): 1655–1674.

1   An example of usual correlations is the identity of the
eye colors of twin brothers, linked to their identical
chromosome sets. Correlations in entangled twin
photons are different in nature, as we explain later.

2   A famous example is “Bertlmann's socks” (paper 16 in
the book cited in Ref. [1]). Physicists are surprised as
much as nonphysicists, may be more : see Mermin, D.
(1985). Is the moon there? Physics Today 38: 11.



3   The importance of a locality hypothesis had already
been suggested in Bell's discussion of the “impossibility
proofs” of hidden variables [19], and the locality
assumption was clearly stated in the first paper
presenting inequalities [3]. Actually, the locality (or
separability) question appears in most of the papers of
the book cited in Ref. [1].

4   Until 2015, there remained a loophole open for
advocates of local hidden variable theories, when the
efficiency of the detectors used in real experiments is
small compared to unity, so that many photons remain
undetected [23]. However, as stressed by John Bell [in:
Atomic-cascade photons and quantum-mechanical
nonlocality, Comments on atomic and Molecular Physics

9 (1980): 121–126], paper reproduced in Ref. [1] “it is
difficult for me to believe that quantum mechanics,
working very well for currently practical set-ups, will
nevertheless fail badly with improvements in counter
efficiency…” A first experiment with detection efficiency
close to one [Rowe, M.A. et al. (2001). Experimental
violation of a Bell's Inequality with efficient detection.

Nature 409: 791–794] confirmed a clear violation of
Bell's inequalities. In that experiment, however, the
measurements were not space like separated. A series of
more sophisticated experiments has followed,
culminating in 2015 in so-called “loophole free
experiments” where the sensitivity loophole is closed
AND space-like separation is enforced between detection
at one instrument and the setting of the other, distant
instrument [29]. More recent loophole-free experiments
confirm that Bell's inequalities are violated in a timing
experiment with the sensitivity loophole closed.

5   It may make a “significant” difference: see, for instance,
the example in Ref. [51], where the factorization time of



a 400 digit number can be reduced from the universe
age to a few years.

6   In his famous Lectures of the end of the 1950s, Feynman
wrote, about wave-particle duality: “[it] has in it the

heart of quantum mechanics. In reality it contains the

only mystery.” But two decades later, in the paper
considered as a founding paper for quantum information
[54], he acknowledged that entanglement was different
in nature:“I've entertained myself always by squeezing

the difficulty of quantum mechanics into a smaller and

smaller place, so as to get more and more worried about

this particular item.” He then continued, referring to
experimental violations of Bell's like inequalities: “It

seems to be almost ridiculous that you can squeeze it to

a numerical question that one thing is bigger than

another. But there you are – it is bigger than any logical

argument can produce.”
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3.1 Introduction

A “quantum emitter” is a source of light that must be
treated as a stream of photons rather than as an
electromagnetic wave. The light must therefore be
understood within the subject of quantum optics, rather
than classical optics. A key characteristic of the light is that
it has properties that are impossible to explain within the
classical theory of light.
The photon model of light has been around since the early
years of quantum theory, and it might therefore be thought
that the observation of quantum-optical effects might be
straightforward. However, this is not the case. Consider,
for example, an experiment with a highly sensitive detector
such as a photomultiplier tube under weak illumination. By
attenuating the light beam very strongly, we can arrange
that the average time between the photons impinging on
the detector is longer than the detector response time. In
these conditions, the output of the detector is a series of
electrical pulses (often called “clicks”) that are produced
by the photoelectric effect when the photon strikes the
photocathode. This might seem like clear proof that the
light beam is a stream of individual quanta (i.e. photons)
that release single electrons that get amplified to generate



the pulses at the output. However, it can be shown that the
individual clicks generated by the detector do not give
clear evidence for the quantum nature of the light.
Specifically, in the early 1960s, Mandel et al. developed a
semi-classical theory of the photoelectric effect in which
the clicks are explained by treating the atoms in the
detector as quantized systems but the light as an
electromagnetic wave rather than a stream of photons [1].
The first direct demonstration of quantum effects for light
came from more sophisticated experiments performed in
the 1970s. These involved making photon correlation
experiments on the light emitted by individual atoms rather
than from the multitude of atoms that make up a gas [2].
The key effect that was observed was called photon anti-
bunching, as will be explained Section 3.2. The first
generation of experiments was mainly carried out on
gaseous systems, and it took about 15 years for the ideas to
be transferred to the solid state. The strategy for observing
quantum effects from solid-state systems involved isolating
single emitters, which effectively act like individual “solid-
state atoms.” This was first observed for single molecules
embedded within a crystal in 1992 [3] and then for single
color centers and semiconductor quantum dots in 2000 [4,
5].
In the years that followed these first experiments, the
subject has advanced very rapidly. In this chapter I will
review the basic principles of quantum emission from solid-
state systems and then give an overview of the main
parameters by which they are characterized. The principles
will usually be illustrated with examples from InAs
quantum dot emitters, since this is the author's own
research field, and is also the material system that is most
developed. The chapter concludes with a brief survey of the
main material systems that are commonly used. More
detailed accounts of the latest state-of-the-art for telecom-



wavelength quantum dots, color centers, and 2D materials
may be found in chapters 18, 19, and 20, respectively, of
the book.

3.2 Photon Correlation Functions

A beam of light can be classified by the time gap between
the photons that form the beam. There are three general
classifications: anti-bunched, random (also called
coherent), and bunched. These three types of light are
depicted schematically in Figure 3.1. The benchmark is the
case in which the timing is random, shown in the middle
panel. The bottom panel shows bunched light. As the name
suggests, this corresponds to the case in which the photons
come in bunches, so that the probability to detect a second
photon after having detected a first one is higher at small
time differences than at longer ones. The top panel shows
the opposite possibility: anti-bunched light. Here, the
photons are spread out so that the probability of detecting
a second photon is very small at short time differences.
Consider an attenuated laser beam with constant power 
impinging on a single-photon detector (i.e. one that is
sensitive enough to give a click in response to a single
photon1). The average number of photons  in time  is 

, where  is Planck's constant and  is the photon
frequency. With strong attenuation, we can reduce  to the
point where  when  is the detector response time. In
these conditions, the detector can register the individual
photons and the output clicks reproduce their arrival times.



Figure 3.1 Schematic illustration of photon anti-bunching
compared to coherent and bunched light.  is the
coherence time of the bunched light.

It might be thought that the clicks coming out of the
detector generated by the laser would be regular, but this
is not, in fact, the case. The average number of photons
hitting the detector within time  is known, but not the
precise timing. This is because the constant flow of energy
has to be chopped into discrete pieces (i.e. into photons)
and the only requirement is to make sure that the average
number of energy quanta per unit time is constant. This
means that the ideal laser beam with constant power has
random timing between the photons, as illustrated by the
middle panel in Figure 3.1. Since a highly stable single-
frequency laser beam is the best approximation to a
perfectly coherent electromagnetic wave,2 this explains
why the case with random time spacing is also called
coherent.
The timing between the photons can be investigated in
more detail by measuring the photon correlations in a
Hanbury Brown–Twiss (HBT) experiment, where we split
the photon stream with a 50:50 beam splitter, and register
the two separated streams with two different single-photon



detectors, as shown in Figure 3.2. The detectors are
connected to a timer that records the time between the
clicks. After registering many events, a histogram can be
plotted of the number of events vs. the time difference
between the clicks.
For the case of the ideal laser, the time between photons is
random. Once a photon has generated a click on the start
detector D1, we wait until another photon from the stream
is directed toward D2 and generates the stop click. Since
the timing between the photons is random, all time
separations are equally likely. Hence the histogram will be
flat, as shown in Figure 3.2c. On the other hand, if the
photons come in bunches, the probability of measuring two
clicks with small time difference is higher than for longer
times. Hence the histogram would have a peak near time
zero, as in Figure 3.2d. Finally, consider an anti-bunched
source. The photons are spread out, and so the probability
of getting events with small time spacing is lower than for
longer times. This gives a histogram with a dip near time
zero as shown in Figure 3.2b.



(3.1)

(3.2)

Figure 3.2 (a) Schematic of a Hanbury Brown–Twiss
(HBT) experiment. D1 and D2 are single-photon detectors.
(b–d) Idealized histograms of the number of events
recorded vs. the time between the start and stop clicks for
anti-bunched, coherent, and bunched light, respectively.
The results of an HBT experiment can be quantified in
terms of the second-order correlation function 
defined by3

where  is the light intensity at time , and 
indicates the time average. In a photon counting
experiment, we can obtain  from

where  is a normalization constant, and  is the
number of events where a click on detector D2 occurs at a
time  after a click occurred on D1 at time . Negative 

 implies that the click on D2 occurred before the one on
D1. The normalization constant is found by setting the
value of  equal to 1 for . This assumes that



there are no correlations between the arrival times of the
photons at very long times, making all time separations
equally likely. In practice, this requires , where  is
the timescale of the source that determines the correlations
between the photons, i.e. the coherence time (see Section
3.6).
Table 3.1 gives a summary of the key features of the 
function for the three different types of light. For perfectly
coherent light, the intensity does not change with time, and
so it is obvious that  for all values of , as shown
in Figure 3.2c. With  normalized to 1 for all sources,
we see that bunched light must have , while anti-
bunched light has . Filtered thermal light (i.e.
black-body radiation) and the light from standard atomic
discharge lamps both exhibit photon bunching, with the
width of the peak near  determined by the coherence
time of the light. Quantum emitters, by contrast, exhibit
photon anti-bunching, with the width of the dip determined
by the radiative lifetime of the source.
It is shown in quantum-optics textbooks (see e.g. [6]) that
the results of a HBT experiment for both coherent and
bunched light can be explained within the semi-classical
model, in which the light is treated classically. On the other
hand, photon anti-bunching cannot be explained in the
semi-classical model, requiring a full quantum model in
which the light is quantized as well as the atoms in the
detector. The observation of photon anti-bunching is thus
the tell-tale sign of a quantum emitter. A source will
therefore be classified as being a quantum emitter if we
observe a dip dropping below 1 at  in an HBT
experiment.



Table 3.1 Second-order correlation functions for different
types of light.

Light source

Anti-bunched 1 Increases with 
Coherent 1 1 for all 
Bunched 1 Decreases with 

3.3 Quantum Emitters

The original experiment performed by Hanbury Brown and
Twiss in 1956 explored the second-order correlation
function of light emitted from a mercury lamp [7]. Photon
bunching was observed, consistent with the semi-classical
model with the light beam considered as an
electromagnetic wave with a fluctuating intensity. As
explained in Section 3.2, it is photon anti-bunching rather
than photon bunching that is the key signature of a
quantum emitter. The first experiment demonstrating anti-
bunching was performed by Kimble et al. in 1977 [2]. In
their experiment, the quantum emitter was a single sodium
atom within an atomic beam. The isolation of the light
emitted by just one atom is non-trivial for a gaseous system
and required very careful experimentation. The key to the
success was to use a microscope objective lens to collect
the light from a small volume of the beam and to arrange
the flux of atoms within the beam so that there was a very
small probability of there being more than one atom within
the field of view of the objective lens during the detection
time. Their experiment established the recipe for observing
anti-bunched light, namely to collect the light from a single
atom.
We can see why the isolation of the light from a single atom
is key to observing anti-bunched light by thinking about the



way the atom emits light. Consider an atom with a series of
quantized electron states above its ground state. In order
to emit a photon, the atom must be promoted to an excited
state, from which it decays back to the ground state by a
series of optical transitions of different frequencies, as
shown schematically in Figure 3.3. If we isolate a single
atom, there can only be one photon emitted for each
transition, and we therefore obtain only one photon of a
particular frequency each time the atom is excited. This
photon can be selected by placing a filter in the collection
path. In order to emit another photon of the same
wavelength, the atom must be excited again, and follow the
same decay path. Since the excitation and emission
processes take a finite time, the probability of emitting two
photons of the same wavelength is very small at short time
differences. This gives rise to an anti-bunching dip as
shown in Figure 3.2b, with the width of the dip determined
by the radiative emission time.

Figure 3.3 Excitation of a single atom producing a single
photon on a specific transition. In this case, the photon
emitted by the  transition is selected after filtering.

The emission from single atoms presented in the previous
paragraph can be contrasted with the emission of light
from a discharge lamp containing millions of atoms. Each
individual atom emits only one photon of a particular
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wavelength each time it is excited. However, this process is
going on randomly for a large number of emitters, with
each atom emitting independently of the others. This
produces chaotic light, which is bunched at short time
delays determined by the coherence time of the light. Anti-
bunching is only observed by isolating the light from single
atoms, which is not routinely done.

3.4 Single-Photon Sources

A single-photon source is a pulsed light source in which the
pulses contain just one photon. There are a number of
different ways to make single-photon sources, and Table
3.2 considers three different approaches that are widely
used.
Consider first a pulsed laser. If the laser has a repetition
frequency of  and the average power of the beam is ,
then the average energy per pulse is . The average

number of photons per pulse is then , where  is
the laser frequency. A normal pulsed laser emits billions of
photons per pulse, but we can reduce the average power 
to the point where  by strong attenuation. It might
seem that an attenuated pulsed laser with  would
make a good single-photon source. However, this is not the
case. As mentioned in Section 3.2, the timing between the
photons in a laser beam is random, and so the probability 

 that a particular pulse contains  photons is given by
a Poisson distribution:

For , we find , and 
. This means that about 37% of the pulses

contain no photons, which reduces the single-photon rate.



Of more concern is the fact that about 26% of the pulses
contain more than one photon. For applications such as
quantum cryptography, it is essential that the pulse does
not contain more than one photon. For , we find 

, which is unacceptably high.
A work-around for the pulsed laser is to attenuate it more
strongly so that . A typical value might be , for
which we have , , and 

. The ratio of photon-containing pulses
with more than one photon to those with just one is now
reduced to 5%.4 This ratio might be acceptable in practice,
but the data rate has been severely limited, with more than
90% of the pulses containing no photons. Despite these less
than ideal properties, attenuated pulsed lasers are in fact
extensively used in tests of quantum cryptography on
account of their simplicity of use. However, in the long run,
we can do better using the other two types of single-photon
source listed in Table 3.2.

Table 3.2 Different types of single-photon sources.

Source On

demand

Notes

Attenuated laser No Typically operates with 

Nonlinear pair
production

No Probabilistic, but heralded

Quantum emitter Yes Best results with resonant
excitation

All operate in pulsed mode.
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Figure 3.4 Heralded single-photon source based on photon
pair production in a nonlinear crystal pumped by a laser
pulse at frequency . The detection of the idler photon at
frequency  heralds the presence of the signal photon
with frequency .
Consider now single photons produced by selecting one
photon from a photon pair. The photons are generated by
nonlinear processes in which a crystal emits a pair of
photons in response to a “pump” laser pulse, as shown in
Figure 3.4. In second-order nonlinear processes, a single
photon from the pump laser at frequency  is converted
to two photons at frequency  and  while conserving
energy, such that:

where the subscripts  and  stand for signal and idler,
respectively. The process is generally called down

conversion as the frequency of the photons is split
symmetrically about , namely half the pump laser
frequency. By contrast, in third-order nonlinear processes
we use two photons from the pump laser to generate the
signal and idler photons according to:
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This is generally called four-wave mixing as four photons
are involved: two in and two out. The signal and idler
frequencies split symmetrically about .
In both types of nonlinear process, the signal and idler
photons are separated by some method and one of them is
detected, indicating the presence of the other. This
separation could be spatial, with the two photons going in
different directions as shown in Figure 3.4, or spectral,
with the photon pair split by dichroic filters. The detected
photon acts as a herald that indicates the presence of the
other one and allows post-selection of time bins to sift out
events when a single photon was present. Hence these
types of sources are called heralded single-photon sources.
The heralding of the single photons is important because
the probability of the photon pair production has to be kept
low, which means that many time bins are empty. The
reason for this is to prevent the emission of two or more
pairs at the same time. There is nothing to restrict the
nonlinear processes to producing just a single pair of
photons,5 and the actual probability for pair production
follows a Poisson distribution as in Eq. (3.3). In order to
reduce the possibility of obtaining more than one photon in
the signal or idler pulse, the pump intensity is reduced so
that , just like for the attenuated laser. Hence the
heralded photon source contains many empty pulses, and
the ones that do contain photons come randomly with
probability . The heralded source is, however, an
improvement on the attenuated laser because it is known
which of the time bins contains a photon, but the process is
still probabilistic as it cannot be predicted in advance when
the photon will arrive.



The final type of single-photon source to consider is the
quantum emitter shown schematically in Figure 3.3. As
discussed in Section 3.3, it is essential to isolate a single
quantum emitter, e.g. a single atom, molecule, quantum
dot, color center, etc. The difference to Section 3.3 is that
we are now considering pulsed rather than continuous
excitation. If the pulse duration is short compared to the
emission time, the emitter will be excited just once during
each pulse cycle, and will therefore emit just one photon
per transition. Hence by using short pulse excitation with a
filter to select the photons on a specific transition, we
obtain one photon per pulse, as required.
An ideal quantum emitter behaves as a deterministic

single-photon source in the sense that we know when the
photons are coming. In other words, we have , and 

. This contrasts with attenuated laser and
heralded single-photon sources that are probabilistic (

), so that we can only say that a particular time
bin might contain a photon with a certain probability. An
alternative way to say this is to describe the quantum
emitter as being an on demand source: we obtain a single
photon with near unity probability in response to a trigger
pulse.
A question remains whether we really can really obtain
truly deterministic sources with . The reasons why
we might obtain  for the quantum emitter could be
either internal or external to the source. Consider first
internal issues that could prevent the emitter from
producing photons in response to the excitation pulse. One
possibility is that the quantum emitter might have several
decay paths from the excited state, so that a particular
transition would only be obtained according to a branching
probability. Another possibility is that the emitter jumps
randomly between bright states that emit photons and dark



states that do not. This produces an intermittent stream of
photons, an effect known as blinking. As regards external
factors, the challenge is to capture the photons that are
emitted. The emitter could be very efficient, but the
photons will be emitted over the full  solid angle, and
many will be lost unless something is done to channel them
efficiently toward the collection optics.
The goal of producing single, on-demand photons with high
efficiency motivates much current research. At present, the
best results have been obtained using epitaxial
semiconductor quantum dots. (See [8] for a review.) The
branching problem has been overcome by using -pulse
resonant excitation (see Section 3.7) in which the quantum
dot (QD) is promoted to the upper level of the desired
transition with near unity efficiency and there is only one
decay path. The blinking problem has been overcome by
embedding the emitters in diode structures with controlled
gating, so that the free carriers that cause jumps between
bright and dark states are swept away, leading to stable
charge states. The photon collection problem has been
overcome by embedding the QDs inside nano-cavities that
funnel all the photons to a specific optical channel with
high efficiency. In this way it has been demonstrated that
QDs can approximate very well to ideal deterministic
single-photon source in the right conditions [9].
Despite the fact that QDs have shown the best results,
practical considerations make researchers resort to
heralded or attenuated sources for many applications in the
field. One such consideration is the fact that the QD
sources only work at their best when they are cooled to
cryogenic temperatures. Nevertheless, the results show
that the potential is there, and the challenge is to optimize
the source for practical deployment in the field.
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3.5 Purcell Enhancement

The speed at which a quantum emitter can emit photons is
governed by its radiative lifetime , giving a maximum
photon emission rate of . The lifetime is determined by
Fermi's golden rule for the transition rate :

where  is the transition matrix element and  is the
density of final states. The subscripts indicate that we are
making a transition from the upper level (2) to the lower
one (1), which lies at an energy  below level 2, as shown
schematically in Figure 3.3. The lifetimes are typically
calculated for the case in which the emitter is embedded in
a uniform dielectric medium (e.g. air) and emits uniformly
over the full  solid-angle. This gives typical lifetimes of 

10 ns for strong radiative transitions in atoms at optical
frequencies,6 implying maximum photon emission rates of 

. The radiative lifetimes of some solid-state
quantum emitters can be faster on account of their larger
optical dipole moment (and hence matrix element), which
opens the possibility for higher single-photon rates. For
example, the radiative lifetime of an InAs QD emitting at 
900 nm and embedded within a uniform semiconductor
crystal is around 1 ns, and some molecules embedded
within solid-state materials can be faster still.
It might be thought that the radiative lifetime is a fixed
parameter for each emitter, and that there is not much
scope for its manipulation. This is not, in fact, the case, as
it is possible to speed up the emission by using the Purcell
effect in an optical cavity. Purcell's original work
considered emission at microwave frequencies [10], but the
field has now developed into cavity quantum
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electrodynamics, which considers the interaction of a
quantum emitter in resonance with a cavity mode.
The principle of the Purcell effect is to use the cavity to
alter the transition rate given by Fermi's golden rule. We
consider an atom in resonance with an optical cavity as
illustrated schematically in Figure 3.5. The density of states
factor  in Eq. (3.6) is determined by the density of
electronic states in the lower level, and the density of
photon states into which the photon is emitted. For an atom
emitting into a uniform dielectric material with refractive
index , the density of photon states per unit volume at
frequency  is given by:

Figure 3.5 Two-level atom in an optical cavity with mode
volume . Resonance occurs when the atom's transition
frequency  matches the cavity-mode frequency . The
cavity is designed so that one of the end mirrors has a
lower reflectivity than the other one, so that photons are
coupled out preferentially at one side.

On the other hand, if the atom is enclosed in a cavity that
supports only one mode at frequency  with volume , the



(3.8)
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density of states factor changes to7:

This is a Lorentzian function with full width at half
maximum of  and is normalized so that 

, as appropriate for a single mode of
volume . The cavity density of states is largest at ,
where we have , where 
is the quality factor of the cavity given by . The
ratio of the density of state when the atom is in resonance
with the cavity mode to that in a uniform medium is then
given by:

where  is the vacuum wavelength of the photon.
We then obtain the Purcell factor  for the ratio of the
transition rates:

where the extra factor of three accounts for the random
orientation of the dipoles in free space compared to having
the dipole aligned with the cavity mode. The conclusion is
that we can obtain enhanced emission (i.e. shorter
radiative lifetime) for high-  cavities with small modal
volumes.
The prospect of enhancing the emission rate in the cavity
encourages intense research efforts to develop micro- and
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nano-cavities with very small modal volumes and high-
quality factors, building on pioneering work demonstrating
a shortened lifetime for quantum dots coupled to a micro-
pillar cavity in 1998 [11]. The cavities are designed with
asymmetric end-mirror reflectivities, so that photons can
be coupled out preferentially on one side, as shown
schematically in Figure 3.5. Maximum Purcell
enhancement is achieved when the emitter is tuned to
resonance with the cavity and positioned with maximal
overlap with the cavity field. The latter point is not so
straightforward for solid-state emitters that are located at
random positions within a crystal, and in practice, it is
usually necessary to fabricate many devices and search for
one with an emitter at the right position. In the long run, it
is more efficient to determine the position of the emitter
first and then to fabricate the cavity around it. (See e.g.
[12].)
An additional benefit of using a cavity is that the photons
are preferentially emitted into the cavity mode rather than
into  solid angle. The parameter of interest is the -
factor that quantifies the fraction of photons emitted into
the mode. This is clearly related to the Purcell factor since
the latter determines the emission rate to the cavity mode.
In fact, the two parameters are related to each other, with:

Hence, a large Purcell factor gives a large  factor
approaching the optimal value of unity. By collecting the
photons coupled out of the cavity, the collection efficiency
can be greatly enhanced, thus overcoming the photon
collection problem mentioned at the end of Section 3.4. The
cavity can thus benefit in two ways – speeding up the
emission and improving the collection efficiency – which
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explains why many of the best single-photon sources now
routinely employ cavities.

3.6 Photon Coherence

Some applications in quantum photonics place additional
constraints on the single-photon source in addition to the
obvious one of excluding multiple photons within the pulse.
In particular, applications in linear-optics quantum
information processing require that the photons should be
indistinguishable from each other. The photon
indistinguishability is closely related to the coherence of
the source, and hence, it is necessary to understand how
the coherence is quantified and what determines it.
In classical optics, the coherence of light determines the
visibility of the interference fringes observed when the
light beam is split and then recombined after having
traveled by different paths. An intuitive way to do this is to
use a Michelson interferometer, in which the light is split
into two paths and then recombined with a path difference 

 between them. This effectively interferes the electric
field of the light at time  with that at time , where 

. Interference fringes can be observed if  is
shorter than the coherence time  of the light, but not
when .
The coherence time of a quantum emitter is determined by
two main parameters: the radiative lifetime of the source,
and the dephasing time. This relationship is traditionally
written using notation that was borrowed from the Bloch
sphere model of nuclear magnetic resonance (NMR):
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Here,  is the coherence time,  is the population
decay time (i.e.  if the only decay channel is by radiative
emission), and  is the dephasing time.

The Bloch sphere model applies to a two-state system with
wave functions  and . A coherent superposition can be
formed where the system wave function  is given

The values of the coefficients  can be represented
diagrammatically by the Bloch vector r. Since wave-
function normalization requires that

the length of the vector is unity, and we can determine the
spherical-polar angles  of r from:

This is illustrated in Figure 3.6, where we have mapped the
state with  to quantum state  at the top of
the sphere and  to  at the bottom,
following the notation generally used in quantum
information. In the original work by Bloch, the two
quantum states were magnetic spin states split by the
Zeeman energy, but in quantum optics, they represent the
lower and upper levels of the atomic transition.
We can understand the importance of the  and  times
in Eq. (3.12) by considering the difference between
coherent and mixed states. A coherent state has a well-
defined phase relationship between  and  and is
represented by points on the surface of the Bloch sphere.



Mixed states, by contrast, do not contain phase
information. All we know is the relative probability that the
system is in state 1 or 2, which is governed by the ratio 

. A completely incoherent mixed state would lie
on the  axis of the Bloch sphere, and processes that
destroy coherence move the state horizontally toward the 
axis, as illustrated in Figure 3.6. The rate at which these
dephasing processes occur is governed by , which gives
the timescales for elastic scattering events that preserve
the populations but destroy phase information. The  time
gives the population decay time, which is the time for the
system to return spontaneously to the lower level.  is
ultimately limited by the radiative lifetime, but could be
shorter than  is there are non-radiative decay paths
between the two levels. A decay back to the ground state at
the north pole of the Bloch sphere clearly destroys the
coherent superposition state and hence limits the
coherence time. Hence the total dephasing rate is the sum
of the pure dephasing rate  and the population
dephasing rate , as indicated in Eq. (3.12). The factor
of 2 that is associated with the population decay arises
from the fact that the light emission decays as  and is
proportional to , where  is the electric field
amplitude. Hence , and it is the decay of the
electric field that determines the coherence, as measured,
for example, by the fringe visibility in interference
experiments.



Figure 3.6 Schematic depiction of the Bloch sphere. The
state of the system is represented by the Bloch vector r.
The horizontal arrow labeled  illustrates a dephasing
process that destroys coherence while maintaining the
population.

The ideal scenario for dephasing is where the only decay
channel between the upper and lower states is radiative, so
that  and the dephasing rate  is negligible
compared to the radiative decay. In this situation, the
overall coherence time  is equal to  and the spectral
width of the emission is determined only by . This is
called the Fourier limit.
The challenge in solid-state systems is to control the
environment of the emitter so that dephasing processes
occur on a much slower timescale than the radiative
emission. For quantum-dot sources, the uncontrolled



charges associated either with non-resonant excitation or
with defects cause dephasing by generating random
electric fields that perturb the quantum dot via the Stark
effect. These effects can be eliminated by embedding the
QD in a diode that controls its electrical environment and
using resonant excitation to prevent generation of
unwanted free carriers in the device [13]. Phonon
scattering, however, is always an issue, and the sources
generally only have high coherence when operated at low
temperatures.
An alternative approach to mitigating against dephasing is
to speed up the radiative emission using the Purcell effect
to the point that  is negligible compared to .
Very large Purcell factors are possible for small nano-
cavities with high-quality factors, and this has been shown
to improve the coherence of a QD source to the Fourier
limit even in devices with average electrical properties
[14].
In some application in quantum photonics, it is not
sufficient just to have one photon in each pulse; it is also
essential that the photons in separate pulses are
indistinguishable from each other. The degree of
indistinguishability can be measured by performing Hong–
Ou–Mandel (HOM) experiments [15]. In this experiment,
two single photons impinge on separate input ports of a
50:50 beam splitter, with detectors D1 and D2 positioned at
the two output ports, as shown in Figure 3.7. There are
three possible outcomes: both photons go to detector D1,
both go to D2, or one goes to D1 and the other to D2. The
table in Figure 3.7 gives the probabilities for these three
outcomes for two extreme cases. If the photons are
completely distinguishable (e.g. if they arrive at different
times), then both exit the beam splitter with 50%
probability of going either to D1 or to D2. This gives a 50%
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probability of coincidence events where both detectors
click. On the other hand, if the photons are completely
indistinguishable, then the path amplitudes interfere, and
the probability of observing coincidence events drops to
zero. The degree of photon indistinguishability can
therefore be determined by measuring the drop in
coincidence events in a HOM experiment. One way to do
this is to compare the number of coincidence events when
the photons arrive at the same time to the number when
they arrive at different times. This ratio can be normalized
to give the HOM visibility , where  implies that the
photons are totally indistinguishable.

Figure 3.7 Schematic depiction of a Hong–Ou–Mandel
experiment. The table gives the probabilities for the
possible outcomes when single photons enter the beam
splitter via the two input ports.

High photon indistinguishability is only obtained when pure
dephasing processes are eliminated, since the interaction
between the emitter and the environment provides, in
principle, a memory in the system that time-tags a specific
photon. Hence, the HOM visibility is given by:

where  and  are related to each other through Eq.
(3.12). For an ideal Fourier-transform-limited source, pure



dephasing processes are negligible (i.e. ), and 
, implying . By using high-quality quantum

dots with controlled environments under resonant
excitation, values of  approaching unity are obtainable
[16]. The indistinguishability remains high for photons
separated by long times compared to the 13 ns pulse
separation, but eventually drops off due to dephasing
occurring on microsecond timescales caused by spectral
diffusion due to charge fluctuations in the vicinity of the dot
[17]. More recent data using Purcell enhancement and a
very high-quality dot have demonstrated negligible drop-off
in the indistinguishability for photons emitted with s
time separation [18].

3.7 Deterministic Excitation of

Quantum Emitters

Quantum emitters must be excited before they emit a
photon. One way to do this is to embed the quantum
emitter within a diode structure and to inject electrons and
holes via an electrical pulse, with subsequent photon
emission when the carriers recombine. A single-photon
LED was demonstrated in this way in 2002 [19]. However,
electrical excitation is not ideal, as timing jitter is
introduced by the process of capturing the electron and
hole into the quantum emitter from the bands of the
semiconductor. Moreover, large numbers of free charge
carriers are present in the device that can introduce noise
and dephasing processes. The same is true for non-

resonant optical excitation in which electrons and holes are
created in the energy states above the transition levels of
the quantum emitter after absorption of a laser pulse and
must undergo relaxation before the emission occurs.
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A way to avoid these timing jitter problems and to ensure
that the emitter is excited with 100% probability for each
pulse cycle is to use coherent control methods with a
resonant laser. These methods can be understood by
considering the Bloch-vector of the quantum emitter as in
Figure 3.6 and borrowing techniques routinely used in
NMR.
Consider a system that is prepared in the  state with the
Bloch vector pointing up at the North Pole. In NMR
experiments, this could be done by applying a large field so
that all the spins are pointing along the field. In quantum
optics, it would be done by ensuring that the emitter is in
the ground state. The direction of the Bloch vector can be
rotated by applying an electromagnetic pulse that is
resonant with the transition frequency . In NMR
experiments, the angle  through which the Bloch vector
rotates is determined by the Rabi frequency , and the
pulse duration , with . The Rabi frequency is
given by:

where  is the transition dipole moment and  is the
electric-field amplitude, which is assumed to be constant
during the pulse. This only works when the , so that
the system is coherent. For NMR experiments, this is not
such an issue, as the coherence time can be in the
millisecond range or longer. However, for a quantum
emitter with  ns or faster, we need short laser pulses
with duration in the ps range. In this case, the amplitude of
the electric field varies with time, and we therefore have a
time-varying Rabi frequency. The rotation angle is then
given by:
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where , with  following the pulse
envelope.
The case of a -pulse where  is of special interest. If
the system starts in the  state with the Bloch vector
pointing up, then a -pulse causes a rotation by  about
an axis in the –  plane so that the Bloch vector ends up
pointing down with the system in the  state. We
therefore have a deterministic method for preparing the
system in the upper level of the transition, from which it
can then emit the photon. Deterministic state preparation
is the preferred method for on-demand single-photon
sources in which the system produces a photon in response
to a trigger pulse with probability approaching 100%.
Despite the benefits, the use of resonant -pulse excitation
methods does present some technical challenges that
makes it difficult to implement in the field. The problem is
that the photon that is emitted has the same frequency as
the laser pulse and hence has to be carefully separated.
This problem is in fact common to all the resonance
fluorescence experiments that have been mentioned so far
in this chapter. The standard way to separate the pump
laser and the single photon is to use polarization optics. We
pump using one polarization (e.g. ) and only collect light
with the opposite polarization (i.e. ) with a polarizer in
the collection path to block the scattered laser photons.
This works if the emitter dipole is oriented at  to the 
and  axes, so that the driving field has a component
parallel to the dipole, and the emitting dipole has a
component along the collection polarization. The need to
resolve the -polarized pump laser along the  direction
is not a problem, as we can just double the power to get the



same rotation angle, but the  orientation of the emitter
dipole relative to the -polarized collection path is an
issue, as it means that we lose half the photons that are
emitted.
An ingenious method to get around this problem is to use
an elliptical cavity with two oppositely polarized cavity
modes with slightly different frequencies [20]. The QD is in
resonance with the -polarized cavity, which enhances the
emission probability for -polarized photons through the
Purcell effect. The dot is pumped resonantly via the -
polarized cavity mode, which is off-resonance with the dot.
The coupling of the laser though the off-resonance cavity
mode is therefore relatively weak, but this is not a problem,
as the laser power can simply be turned up. The key point
in that we can pump the dot through the  mode, but all
the photons are emitted into the  mode due to the Purcell
effect, giving very high emission probability.

3.8 Conclusions

We have seen in this chapter that solid-state quantum
emitters can serve as excellent sources of single photons
for applications in quantum photonics. The key parameters
that quantify their performance are listed below.

Wavelength: The wavelength that is required is
determined by the application. Emitters optimized for
optical fiber systems are of particular interest. Short-
range local area networks tend to operate around 900
nm, while long-range systems work in the telecom O-
band (1260–1360 nm) and C-band (1530–1565 nm)
wavelength range. Emitters that are optimized for
spectral regions where atmospheric losses are low (e.g.
the visible spectral region) are also of particular
interest for free-space quantum channels.



Brightness: The brightness of the source is determined
by the speed at which photons can be emitted and by
the efficiency with which they can be collected. The
speed is governed by the radiative lifetime, which can
be enhanced by using the Purcell effect in a micro- or
nano-cavity. (See Section 3.5.) The cavity can also help
in funneling the photons into the collection optics.
Single-photon purity: The single-photon purity is
quantified by the value of  measured in a HBT
experiment. (See Section 3.2.) The value of  for a
pulse containing  photons is  (see e.g. [6].)
An ideal single-photon source thus has ,
while a pulse that contains two photons gives 

. The value of  gradually approaches
the classical value of unity for larger values of . A key
requirement for a source to be considered as a
quantum emitter is , but demanding
applications require that  should be as close to
zero as possible.
Photon indistinguishability: The photon
indistinguishability is measured by the visibility
obtained in a HOM experiment. (See Section 3.6.) An
ideal source would give  over a wide range of
photon separation times. Some applications (e.g. single-
photon based quantum cryptography) do not require
that the photons should be indistinguishable, but the
value of  is critical for more demanding applications
such as linear-optics quantum information processing.

Reviews of the present state of research in solid-state
single-photon sources may be found in [21] and [22]. The
types of materials that are used broadly fall into four main
categories: quantum dots, color centers, strain centers in



2D materials, and individual emissive dopants (e.g. single
molecules and rare-earth ions.) Table 3.3 gives a list of
some of the materials that have been used along with the
wavelength of the single photons that they generate. It is
apparent that a wide range of wavelengths is available that
opens up a great variety of applications.
As noted at the start of the chapter, the first demonstration
of a solid-state quantum emitter was achieved for a single
molecule system [3]. However, it is the epitaxial quantum
dots based on III–V semiconductors that have given the
best results. This is because of the availability of advanced
semiconductor technology that enables growth of samples
with very high purity and fabrication of highly sophisticated
nano-photonic devices. In this way, nearly ideal single-
photon source performance has been demonstrated for
InAs/GaAs QD devices that emit around 900 nm, and much
progress has been made in developing QDs for the longer
wavelength telecom bands. Shorter wavelength QDs based
on the GaAs/AlGaAs system are also being developed for
coupling to Rb atomic quantum memories at 780 nm. See
Table 3.3 for references.



Table 3.3 Incomplete list of solid-state emitters.

Material

system

Material details Wavelength

range

References

Epitaxial
quantum
dots

(InGa)As/GaAs 900–1300
nm

[8, 9, 23,
24]

GaAs/AlGaAs 780 nm [25]
InAs/InP C-band [26, 27]
InAs/GaAs on
metamorphic
buffer

C-band [28, 29]

Colloidal
quantum
dots

II–VI
semiconductor

Visible, NIR [30–32]

Perovskite Visible [33]
Diamond
color
centers

NV 637 nm [34, 35]

SiV 738 nm [36]
GeV 602 nm [37–39]
SnV 619 nm [40, 41]

Silicon Optically-active
point defects

1100–1550
nm

[42]

Silicon
carbide

Color centers 540–1400
nm

[43, 44]

Silicon
nitride

Defect centers 550–750 nm [45]

2D materials TMDCs: , 
, 

NIR [46–48]



Material

system

Material details Wavelength

range

References

TMDCs: 1080–1550
nm

[49]

hBN Visible [50]
Molecular Polyaromatic

hydrocarbons
Visible, NIR [51]

Rare earth
ions

: 880 nm [52]

: 980 nm [53]
The works cited give a flavor of some of the relevant recent work, or are review
articles. They should not be considered as being an exhaustive account of the
latest state-of-the-art. NIR, near infrared; TMDC, transition-metal
dichalcogenide; hBN, hexagonal boron nitride.

In parallel with the development of QD single-photon
sources, there has also been a great deal of work done on
color centers. Initial interest focused on color centers in
diamond (see [54] for a review), but now single-photon
emission has been observed for a large number of color
centers in a great variety of crystals. Some of these
materials are listed in Table 3.3.
In general, all of the solid-state quantum emitters work
best at low temperatures. Indeed, the nearly ideal results
for the InAs/GaAs QDs are only obtained with the sample
held at liquid helium temperatures ( 4 K), as phonon
scattering degrades the performance at the temperature
increases. In this context, some of the color-center sources
show special promise, since they are relatively robust to
temperature and can give good results even at room
temperature. (see e.g. [34, 43, 45]). Hexagonal boron
nitride (hBN) and colloidal QDs can also give good results
at room temperature (see e.g. [55] and [30]), although
none of these room-temperature results match the



performance demonstrated for the InAs QDs at cryogenic
temperatures.
The purpose of this chapter has been to give an overview of
the basic principles that underpin solid-state quantum
emitters, without going into details of the latest state of the
art. More detailed information about telecom-wavelength
quantum dots, color centers, and 2D materials may be
found in Part IV of the book.
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Notes

1   There are several different types of single-photon
detectors available, including photomultiplier tubes,
avalanche photodiodes, and superconducting nanowire
detectors.



2   A perfectly coherent electromagnetic wave would have
an electric field that varies sinusoidally in time with
constant amplitude extending from  to .

3   The second-order correlation function contrasts with the
first-order correlation function . Both consider the
time dependence of the electric field  of the light. 

 considers correlations in the first power of ,
while  considers correlations of the second power
of , i.e. the intensity, which is proportional to .

4   The general result for  is 

5   The nonlinear processes under consideration here are
routinely used to convert the frequency of laser pulses,
for example. in optical parametric amplifiers and
oscillators, leading to signal and idler pulses containing
very large numbers of photons.

6   For example, the sodium D-Line transition at 589 nm
has a radiative lifetimes of 16 ns.

7   The factor of  in Eq. (3.8) is required to maintain
dimensional consistency with the density of states per
unit volume for a uniform medium given in Eq. (3.7).
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4.1 Motivation and Applications

Linear optical quantum information processing relies on the
interference of photons, often of multi-photon states. This is true for
gate-based [1, 2], measurement-based [3, 4] and fusion-based [5, 6]
quantum computing implementations, in quantum communication [7,
8], as well as in (Gaussian) boson sampling [9–11], which can be
utilized for quantum simulation [12]. Whether one wants to build
multi-photon entangled states, implement a two-qubit optical quantum
gate, or perform Bell-state analysis, interference of two or more
photons is at the heart of the process.
The quality of such a process is then directly connected to the quality
(visibility, contrast) of the interference. Both at the single- and multi-
particle levels, interference of quantum waves (amplitudes,
evolutions) is intimately connected to the fundamental
indistinguishability of two or more evolutions that connect the same
initial and final states. The interferometer must thus couple two or
more modes that we usually call external modes. Distinguishability
can originate from any degrees of freedom of the interfering quanta
that are not touched by the couplings of the external modes and are
thus called internal [13]. Which degrees of freedom are internal and
which are external is not always straightforward to identify, though. A
simple situation is given when photons in a number of spatial modes,
be it optical beams or waveguide modes, are subjected to a unitary
operation on these modes in the form of a network of beam splitters
and phase shifters. Then, polarization, frequency, and temporal
wavefunction are possible internal degrees of freedom. These will
introduce distinguishability, if they are not identical for all the
photons that are involved in a particular interference scenario. If not
all photons can be created with mutual indistinguishability, particular



scenarios still work [14]. In the past, authors considered almost
exclusively the pairwise indistinguishability, usually defined via the
visibility of Hong–Ou–Mandel (HOM) interference [15], see Section
4.2.3, but recently it was realized [16, 17] that there are nontrivial
multi-particle phases and associated (in-)distinguishability, such that
pairwise interference tests are insufficient to predict the rich
dynamics of the whole multi-photon state.
In this book chapter, we cover two widely used technologies for the
generation of single- and multi-photon states, namely nonlinear optical
sources, see Section 4.2, and semiconductor quantum dots, see
Section 4.3. These types of sources operate on fundamentally different
principles, have their own advantages and challenges, and vary
substantially in the properties of the emitted photons. For any source,
though, we do care about the mutual indistinguishability, either of
photons emitted by multiple copies of the source or of subsequent
photons emitted by the same source, see e.g. Sections 4.2.4 and 4.3.3.

4.2 Nonlinear Optical Sources

The generation of photon pairs via nonlinear optical processes is a
long-established method. Several techniques exist, the most
prominent ones, which we will cover in this section, are based on
either spontaneous parametric down-conversion (SPDC, see Section
4.2.1.1) or spontaneous four-wave mixing (SFWM, Section 4.2.1.2).
Compared to single-quantum emitters, such as quantum dots, they
have the fundamental disadvantage of a random emission process,
with detrimental consequences to their number purity (see Section
4.2.2). Nevertheless, they are still widely used due to their relatively
straightforward implementation, their operation at room temperature,
their spectral flexibility and the possibility of integration in optical
chips.

4.2.1 Principles

4.2.1.1 Spontaneous Parametric Down-Conversion

SPDC or parametric fluorescence is a nonlinear optical process, which
converts one high-energetic pump photon (p) into a pair of photons
with lower energy, termed signal (s) and idler (i) [18, 19]. SPDC is a
second-order ( ) nonlinear process, requiring non-centrosymmetric
(hence anisotropic) materials, and it needs to satisfy energy and
(approximate) momentum conservation, imposing



(4.1)

(4.2)

The energy conservation condition (4.1) is illustrated in Figure 4.1a.
For , the SPDC is said to be in the degenerate regime,
otherwise it is termed non-degenerate. The wave vectors in the
momentum conservation condition (4.2) depend on the involved
frequencies as well as the refractive properties of the conversion
medium, which leads to a variety of possible phase-matching
configurations discussed in Section 4.2.1.3.
In resonators with round-trip losses being smaller than the round-trip
gain, the stimulated version of the process takes over, leading to
optical parametric oscillation (OPO) [20], which is widely applied in
classical nonlinear optics, but can also be used in Gaussian boson
sampling [21]. SPDC of a single photon pair relates to OPO as
spontaneous emission relates to stimulated emission in a laser.

Figure 4.1 Energy level schemes of SPDC (a) and SFWM (b). All
levels except the ground state are virtual, such that no absorption and
re-emission occurs physically. (c) Heralding (here illustrated for
SPDC, works analogously for SFWM): Instead of recording all photons
transmitted through some application (App.), only coincidences
between the signal (here acting as the herald, roles can be
exchanged) and the idler photons are recorded. This ensures single-
photon-like number statistics of the idler photons.

4.2.1.2 Spontaneous Four-Wave Mixing

Another frequently used mechanism for the generation of photon pairs
is SFWM. In this process, two pump photons are converted to a pair of
signal and idler photons, again satisfying energy conservation 

, see Figure 4.1b, and momentum conservation 



. Relying on a third-order ( ) nonlinear effect,
SFWM works also in centrosymmetric materials. Therefore, it is a
popular method for photon-pair generation in optical waveguides and
fibers, where the lower pair generation efficiency of a -process
compared to a -process in suitable media can be compensated via
the transverse confinement of light over extensive lengths [22–25]. If
either  or  the process is termed degenerate,
otherwise it is called non-degenerate.

4.2.1.3 Phase Matching

The momentum conservation of Eq. (4.2) (or its SFWM-counterpart) is
equivalent to requiring that the field oscillations of the pump laser(s)
on the one hand and the signal and idler on the other stay in phase
when propagating through the conversion medium. Then, the
signal(idler) fields generated in different sections of the converter
interfere constructively with each other, producing a bright output.
Otherwise, destructive interference will occur, preventing efficient
emission. The dispersion relation of the involved materials 

 implies that phase matching can be either
achieved by a judicious combination of frequencies, refractive indices,
and propagation directions. There are three types of phase matching,
which are defined by the polarization of the involved fields:

Type-0: Pump, signal, and idler share the same linear polarization,
Type-1: Signal and idler share the same linear polarization, which
is orthogonal to the polarization of the pump,
Type-2: Signal and idler are orthogonally polarized, the pump
polarization is parallel to one of them.

As the simultaneous solution of Eqs. (4.1) and (4.2) is only possible for
polarization-dependent refractive indices, phase matching in a
homogeneous material must be of type-1 or type-2 and is also termed
birefringent phase matching. One distinguishes further whether this
matching of refractive indices is achieved via adjusting the orientation
of the birefringent crystal (critical phase matching) or tuning its
temperature (non-critical phase matching).
An often used alternative method is quasi-phase matching [26, 27],
which allows for imperfect momentum conservation, but periodically
inverts the nonlinear susceptibility (and thus the sign of the phase



mismatch) via poling of the crystal domains during fabrication (see
Section 4.2.4.1 for more details). A comprehensive discussion of phase
matching techniques for SPDC can be found in [28].

4.2.2 Photon-Number Purity and Heralding

Several protocols in quantum computing, simulation, communication,
or metrology entirely rely on or at least benefit from a precisely
defined number of quanta. For example, a Bell experiment requires
entangled photon pairs, i.e. exactly two photons. A non-vanishing
probability for two or more emitted photons per mode leads to
ambiguities in the detection patterns and biases the violation of the
Bell inequality [29]. For an ideal single-photon source, the photon
number statistics should consist only of zero photons or one photon in
a given time interval, whereas all higher photon numbers should
never occur. The absence of two or more photons is quantified by the
second-order intensity autocorrelation , which can be measured
in a Hanbury Brown & Twiss experiment [30]. One obtains 
if and only if one has at most one photon at a time in a given mode and

 for the Poissonian photon number distribution of a single-
mode laser.
As the nonlinear optical photon generation processes of SPDC and
SFWM are intrinsically probabilistic, the number of emitted photons
per time window of interest (either the duration of the pump pulse or
some application-dependent detection time window) cannot be
controlled. The number statistics of either signal or idler alone follows
a super-Poissonian distribution (with details depending on the spectral
purity, see Section 4.2.4), i.e. one has . This is undesired
in all applications, where true single-photon character is needed. The
situation can be remedied by sacrificing one of the two output modes
of the source as an auxiliary “herald” and using only the other in the
application. Only when an auxiliary “heralding” photon is detected,
events from the other channel will be registered (see Figure 4.1c).
One can show that with this heralding the photon-number statistics in
the so “heralded” channel approaches the statistics of a perfect single-
photon emitter in the limit of low count rates (see Section 4.2.5 for
more details).

4.2.3 Indistinguishability

If photons in a two- or multi-photon interference scenario match in all
their internal degrees of freedom, they are said to be



indistinguishable. The paradigmatic example for a two-photon (TP)
interference is given by the HOM effect [15]: Two photons impinge on
the input modes of a balanced 50/50 beam splitter and the
coincidences between photon detections in the two output modes are
recorded, see Figure 4.2. For indistinguishable input photons, no
coincidences will be detected due to the destructive interference
between the involved amplitudes, while distinguishable photons (i.e.
orthogonal in at least one internal mode) pass the beam splitter
independently from one another.

Figure 4.2 Hong–Ou–Mandel interference. a) Photons impinge on a
beam splitter with an adjustable position, tuning the photon's
temporal overlap. (b) For maximal overlap the detected two-photon
coincidences vanish in what is known as the HOM dip. (c) This
phenomenon arises from a complete destructive interference of the
two-photon amplitudes of double transmission and double reflection at
the beam splitter.

Source: Reproduced with permission from Hong et al. [15]/American Physical Society.

In reality, the indistinguishability of the photons can be compromised
by a variety of effects, such as polarization rotations, time jitter,
imperfect spectral overlap, or spectral correlations (see Section
4.2.4). All these effects reduce the overlap of at least one internal
mode. For two photons, the indistinguishability can be measured with
a beam splitter and is given by the visibility of the HOM dip [Figure
4.2b]: , with  as the coincidence rate at zero
delay (maximal temporal overlap) and  as the coincidence rate at
large delay (zero overlap).



For multiple photons, there is no unique measure of
indistinguishability. A plausible, application oriented, definition is to
link indistinguishability with the contrast of a multi-particle
interference in the interferometer of interest [13, 31, 32]. A zero or
perfect visibility of all pairwise HOM-dips then guarantees the
complete absence or the maximal contrast of the interference,
respectively. In the important intermediate regime of partial
distinguishability, however, an involved dependence of the
interference on the modulus [33, 34] or phase of the internal state
overlaps can arise [16] and pairwise dip visibilities in general provide
only upper and lower bounds on the visibility of the combined
interference [35]. Indeed, there can be even scenarios where some
pairs of particles are fully distinguishable (no HOM dip occurs), yet
multi-particle interference can arise due to collective phases [36] or
symmetries [14, 37], in the latter case even with full contrast. An
unambiguous measure of multi-particle indistinguishability can be
defined in cyclic multi-port interferometers, where the interference
contrast is equally sensitive to the internal states of all particles and
all their mutual overlaps [17, 38].

4.2.4 Spectral Purity

Photonic quantum information processing relies on interactions
between photons being exclusively mediated by interference. Most of
the time, interference between multiple particles, which are confined
within different external modes, is necessary to solve computational
problems. Generally, the more complex these problems get, more
photons and modes are required to map the problem to a photonic
circuit.
For effective multi-photon interference, the indistinguishability of
photons arising from different pair-creation events, either from
separate sources or from the same source at different points in time,
needs to be ensured. This is often trivially satisfied in some internal
degrees of freedom, such as polarization. The spectral correlation
imposed on each signal-idler pair by the energy conservation (4.1),
however, can cause a substantial complication: Even if all the
signal(idler) photons from the various conversion events have
identical average spectra, their individual spectra can still get
“marked” by the wavelength of its co-produced idler(signal) photon.
Consequently, the indistinguishability between photons from different
pairs is reduced. This effect can be avoided by ensuring the photon
pairs to be created in a single well-defined spectral mode. This



(4.3)

property, termed spectral purity, leaves the photon pairs no room for
correlations between signal and idler spectra. Given no fluctuations or
mismatches in other internal degrees of freedom, spectral purity then
implies indistinguishability between photons from separate emission
events.
The de-facto measure for the spectral purity of a down-conversion
process, becomes the Schmidt number (or rank) of the joint spectral
amplitude (JSA) of the produced down-converted state. The Schmidt
number  is defined as

where  are the singular values of the Schmidt decomposition of
the JSA.  is an estimate for the number of spectral modes involved in
the down-conversion process [39]. As can be seen in Figure 4.3, the
higher the spectral (anti-)correlation within the JSA is, the higher the
Schmidt number becomes. Since a good state for quantum computing
tasks only occupies one single spectral mode, to guarantee
indistinguishability, JSAs with Schmidt number  are favorable.
This becomes true when the JSA becomes factorizable and no
correlations between  and  exist.
Spectral purity is also intrinsically linked to the photon-number
statistics of a down-conversion process. For  (i.e. perfect
spectral purity), the number statistics is equivalent to a thermal state
( ) [40], whereas for a maximally correlated JSA ( ),
one gets a Poissonian photon-number distribution ( ).
Generally, one gets  in the low-gain regime [39, 41].



Figure 4.3 Joint spectral amplitudes with increasing Schmidt
number. The higher the spectral correlation between the signal and
idler modes becomes, the more modes are within the support of the
joint spectral amplitudes.

4.2.4.1 Methods for High-Purity Down-Conversion Sources

Effective heralded single-photon sources for quantum information
processing need to be spectrally pure to enable their
indistinguishability. However, when signal and idler photons are
spectrally correlated, they will occupy more than a single spectral
mode, and thus indistinguishability cannot be guaranteed. Two main
techniques are used to counteract the effect of a correlated JSA:
filtering and source engineering.
Appropriate spectral filtering is often employed to eliminate
correlations between signal and idler photons. Yet, this technique
always has to introduce additional loss. Besides reducing overall count
rates, loss has also a detrimental effect on number purity (see Section
4.2.2). This becomes immediately obvious in an easy
Gedankenexperiment. If a state of exactly  photons, i.e. a Fock state
with photon number purity 1 (that is ), is sent
through a medium with absorption probability , every photon will
be absorbed with that probability. This transforms the original Fock
state to a Binomial distribution where all photon numbers between 
and 0 occur. The photon number purity has thus been decreased.
While filtering increases the spectral purity of a single-photon source,
it will inevitably reduce the number purity.
Additionally, the same is true for symmetric heralding efficiency.
Tighter spectral filtering allows for higher spectral purity but, at the



same time, reduces the symmetric heralding efficiency of the photon
pair source [42]. This is especially problematic in cases where the
heralding efficiency needs to be symmetric or where both photons of a
pair are utilized within an experiment (see Figure 4.4).
Another, more promising approach is to tailor the phase matching
function of the down-conversion process. If the group velocity
dispersion is chosen carefully, such that the respective phase-
matching angle, i.e. the angle of the phase-matching function in the
JSA (  in Figure 4.4), is close to , a high spectral purity can be
achieved without the need of filtering [43]. The spectral power curve
of the pump used in the SPDC process  will always
exhibit a  angle within the coordinate system of the JSA. Thus, if
the group velocity of signal, idler, and pump field create a phase-
matching curve orthogonal to the spectral power curve, the spectral
width of the pump can be chosen such that a JSA with high spectral
purity is ensured. In principle, high purity can be achieved with any
phase-matching angle between  and . In this case, however, not
with circular but with elliptical JSAs [44].



Figure 4.4 Filtering of a correlated joint spectral amplitude. Because
the filter always introduces additional loss the photon number purity
is reduced. While the red part of the JSA remains correlated, the
remaining transmitted spectra of signal and idler photons (blue)
diminish the heralding efficiency.

Figure reprinted with permission from [42].

Unfortunately, this method of engineering JSAs is relatively restrictive
and can only be applied for certain wavelength ranges and in certain
nonlinear crystal materials. Another, more versatile method of
engineering leverages on the flexibility of a phase-matching
mechanism called quasi-phase-matching (QPM) [26, 27]. QPM allows
to phase-match wavelengths in a co-linear fashion, where usually no
down-converted light would be generated. This is achieved by domain
engineering. Nonlinear crystals such as ppLN and ppKTP, can be
manufactured in a way such that the lattice orientation changes ever
so often throughout the crystal. The change in lattice orientation
creates an effective  phase-shift of the nonlinear polarization inside
the crystal, thus reversing the sign of . A volume of same lattice
orientation is called a domain and two domains, each poled in



(4.4)

(4.5)

opposite directions make up a poling period . If  is chosen
correctly, Eq. (4.2) can be rewritten as

QPM is a versatile mechanism, which enables co-linear phase-
matching in situations where usually this could not be achieved,
virtually only limited by the manufacturing tolerances on small poling
periods [45] and the overall crystal length. Not only extends QPM the
wavelength range of nonlinear materials, it also enables more
advanced domain-engineering techniques. Apodized poling structures
can be used to implement a variation of the effective nonlinearity over
the length of the crystal. One tuning knob is the order of the poling: if
an odd multiple  of  in (4.4) is chosen as the poling period a down-
converted electric field is still generated throughout the nonlinear
crystal, however, at a lower rate. Additionally, the duty cycle  of the
poling can be varied. Giving the two domains of one poling period
different lengths, allows to finely tune the effective non-linearity 
within each poling period,

with  being the bulk nonlinearity. Approaching a Gaussian profile
with this technique is especially interesting, since the phase-matching
function (given by the Fourier transform of the nonlinearity profile)
will consequently also be of Gaussian shape, allowing the JSA to
become separable and exhibit high spectral purity [46]. Using domain
engineering to achieve high purity down-conversion sources has been
demonstrated in different wavelength ranges [47, 48], but many
different spectral profiles are realizable [49]. Figure 4.5 shows an
example for an effective non-linearity profile approaching a Gaussian
shape.

4.2.5 Photon-Number Purity and Brightness

As discussed in Section 4.2.4, a high spectral purity of the photon
pairs is paramount to obtain indistinguishable multi-photon states.
Given perfect spectral purity,1 the resulting two-mode squeezed
vacuum state has a probability distribution of the photon number  of
the signal or idler per pump pulse of



(4.6)

Figure 4.5 Example of a nonlinearity profile approaching a Gaussian
shape. (a) Shows the nonlinear profile in orange with the usual top-hat
shape in green and the ideal Gaussian shape in black. (b)
Demonstrates the corresponding spectral responses. (c) Depicts the
poling structure of the crystal with poling order  and duty cycle .
(d) Zoom-in view of the poling structure from order  to .

Figure reprinted with permission from [47].

with  as the probability to generate at least one pair per
pulse and  the squeezing parameter, which scale with the effective
nonlinearity of the material, interaction length, and pump power.
Figure 4.6a,b illustrate two exemplary cases. With increasing , the
average photon number per pulse  [53], and with it
the brightness of the source are increasing. At the same time, the
multi-photon contributions with  (from multi-pair emissions) get
more pronounced, which increases the spread of the distribution and
with it the uncertainty in photon number. In many schemes, heralding
is used to produce a single-photon output state (or  heralded
sources in parallel to produce an -photon state). However,
heralding with non-photon number resolving detectors cannot rule out
the presence of multi-photon terms. This can be formally evaluated by
the second-order autocorrelation in the heralded channel, which is
given by [54]:



(4.7)

Figure 4.6 Brightness vs. number purity trade-off. (a,b) Photon-
number distribution of one mode of a two-mode squeezed vacuum
state for  and , respectively. The mean photon number 

 as well as the expected second-order autocorrelation  for
loss-free heralding is also shown for each case. (c) Heralded second-
order autocorrelation as a function of mean photon number and
heralding efficiency , evaluated according to Eqs. (7) and (8) in [52].

with  denoting averaging with respect to the photon-number
distribution after heralding, which is given in the loss-free case as



(4.8)

for  and  [52]. As evident from the blue curve in Figure
4.6c the photon-number purity deviates increasingly from the ideal
case of a single-photon emitter with  as the brightness of
the source is ramped up. For finite heralding efficiency , the
situation deteriorates further (orange and green curves). This
illustrates the fundamental trade-off between the brightness of a
nonlinear optical source and its photon-number purity. In other words,
a nonlinear optical source cannot have a high probability of photon
emission and a precisely defined number of emitted photons at the
same time. To overcome this intrinsic limitation, one can either resort
to multiplexing (see Section 4.2.6) or true single-photon emitters,
such as quantum dots (see Section 4.3).

4.2.6 Multiplexing Schemes

As discussed in Section 4.2.5, nonlinear optical sources suffer from an
intrinsic trade-off between brightness and number-purity. As a
consequence, the probability  to produce at least one photon pair
per pump pulse (or coherence length in cw-pumped schemes) in a
target signal/idler mode must be kept small, in order to also keep the
multi-pair emission rate small. Then it seems logical to increase the
total rate of photon emission by keeping  small, but increasing the
number of modes, into which a conversion can occur. This is the
domain of multiplexing.
The fundamental idea is to have several possible signal/idler modes,
heralding which of the modes are populated and active optical
switching to route the heralded photon(s) into the target mode(s) for
further applications. Depending on which degree of freedom is used
for this enterprise, these schemes are termed spatial multiplexing
(several sources emitting in parallel) [55–58], temporal multiplexing
(one source emitting at multiple possible times) [59–61], spectral
multiplexing (one source emitting at multiple possible spectral
channels) [62] or combinations thereof [63]. Clearly, temporal and
spectral multiplexing are less resource-demanding than spatial
multiplexing when scaling to large numbers of modes, but require fast
and precisely timed switches or nonlinear optical frequency
conversion, respectively. As of today, only temporal multiplexing
schemes have managed to beat the theoretical limits on simultaneous
number-purity and brightness of single-source SPDC [52, 60, 64]. If



only the rates of (multi-)photon events are of interest, but not their
particular timing, then also passive temporal multiplexing without
active switching can provide an advantage [65]. For a comprehensive
review of multiplexing techniques, see [52].

4.3 Quantum Dots

For multi-photon applications, the major disadvantage of SPDC-based
sources is that they produce photon pairs probabilistically. The
resulting statistics impose an intrinsic trade-off between brightness
and photon-number purity. Semiconductor quantum dots offer great
potential to overcome this limitation, boasting their high brightness,
photostability, and fairly easily scaleable growth processes. If the
quantum dot can be isolated and addressed individually, it will usually
absorb or emit only a single photon with specific properties but not a
second, identical one, ensuring non-classical light emission. Without
intrinsic limits on brightness or purity, quantum dots are therefore
among the best sources to deterministically deliver single photons and
entangled photon pairs with high rates.
This section considers only epitaxial quantum dots focusing on
advanced excitation methods, which overcome the limitations of the
basic excitation schemes (see Chapter 2), compares the typical
photonic nanostructures where quantum dots are embedded to ensure
better photon properties, and finally discusses the time-to-space
demultiplexing of single photon streams. These are the three most
active areas that researchers consolidate toward the goal of quantum-
dot-based single photon sources for multi-photon applications.
As for any single quantum emitter, an important consideration for the
practical use of quantum dots is the availability and efficacy of
excitation methods. In many cases, incoherent and even direct
electrical excitation pathways exist.2 For cases where no specific
properties of the emitted single photons are required, e. g. in some
quantum key distribution protocols, these are sufficient and practical.
However, more demanding applications, such as advanced quantum
communication protocols (entanglement swapping, etc.), in optical
quantum information processing, or in quantum sensing with multi-
photon states, one often requires a certain level of coherence between
the subsequently emitted photons or photons emitted by different
sources, as will be discussed in Section 4.3.1. Depending on the
requirements in photon properties in contrast to the complexity
involved, the choice of excitation method varies.



Another basic feature of light–matter interaction is that it depends
both on the internal composition and structure of the emitter as well
as on the photonic environment surrounding it. Often it is easier to
design and control the latter rather than the former, for example, by
hosting the emitter in a purposefully designed optical cavity or
waveguide structure. The optical modes supported or suppressed by
the electromagnetic environment will help select individual emitters
that happen to be resonant, favor or suppress certain transitions,
modify the lifetime of an excited state, and/or change the spectral
properties of the emitted light compared to the one of a bare emitter.
In Section 4.3.2, we discuss this in detail.
While the interference of single photons emitted from different
quantum dots has been realized, for a realistic and easier yet high-
fidelity demonstration, the only way forward appears to be to use
subsequently emitted single photons from a single quantum dot.
Demultiplexing re-routes these photons so that they simultaneously
enter the multi-photon experiment. Approaches to this technique are
discussed in Section 4.3.3.



Figure 4.7 Most quantum dots can be described by finite potential
wells in the conduction and valence bands, which lead to quantized
levels for electrons and holes. Many electron and hole configurations
are possible, but the two predominant, optically accessible, neutral
states are the exciton (X, 1e–1h) and the biexciton (XX, 2e–2h). The
exciton has two possible spin configurations with the electron spin (

) antiparallel to the (heavy) hole spin ( ). The biexciton has a
singlet electron pair and a singlet hole pair.
Quantum dots are epitaxially grown semiconductor nanocrystals that
are surrounded by higher bandgap materials with the appropriate
band alignment, so that electrons and holes are confined in all three
dimensions. Figure 4.7 illustrates the energy levels and confined
carrier states of the so-called neutral exciton and biexciton states.
These are, in most general cases, the target states to generate single
photons or entangled photon pairs respectively, through spontaneous
decay into the ground state. In addition to these neutral states, there
are charged states with an unequal occupation of electrons and holes.
For some purposes, it may be advantageous to operate with these
charged states, especially when using a single electron or hole to
store quantum information in its spin. Another group of states is
optically dark, because these states have optically inaccessible
angular momentum configurations. For example, the dark neutral
exciton has spin . Generally the lifetime of dark states in quantum
dots is orders of magnitude longer than that of bright ones, therefore
they may be suitable for storing quantum information, or to act as
metastable states for more elaborate state preparation schemes [73].



4.3.1 Advanced Excitation Schemes

To ensure high-efficiency generation of single photons with optimal
properties – such as spectral purity and indistinguishability, it turns
out that the excited state of the quantum dot must be prepared with
near-unity efficiency to avoid any dissipation which inevitably leads to
noise. Figure 4.8 sketches an overview of various excitation methods
commonly in use. Here we emphasize the advanced methods that
bypass the inherent challenges or limitations of the basic schemes.
For instance, the incoherent above-band excitation schemes are less-
selective and offer poor photon properties, while resonant excitation
of exciton demands sensitive polarization filtering.

Figure 4.8 Except for the Raman scheme, the most prominent (RF,
resonance fluorescence; ARP, adiabatic rapid passage; BC,
bichromatic; SUPER, swing up of quantum emitter population; PA,
phonon assisted; AB, above band; TP, two-photon resonant) optical
excitation schemes for single photon generation from quantum dots all
start from the ground state (0) and target the exciton (X) or biexciton
(XX) states. The Raman scheme on the other hand couples charged
states, here a single electron state with a trion state.
Because quantum dots are typically grown in a solid state
environment, the coupling of confined carriers to the surrounding
lattice atoms offers the possibility of off-resonant, phonon-assisted

excitation of excitonic [74] and biexcitonic states [75]. Generally



speaking, phonon-mediated interactions in quantum dots can occur in
two ways. Firstly, there are acoustic phonons that couple to the
occupation of quantum dot states (and not transitions) resulting in
pure dephasing processes, for example, damping of Rabi oscillations.
Longitudinal phonons, in contrast, provide efficient relaxation
channels to the fundamental resonances in quantum dots. Here, one
employs blue-detuned laser pulses (typically 2–3 meV) to populate the
excitonic states following phonon emission, which is therefore
incoherent. This has the advantage that the targeted excited state
population is only weakly dependent on the detuning, provided it is in
a range of sufficient phonon spectral density. The phonon-assisted
excitation scheme has achieved remarkably high exciton (  for
pulse areas up to ) [74] and biexciton preparation fidelities (

 for pulse areas up to ) [75] for carefully chosen pulse
durations and detunings.
In a special version of coherent excitation targeted at single-photon
generation, quantum state transfer via spin-flip Raman transitions is
an interesting choice [76, 77]. Consider a quantum dot charged with
an excess electron or hole. In the absence of magnetic field, ground
and excited (trion) states are degenerate, but under an external
magnetic field they undergo a Zeeman splitting, depending on the
electron–hole g factors. If this splitting is considerable large, each
trion state forms an independent  system with the ground state,
resulting in a double-  system. Following a two-pulse excitation
addressing the trion spin states (first pulse, red detuned, initializes
the electron spin-up, while the second pulse, blue detuned, recycles to
spin-down), spin-flip Raman transitions can be induced. Here, the spin
state of the electron that stores the quantum information in the
quantum dot is mapped onto the polarization of the emitted photon,
governed by optical selection rules; diagonal transitions are
orthogonally polarized with respect to vertical transitions and have
equal probabilities to occur. Consequently, one can opt for a clever
polarization filtering of the spontaneous emission. In the decay, a
photon is emitted whose polarization is entangled with the decay
channel and thus the final state, if the path information can be erased
by fast-timed detection. The scheme has the potential to achieve 100%
brightness, as the emission can be spectrally filtered and is less
sensitive to quantum dot size variations and excited state dephasing.
As mentioned earlier, the resonant excitation scheme is extremely
sensitive to the quantum dot parameters and excitation conditions. To
circumvent this, one resorts to robust schemes that are well known in



atomic and molecular physics and magnetic resonance spectroscopy,
like adiabatic rapid passage (ARP) [78]. In this technique, the
instantaneous frequency of the excitation laser pulse is swept across
(i.e. chirped) the quantum dot resonance to achieve a complete
population inversion. If the frequency sweep rate is much slower than
the transition (Rabi) frequency, the system adiabatically evolves from
ground state to the target excited state via an avoided energy-level
crossing. The electric field of a chirped laser pulses is described by

where , , and  denote the pulse envelope, the central laser
frequency and the chirp parameter respectively. The introduction of 
results not only in temporal stretching of the pulse from its Fourier
limit, but also the frequency order in time: for , red frequencies
arrive before blue ones and vice versa if . By virtue of the
relation

rendering  is often done via frequency domain (Fourier) shaping
using a 4f pulse shaper, which manipulates the group delay dispersion
(GDD) . The frequency ordering governed by the sign of  (or )
results in an interesting effect: it determines the inversion efficiency
of the target state in the quantum dot. For positive GDD, the system
traverses the lower-energy adiabatic branch, and hence is disengaged
from the phonon influence, obtaining near-unity efficiency, while for
negative GDD, preparation efficiencies suffer from phonon influences.
ARP has been used to demonstrate high fidelity excitation of the
exciton [79, 80] and biexciton states [81, 82]. Albeit requiring higher
pulse energy than resonant excitation, ARP is practically immune to
laser power fluctuations and offers a wider resonance energy range.
The latter feature implies that one could afford large detuning and
thus excite multiple quantum dots using the same laser pulse, for
example, for producing frequency-multiplexed single photons.
Attempts to go beyond the coherent monochromatic excitation
methods with their difficult filtering led to the use of bichromatic

laser fields to achieve the resonant Rabi frequency in average. It
relies on the argument that the combined effect of two pulses (red-



and blue-) detuned from the resonant frequency becomes equivalent
to a single resonant pulse with a modified envelope, as in

where  is the envelope of detuned pulses (chosen identical here)
and  is the modified envelope, with  and  denoting the
resonant frequency and the detunings (chosen identical here)
respectively. In the nonlinear regime, coherent driving of a two-level
system is possible without actually resonant light, as long as there
exists a non-zero time-integrated Rabi frequency associated with the
transition. Consequently, challenging polarization filtering can be
averted. The required bichromatic laser pulses can be generated from
two separate laser sources [83], or with a mechanical slit in a 4f pulse
shaper [84, 85] or can be amplitude-shaped out of a broadband laser
source [86]. These works demonstrated exciton state population close
to 60% [84, 85], with single photon characteristics on par with the
resonant schemes. This scheme requires higher pulse power and
might possibly excite unwanted higher excited states, however. In a
recent creative development, it was shown [86] that one could realize
a “spectral hole” excitation as a combination of the bichromatic and
ARP schemes to mitigate the sensitivity to excitation pulse parameters
and enhance the preparation efficiency in bichromatic
implementations. The process combines an excitation frequency
spectrum given by

with the GDD (described earlier) phase as in conventional ARP. Here,
with positive GDD, one can suppress the phonon influence in the
excitation and can outweigh the limitations in inversion efficiency.
In a surprising further development, it was shown that a coherent two
level driving can also be realized through a gradual Swing-UP of the
quantum EmitteR population (SUPER). The scheme relies on two
coherently coupled, red detuned pulses (i.e. below the quantum dot
absorption edge), which achieves a gradual rise in the exciton state
population by modulating the Rabi frequency through the beating of
the two interactions [87]. In the frequency domain, the excitation
spectral response is given by



while the two detunings are defined as . If the
difference between the two detunings coincides with the Rabi
frequency, i.e. , implying the condition ,
the SUPER mechanism results in a complete population inversion of a
quantum emitter. The proof-of-principle implementations of this
scheme were demonstrated in [88], relying on amplitude shaping of a
broadband laser source with spatial light modulator [88], or using
multiple pulse shapers [89]. The authors demonstrated that the
population fidelity matches the one achieved by TP excitation (see
below) and the calculated single-photon purity matches with that
under resonant excitation. Because it works below the absorption
edge of the quantum emitter, no spurious resonant excitation of
higher-lying states can occur, if it is applied to the fundamental
(exciton) resonance. The SUPER scheme, therefore guarantees truly
off-resonant, polarization-filter free, high-fidelity state preparation.
For the direct generation of entangled photon pairs one usually uses
the biexciton–exciton cascade. Due to optical selection rules, coherent
excitation of the biexciton proceeds via a two-photon excitation (TPE)
process with the associated Rabi oscillation [90]. Due to its binding
energy, the exciton-biexciton transition is energetically separated
from the ground state to exciton one, which can therefore be
spectrally selected. The photon pair emitted in the cascade can be
entangled in polarization [91, 92] or in time-bins [93]. For polarization
entanglement, one needs to eliminate or mitigate the so-called fine-
structure splitting of the exciton, the methods for which are beyond
the scope of this chapter.
The biexciton–exciton cascade results in a time jitter, which
fundamentally limits the indistinguishability of the emitted photons
[94]. To circumvent this problem, following the TPE of the biexciton, a
subsequent timed stimulating pulse can selectively and coherently
depopulate it to the desired exciton state as demonstrated by multiple
research groups [95–97]. In addition to restoring the high
indistinguishability [97], this technique also ensures a definite
polarization of the emitted exciton photon [98]. Furthermore, the
scheme also achieves a lower multiphoton error rate compared to TP
excitation and the indistinguishability is on par with resonant
excitation. Although the power requirements for the TP laser pulse



scale quadratically, the stimulation pulse power scales only linearly
[95].
In summary, while resonant excitation of exciton state in a quantum
dot is conceptually simple, it comes with the requirement of
polarization filtering of the scattered pump laser light, thus sacrificing
50% of the brightness. The alternative schemes that only require the
simpler spectral filtering including phonon-assisted excitation [99]
and bichromatic schemes [84, 85, 88] offer high preparation efficiency
and single photon quality matching that of resonant excitation, albeit
at much higher pulse powers. Regarding multiphoton experiments
with their low coincidence count rates, an important consideration is
stable long-term operation of a single-photon source. Thus the source
needs to be resilient against power and/or spectral fluctuations of the
exciting laser. Then one would opt for ARP [82], or further innovations
that combine ARP with bichromatic schemes [86]. The same helps
address the intrinsic, growth-induced variability in quantum dot
properties. For example, in Ref. [100], the authors demonstrated the
potential of pulse shaping techniques to achieve simultaneous rotation
of different qubits. Similarly, one could, in principle, extend the ARP
scheme toward simultaneous entanglement generation from a number
of non-degenerate quantum emitters. In Table 4.1 we present an
overview on the performance characteristics of various excitation
schemes.

4.3.2 Engineering the Quantum Dot Environment

Once a suitable trade-off on the excited state preparation is fixed, en
route to realizing high brightness quantum dot single- or multiphoton
sources, one faces the uphill task of ensuring the low-loss deployment
of generated photons to the communication channel. The challenges
here are two-fold: enhancing the photon rate and engineering the
photon extraction efficiency.



Table 4.1 Overview of different excitation schemes.
NB: For ARP-XX, one does not expect the preparation fidelity to be higher than in the
resonant TPE of XX, due to the intrinsic limit [94]. There is no intrinsic limit for the
preparation fidelity in resonant TPE of XX, ARP-XX, TPE+ timed stimulation, ARP, SUPER
and bichromatic + ARP.

References Excitation

method

Purity Indistinguishability Preparation

fidelity (%)

Wang et al.
[101]

Resonant
TPE XX

0.013(1) 0.71(1) 70

Wei et al.
[97]

TPE +
stimulation

0.002(1) 0.926(4)

Koong et al.
[84] and He
et al. [85]

Bichromatic 0.012(1) 0.962(6) 60

Karli et al.
[88]

SUPER 0.06(1)

Thomas et
al. [99]

Phonon
assisted X

0.011(1) 0.909(4) 85

Reindl et al.
[102]

Phonon
assisted XX

0.023(7) 0.65(7) 80

Wei et al.
[80]

ARP X 0.003(2) 0.979

He et al.
[77]

Raman X 0.01(1) 0.95(3)

The semiconductor material around a quantum dots causes the
emitted light to undergo total internal reflection at the
semiconductor–air interface. The large refractive index at this
interface prevents photon extraction from the air side. For a critical
angle of , the extraction efficiency to the air side is given by

which, for a quantum dot in bulk GaAs, with a critical angle of ca. 16°
turns out to be about 2% [103]. Consequently, to increase the light
extraction efficiency, one would tune the emission mode by controlling
its angular distribution to match the external collection optics.
The traditional approach is to couple the quantum dot to a
nanoantenna, that converts the incident field to the localized field;
providing an effective route to channel photons to and from the



quantum dot. When one also desires to modify the light-matter
interaction of the quantum dot one embeds it in a nanocavity. In this
case, the spontaneous lifetime of a quantum dot photon source is
shortened and thus the emission rate and brightness are enhanced
by the Purcell factor , given by

where  and  are the cavity and quantum dot radiative rates,
respectively,  is the free space wavelength of the emitter,  is the
refractive index of the surroundings,  denotes the nanocavity -
factor and  its mode volume. Therefore, one seeks a design with
higher  and lower . Plasmonic metal nanoantennas offer low  (

) but also very small  theoretically resulting in huge .
However, metallic nanocavities suffer from ohmic losses, often only
work for a particular polarization and are limited in terms of on-chip
functionality. High-refractive-index dielectric nanoantennas are more
attractive; they have higher  due to lower material losses in the
near infrared regime, and lower mode volumes are achieved by clever
cavity designs.
Usually, one also makes a choice between narrowband and broadband
cavity designs, with corresponding complexity level and fabrication
tolerances. A broadband cavity affords more spectroscopic flexibility
as, for example, the simultaneous enhancement of both photons of the
biexciton-exciton cascade. Furthermore it reduces the requirement of
precise tuning and stabilization of the cavity resonance to the
quantum dot emission wavelength. In turn, it will not be as effective in
suppressing phonon sidebands. The simplest and most
straightforward designs for broadband operation include planar

dielectric microcavities [104], circular Bragg gratings (CBGs)
[105, 106], and photonic crystal waveguides [107, 108] (see Figure
4.9, which provide a modest  ( 4, with theoretical limit 25), and
estimated -factors of 150. Such cavity designs also leave the
choice of excitation method flexible; however, large cavity sizes ( 10 

m) reduce the coupling efficiency to the external optics.
A narrowband cavity, on the other hand focuses strictly on
engineering high brightness for single photons at a particular
wavelength, thereby effectively suppressing the phonon sidebands.
Common design strategies in this direction include micropillar



cavities ( -factors  6000;  between 4 and 6, see Figure 4.9)
[109], or open Fabry–Perot cavities ( -factors ;  between
10 and 12) [110]. The strict requirement of cavity mode – quantum dot
spectral overlap is a major drawback when attempting advanced
excitation methods that involve excitation laser detuning (for example
SUPER and bichromatic) or multiphoton processes (for example TPE,
ARP, and phonon-assisted schemes that target the biexciton state).
For a detailed overview on micropillar cavities, we refer the reader to
[111].

Figure 4.9 Visualizations of the most prominent monolithic
microcavities used for quantum dots: (a) planar, (b) photonic crystal,
(c) bulls eye (circular Bragg grating), (d) micro-pillar, and (e)
photonic trumpet.
A further challenge is to couple the emitted single photons to single
mode fiber by engineering the extraction efficiency of the photons.
Quantum dot samples are often operated with a solid immersion lens
(SIL) to modify the angular divergence. Several other promising
design strategies to tailor the divergence angle include nanowires and



nanoposts [112, 113], microlenses [114], the photonic trumpet [115],
“hourglass” [116], nanorings [117], and many more. Such designs
boost the extraction efficiency and often improve the free-space
collection, too. The ultimate goal, however, would be a compact,
robust fiber-coupled single photon source that can be operated
without any optical alignment. Solutions based on tapered microfibers
[118, 119] and gradient index lenses [120] are under development. In
Table 4.2 we present an overview of the performance characteristics
of few selected photonic cavities.
For high-multiphoton coincidence rates, one would like to start with
the brightest single-photon source possible. Compared to many other
quantum emitters, quantum dots exhibit some of the fastest radiative
decay times, where, for example, lifetimes of less than 200ps have
been observed for the GaAs/AlGaAs system [121]. By coupling these
quantum dots to CBG cavities [106], the lifetimes can be further
reduced, thereby promising photon rates well above few tens of GHz.
Another issue regarding the rate is the so-called blinking. For
quantum dots embedded in a semiconductor matrix, the diffusion of
carriers from the vicinity (and vice versa) results in the formation of
undesired (e.g. charged) states, effectively rendering the quantum dot
dark for the chosen excitation scheme. This results in a random on-off
modulation of the emitted light on relatively long time scales of micro-
to milliseconds, reducing the overall efficiency of the source. Charge
tunable samples, for example, by embedding in a p-i-n diode structure,
helps long timescale operation.



Table 4.2 Photonic cavity structures overview.

References Cavity Purity Indistinguishability First lens

efficiency

(%)

He et al.
[104] and
Chen et al.
[121]

Planar
cavity

0.012(2) 0.91(2) 6

Liu et al.
[106]

Circ. Bragg
Grating

0.001(1) 0.901(3) 85

Madsen et
al. [122]

Photonic
crystal

0.03(4) 0.70 44.3

Ding et al.
[109]

Micropillar 0.009(2) 0.964(30) 66

Tomm et al.
[110]

Open
microcavity

0.021(1) 0.913(1)

Munsch et
al. [115]

Photonic
trumpet

0.31 75(10)

Dalacu et al.
[112] and
Laferrière et
al. [123]

Nanowires 0.005 23

Schöll et al.
[124]

SIL on
planar

0.0025(2) 0.9 20(3)

Gschrey et
al. [114]

Microlenses 0.01 0.76(4) 19(2)

4.3.3 Demultiplexing

There are two possible routes to produce multi-photon states from
quantum dots: Source multiplexing, i.e. several quantum dots emitting
in parallel, or temporal-to-spatial demultiplexing of the photons from a
single quantum dot, i.e. routing the subsequently emitted photons into
separate spatial modes. From a technology perspective, these two
routes hold very similar challenges as spatial and temporal
multiplexing of nonlinear-optical sources (see Section 4.2.6).
Source multiplexing does not require active switching components,
thus avoiding additional loss, but has to overcome the substantial
challenges of inter-dot variability as well as of fluctuating emission



properties: Not only do the central wavelength and natural linewidth
of the different emitters have to be matched, but also noise processes
(dephasing and spectral diffusion) have to be suppressed. Substantial
progress has been made in this direction by optimized material
purities as well as spectral matching and noise suppression via
electric gating, reaching an indistinguishability of 93% between two
photons from quantum dots in separate cryostats [125]. Other
methods include strain tuning via micrometer-sized piezoelectric films
[126] or laser-machined piezoelectric substrates [127]. Upscaling
these method to multiple photons would require either enormous
resources (one cryostat per photon) or very advanced sample and
optics designs to address and control multiple quantum dots in a
single cryostat.
In contrast, the demultiplexing strategy requires only a single
quantum dot at the cost of additional loss due to the switching. The
basic idea is to send a stream of subsequently emitted photons
through a routing setup, which feeds the incoming photons into
separate optical delays, whose length is matched to the pulse spacing
of the emitter, see Figure 4.10a. It benefits from the fact that the
properties of a single emitter typically vary a lot less over the
comparatively short time scale of a few emission cycles than the
properties of different emitters vary within an ensemble. The
conceptually most simple form is passive demultiplexing: A cascade of 

 beam splitters is employed to parallelize  subsequently
emitted photons into  spatial modes [128]. This is clearly unscalable
as the success probability of routing each photon into the correct
channel drops as . Active demultiplexing, on the other hand,
employs active optical components in a switching tree to
deterministically route individual photons to their dedicated target
mode. If the probability to route a photon successfully3 into the
correct target mode is , the overall N-photon rate will scale as 

. The two main challenges here are to keep losses and routing
errors low (i.e.  high), while at the same time being able to switch
fast enough to route subsequent photons into separate modes (one-by-
one routing). The latter constraint can be relaxed by burst routing, i.e.
sending packets of several photons into the same channel (with
correspondingly adjusted delays), such that photons from distant
emission events form the multi-photon state. This allows using slower
active components, but necessitates better long-term stability of the
emitter, as the temporal separation between interfering photon
increases [Figure 4.10b].



Figure 4.10 Active temporal-to-spatial demultiplexing of photons
from a quantum dot emitted with pulse spacing . (a) One-by-one
routing: Each subsequent photon gets routed to a different channel,
necessitating fast switching (up to rate  in current
implementations). The maximum emission time separation of
interfering photons is  for  demultiplexing modes. (b)
Burst routing: Photons get routed in packages of size  (here  is
shown). Slower switches suffice, but the emission time difference
increases to .

Fast switching (at 40MHz switching rate, which allows one-by-one
routing of photons with 80MHz repetition rate) has been achieved in
waveguide-integrated lithium niobate electro-optic modulators
(EOMs), but only with high losses ( ) [129]. Low-loss active
burst routing (1MHz switching rate) has been implemented with free-
space EOMs [130, 131] as well as with acousto-optic modulators
(AOM) [17]. A burst-routing experiment with EOMs driven in an
intermediate frequency regime (10MHz) has also been reported [132].
Only recently, a low-loss one-by-one routing has been demonstrated
[133]. In another context, active demultiplexing has been used to
circumvent the slow recovery time of superconducting transition-edge
photon detectors in a temporal-mode Gaussian boson sampling
experiment [21]. Table 4.3 summarizes the performance parameters
of these active demultiplexing schemes.



Table 4.3 Active demultiplexing schemes in comparison.
Source: [21, 133].

References Technology Type Switch rate

(MHz) (%)

Lenzini et al.
[129]

Integrated EOM 1 by
1

4 40 23

Hummel et al.
[130]

Free-space
broadband EOM

Burst 4 0.95 77

Wang et al.
[131]

Free-space
broadband EOM

Burst 20 0.76 84

Pont et al. [17] AOM Burst 4 1.4 65
Antón et al.
[132]

Free-space resonant
EOM

Burst 3 10 50

Münzberg et al.
[133]

Free-space resonant
EOM

1 by
1

4 38 79

Madsen et al.
[21]

Free-space resonant
EOM

1 by
1

16 3 85

Quantum dots have now been developed as single-photon sources for
over two decades and yet the worldwide research activity in the field
appears to increase ever more. Quantum dots are arguably the best
single-photon sources for many purposes. Virtually all applications be
it in multi-photon state generation, optical quantum computing,
quantum communication, or quantum sensing benefit from high
photon emission rates, which is one of the strongest arguments in
favor of quantum dots. Those properties that are not yet perfect are
being overcome as discussed above, so that we see a very bright
future for quantum dots.
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Notes
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interpolation between the two [50, 51]. The nature of the here
discussed trade-off would remain the same.

2   Because direct electrical excitation of a quantum dot would, of
course, be ideal for applications it has seen much interest [66–70].
A critical advantage over optical excitation is that the emitted
photon rate is no longer limited by the repetition rate of a pump
laser, and pump rates as high as 0.5 GHz have been achieved [67].
Controlling the energy of charge carriers via electrical method is
challenging however, and coherent electrical excitation of quantum
dot exciton has not been achieved directly yet. A way out may be to
electrically drive an on-chip nanolaser to resonantly excite quantum
dots [71, 72].

3   Due to the different delay lengths, routing errors, i.e. photons
routed to wrong output modes, are equivalent to loss but do not
compromise the output state.
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5.1 Introduction

The ability to transmit confidential information between
distant parties is a fundamental resource for multiple
applications of our digital society. Open networks like
Internet are typically protected with public-key
cryptography, whose security relies on the difficulty of
solving certain mathematical problems, such as, for
instance, the problem of factoring large integers. However,
with the advent of quantum computers, the security of most
widely used public-key cryptographic schemes will fall
apart.
It is necessary to develop and deploy quantum-safe
cryptosystems able to protect our communications against
the threat of quantum computers. For this purpose, there
are two main approaches. The first one – called post-
quantum cryptography – belongs to the family of public-key
cryptography. The key idea is to employ mathematical
problems that are believed to be resistant to quantum



algorithms. This is essentially a software solution, and thus,
it facilitates a smooth transition from current methods. The
main drawback of post-quantum cryptography is, however,
that its security has not been fully established yet, which
makes it unsuitable for applications that require long-term
security. The second approach consists of combining
quantum key distribution (QKD) with conventional private-
key cryptosystems like e.g. the one-time pad encryption
scheme, whose security can be proven to be information-
theoretic, i.e. it holds independently of the computational
capabilities of a potential eavesdropper (typically called
Eve).
The role of QKD is to securely distribute secret
cryptographic keys between the legitimate users of the
system (typically called Alice and Bob), which constitute
the essential resource required by private-key
cryptography. Importantly, the security of QKD relies on
the laws of quantum physics. In particular, the quantum no-
cloning theorem states that any attempt by Eve to copy (or
access) information encoded in non-orthogonal quantum
states inevitably introduces detectable errors. Most
importantly, based on the observed disturbance, quantum
mechanics allows to quantify the amount of information
that Eve could have learnt about the key, and this leaked
information can be removed from the final key by simply
using privacy amplification techniques.
Since its first theoretical proposal in the 1980s, much
theoretical and experimental progress has been made in
QKD. This includes the development of QKD systems able
to operate at 10 GHz repetition rates, to deliver secret key
rates above 10 Mb/s, and to achieve transmission distances
beyond 800 km using optical fiber and around 7600 km
using satellite-based quantum communication. Moreover,
quantum and classical signals can be multiplexed in the
same fiber nowadays, chip-based QKD is being developed,



and quantum networks based on a trusted node
architecture are being deployed worldwide.
In this chapter, we introduce the fundamentals of QKD in
Section 5.2. Then, in Section 5.3, we discuss the security
framework considered. This includes the assumptions
usually employed in security proofs, the relevant security
definition to guarantee universal composability, and a brief
discussion of the main methodologies to prove the security
of a QKD protocol. Section 5.4 addresses the main
limitations of practical QKD due to device imperfections
and introduces two key techniques – decoy-state QKD and
measurement-device-independent QKD – to mitigate them.
In this section, we also discuss the problem of
implementation security. Then, in Section 5.5 we present
the main components included in the optical layer of a QKD
setup, making special emphasis on the light-sources and
photo-detectors. Finally, in Section 5.6, we review the
performance of state-of-the-art QKD demonstrations and
summarize the chapter in Section 5.7.

5.2 Fundamentals of QKD

A QKD protocol has two phases: a quantum communication
phase and a classical post-processing phase. In the former,
Alice and Bob exchange and measure quantum signals by
using a quantum channel potentially controlled by Eve. As a
result, they obtain correlated classical data  and ,
respectively, which follow a certain joint probability
distribution . The key advantage of QKD, when
compared to classical key distribution methods, is that
quantum mechanics allows Alice and Bob to upper bound
Eve's information on  and , based only on their
knowledge about the signals sent and measurements
performed.



Ideally, Alice and Bob would like to share Bell states of the
form, say, , where  and 
denote the quantum systems they measure to obtain the
respective outcomes  and . Indeed, by measuring 
and  in the Z basis ,  and  will be fully
random but equal. Moreover, the monogamy of
entanglement forbids Eve to be correlated with them. That
is,  represents a perfect secret key.
In practice, however, channel loss and noise, as well as
Eve's possible intervention, might prevent Alice and Bob
from sharing perfect Bell states . Importantly, they
can verify if this is the case by measuring a random subset
of the systems  and  in the X basis defined as 
, with . If, according to the -basis
measurement statistics, it turns out that the shared states
are sufficiently close to , Alice and Bob can use
local operations and public classical communication to
distill a smaller fraction of perfect states , which
essentially specifies the achievable secret key rate. This
latter process is performed in the classical post-processing
phase of the protocol.



Figure 5.1 Strategies to establish quantum correlations
between Alice and Bob. (a) Entanglement-based QKD
scheme, (b) prepare-and-measure QKD scheme, and (c)
interference-based QKD scheme.

There are various possible strategies to distribute states 
 between Alice and Bob. In entanglement-based

(EB) schemes, it is an untrusted third party Charles – which
could even be Eve – who does it. This is illustrated in Figure
5.1a.
Alternatively, say, Alice could prepare and share the states 

 with Bob. This is illustrated in the upper drawing
of Figure 5.1b. One technical difference with respect to the
EB scenario is that now, since Alice is trusted, it is
guaranteed that she prepares the correct states. This
means that the reduced density matrix 

 is fixed and cannot be modified by



Eve. Most importantly, Alice's subsequent -basis
measurements on the systems  commute with those
applied to the systems . Therefore, Alice could measure
the systems  before she actually sends the systems  to
Bob. This is equivalent to Alice randomly sending Bob the
states , a strategy called prepare-and-

measure (P&M), which is illustrated in the lower drawing
of Figure 5.1b.
In general, in a P&M scheme, Alice sends Bob states from a
certain set  selected with a priori probabilities

. As explained, this is equivalent to preparing entangled
states of the form  followed by
measuring the systems  in the orthonormal basis .

Finally, another strategy to distribute states 
between Alice and Bob is to use entanglement swapping.
This scenario is illustrated in the upper drawing of Figure
5.1c. Suppose that each of Alice and Bob has an
entanglement source that generates states 

 and 

, respectively. They send
systems  and  to an untrusted intermediate node
Charles, potentially controlled by Eve. If Charles is honest,
he performs a Bell-state measurement (BSM) on the
incoming signals. This measurement projects the systems 

 in the Bell basis, thus “swapping” the entanglement
contained in  and  to the systems .1

In a similar way to the P&M scenario, Alice's and Bob's
subsequent -basis measurements on systems  and 
commute with those applied by Charles on systems  and 

. Therefore, they can perform their measurements before
they send him the systems  and . This is equivalent to



directly sending Charles the states 
 selected at random. This

strategy is called interference-based (IB) because Charles'
BSM interferes systems  and , and it is illustrated in
the lower drawing of Figure 5.1c.
Once the quantum communication phase ends, Alice and
Bob post-process their observed classical data  and  to
distill a secret key. As already mentioned, in an equivalent
EB scenario, this essentially requires to first distill perfect
states , and then measure systems  and  in the
Z basis. Fortunately, this process can be implemented
classically, by directly manipulating the raw bit strings 
and . It requires though to have access to a public
authenticated classical channel, which can be achieved
with information-theoretic security given that Alice and Bob
pre-share a small initial secret key. After each QKD session,
a small portion of the generated fresh secret key is used to
replace the key consumed for authentication purposes.
In a nutshell, the classical post-processing phase runs as
follows. First, Alice and Bob publicly announce certain
information about their setting choices (e.g. their
measurement basis selection for each system), and often
also reveal a random subset of their raw bit strings  and 

. This allows them to identify the presumably correlated
data contributing to the secret keys – in a step called
sifting – and to lower bound the extractable secret-key
length – in a step called parameter estimation –. Next, they
run an error correction protocol to reconcile their sifted
keys, often followed by an error verification step to check
the consistency of the resulting strings. Lastly, the parties
execute a privacy amplification step (typically based on
two-universal hashing) that “erases” Eve's knowledge
about the keys by shrinking them into shorter final bit
strings.



As an example, Box 1 includes a description of the famous
BB84 protocol introduced by Bennett and Brassard in 1984
[1].

BB84 Protocol 5.1

1. Quantum communication: In each round, Alice
randomly sends Bob a state . The
states  and  (  and ) encode the bit value
0 (1). Bob measures each received signal in the Z or
X basis, which he also selects at random. This
process is repeated  times.

2. Sifting: They broadcast their basis choices, and
discard the data associated to basis mismatched
events. The remaining bits form their sifted keys.

3. Parameter estimation: They reveal a random subset
of their sifted keys to estimate the quantum bit-error
rate in both bases. If it is too high, they abort the
protocol.

4. Information reconciliation: They perform error
correction (and possibly error verification) to obtain
two identical sifted keys with high probability.

5. Privacy amplification: They apply privacy
amplification to their corrected sifted keys to obtain
two identical secret keys.

5.3 Security Framework

Before we introduce the formal definition of security in
QKD, it is important to emphasize that a security proof of a
QKD protocol relies on certain assumptions, besides the
natural requirement that quantum mechanics is both



correct and complete [2]. Note that the former refers to the
correctness of its predictions, while the later excludes the
possibility that an underlying theory more predictive than
quantum mechanics exists, possibly allowing Eve to access
more information on the quantum information carriers than
we estimate. Notably though, it is known that theories of
this kind necessarily exhibit very unphysical properties.
Importantly, there are a few further assumptions that
typically must hold. Precisely, Alice and Bob must be able
to faithfully generate random numbers – an assumption that
is ubiquitous in all of cryptography – and have access to an
authenticated classical channel, which has already been
discussed in Section 5.2. In addition, since security proofs
of QKD unavoidably apply to mathematical models of the
physical devices involved, they are only fully significant if
the behavior of the real devices sticks to these models.
Therefore, it is often necessary to characterize the
functioning of the QKD devices precisely. Moreover, one
usually demands that no unwanted information leakage
occurs through the boundaries of Alice's and Bob's labs.
Keeping up with these requirements in practical systems is
a challenging task mainly due to engineering limitations, a
problem that is termed implementation security. We will
come back to this in Section 5.4.4.

5.3.1 Security Definition

The security notion lies in the so-called real-world vs. ideal-
world paradigm. In this formalism, the security of a real
protocol is quantified by measuring its distinguishability to
an ideal execution of the cryptographic task at hand [2]. In
the context of QKD, conditioned on the event of not
aborting the protocol, Alice's and Bob's keys together with
Eve's correlated quantum register – which contains all her
information about the key – can be abstractly described by a
classical-classical-quantum state of the form



(5.1)

(5.2)

(5.3)

where  is the abortion probability,  (
being the finite length of the keys) and  is the joint
probability mass function of  and . In this context, the
ideal classical-classical-quantum state pursued by QKD
reads

where  and  is an arbitrary quantum state.
That is, Alice's and Bob's keys are equal, uniformly random,
and uncorrelated to the state of Eve's register.

Given  and , a QKD protocol is -secure
according to the real-world vs. ideal-world paradigm if

where  is the trace distance between
the states  and , with . Notably, the trace
distance admits the simple interpretation of a
distinguishing advantage compared to a random guess: if a
“distinguisher” is given either  or  with equal priors, its
probability to correctly guess the delivered state with a
quantum measurement is upper bounded by 
.
Remarkably, the correctness criterion on the key – namely,
that Alice's and Bob's keys be identical – and the secrecy

criterion  – namely, that Alice's and Bob's keys be uniformly
distributed and uncorrelated to Eve's register – can be
decoupled from each other, as we explain next.



(5.4)

(5.5)

Precisely, a QKD protocol is said to be -correct if the
final state  satisfies

where  and  are Alice's and Bob's keys conditioned on
not aborting the protocol.
Similarly, a protocol is -secret if the reduced states 

 and 
satisfy

The feature that justifies the division of the security claim
into two parts is that, if a QKD protocol is -correct and 

-secret, it is -secure for all .
A crucial implication of the real-world vs. ideal-world
paradigm is that it guarantees universal composability [3,
4], according to which the security parameters are additive
under the composition of protocols. For instance, using an 

-secure key in an -secure protocol results in an -
secure combination.
In practice, the attainability of certain security parameters 

 and  relies on the classical post-processing of the
raw keys generated in the quantum communication phase
of the protocol. In particular, upon success of the error
verification step, a correctness claim of the form of Eq.
(5.4) follows, and a given value of  can be reached by
suitably choosing the output length of the privacy
amplification step.

5.3.2 Security Proof Techniques



Among QKD security proofs, there exist two main distinct
methodologies, which have recently been proven
equivalent: the entropic approach [5] and the phase-error
correction (PEC) approach [6].
The entropic approach relies on a fundamental theorem
known as the quantum leftover hash lemma (LHL) [7],
which is a generalization of a former LHL in classical
cryptography. The quantum LHL establishes the amount of
privacy amplification necessary to achieve -secrecy
against a quantum adversary. To be precise, it states that
the extractable secret key length is determined by the
conditional smooth min-entropy of the key given Eve's
available information, an entropic measure of Eve's
uncertainty. As a consequence, the goal of the security
proofs in this approach is to lower bound the conditional
smooth min-entropy of the key on the basis of the
observables of the QKD protocol.
Alternatively, the second approach is based on the notion of
PEC, an algorithm to correct the phase errors between
Alice's and Bob's measurement outcomes in an EB
formulation of the protocol. The phase errors are defined as
the bit errors that would have arisen from measuring
Alice's and Bob's systems associated to the key generation
rounds in the complementary basis – e.g. the X basis – of the
key generation basis – e.g. the Z basis –.
To be precise, in the PEC approach one constructs a virtual
QKD protocol with a quantum PEC algorithm embedded
inside, and the analysis of the security is reduced to setting
an upper bound on the failure probability of the quantum
PEC (by means, for instance, of a coding theorem). In this
regard, a significant improvement of this approach was
proposed by Koashi [8], and the resulting technique is
sometimes called the complementarity approach. Notably,
this simplified framework totally decouples privacy



amplification from error correction, a main complication in
the previous PEC-based security proofs.
When proving the security of a QKD protocol, it is also
common to consider asymptotic analyses where an infinite
number of signals is exchanged, or to restrict Eve to
perform limited types of attacks. These assumptions are
often invoked for mathematical simplicity. In particular, the
consideration of an asymptotic regime allows to neglect the
effect that statistical fluctuations have on the estimation of
the extractable secret-key length. In a similar fashion,
limiting Eve's attacking power allows to simplify certain
technicalities in the security proofs. In this context, Eve's
attacks are usually classified in three main groups:
coherent, collective, and individual attacks. Coherent
attacks correspond to the most general scenario, where
Eve is presumed to interact arbitrarily and coherently with
all the signals in the quantum channel. In the weaker
setting of collective attacks, Eve's interaction factors
between rounds as a product of identical and independent
maps, each of them acting on the joint state of the quantum
signal and a single-round probe system controlled by Eve.
In spite of this tensor product structure, Eve can store all of
her probes and perform a joint quantum measurement on
them, possibly a posteriori of the public discussion between
Alice and Bob. Lastly, a further relaxation of collective
attacks are individual attacks, where not only Eve's
interaction but also her measurements on the quantum
probes factor from round to round, all of them being
identical as well.

5.4 Practicalities

In the discussion of Section 5.2, we assume that Alice and
Bob can distribute and measure qubits, which could be
encoded in the state of single photons. However, high-rate



(5.6)

on-demand single-photon sources at telecom wavelengths
are not available yet. Therefore, most current
implementations of QKD rely on laser sources instead,
which might emit multi-photon pulses. Similarly, it has
been shown that single-photon detectors (SPDs) are the
Achilles' heel of QKD because their functioning could be
controlled by Eve, for instance, by illuminating them with
bright light. Here, we introduce two main solutions – decoy-
state QKD and measurement-device-independent QKD – to
overcome these limitations.

5.4.1 Decoy-State QKD

The state emitted by a phase-randomized laser source of
intensity  can be written as a classical mixture of Fock
states , i.e.

These sources emit multi-photon pulses with a non-
negligible probability .
It is well known that multi-photon pulses may reveal Eve
complete information about their encoded bits without
introducing errors, thanks to the photon-number splitting
(PNS) attack. In this attack, Eve first measures the number
of photons contained in each pulse emitted by Alice with a
quantum non-demolition measurement. If a pulse contains
two or more photons, she extracts one of them and stores it
in a quantum memory, while she resends Bob the
remaining photons through a lossless quantum channel to
guarantee that he detects them. On the other hand, Eve
only sends him those single-photon pulses that are
necessary to reproduce the expected detection statistics,
while she blocks the rest. Once Alice reveals the encoding



basis, Eve measures the stored photons and learns the
encoded bits.
As a result of the PNS attack, the performance of QKD with
laser sources is strongly limited, as only the bits encoded in
single-photon pulses might be secure. Moreover, to
estimate their detection probabilities and error rates one
must consider the worst-case scenario in which all the
multi-photon pulses are detected, and all the observed
errors originate from the single photon pulses. This
provides rather poor estimations for the quantities of
interest.

Figure 5.2 Illustration of a decoy-state QKD setup. Pol-
Mod, polarization modulator; Decoy-IM, decoy intensity
modulator; BS, beamsplitter; HWP, half-wave plate; PBS,
polarizing beamsplitter.

However, these quantities can be estimated precisely with
the decoy-state method [9–11], which can provide a
performance similar to that of single-photon sources. The
idea is rather simple. Suppose that Alice wants to estimate
a probability  that an emitted -photon pulse produces
a particular measurement outcome  at Bob's side. Then,
she simply prepares phase-randomized laser pulses of



(5.7)

various intensities, which she selects at random for each
pulse from a predefined set . In doing so, we have that
the conditional probability that Bob observes the
measurement outcome  given that Alice selected the
intensity  can be written as

Importantly, this defines a set of linear equations for the
different intensity values , where the quantities  are
directly observed in the experiment and the probabilities 

 are known. By solving it, one can obtain tight bounds
on the desired quantities, say the probabilities 
associated to the single photon pulses. A typical decoy-state
QKD setup is illustrated in Figure 5.2.

5.4.2 Measurement-Device-Independent QKD

Recent years have witnessed several quantum hacking
attacks that modify the behavior of the SPDs at the QKD
receiver to compromise the security of the secret key. For
instance, in a blinding attack [12], Eve changes the
operating mode of the SPDs from Geiger mode to linear
mode by illuminating them with bright light, which renders
them insensitive to weak light pulses. By sending Bob
additional tailored bright pulses, Eve can decide which
detector clicks each given time. If this strategy is combined
with an intercept-and-resend attack in which Eve first
measures out Alice's pulses with a setup similar to Bob's,
Eve can force him to obtain exactly the same results as she
does without introducing errors, and thus, no secure key
can be distilled.



Figure 5.3 Illustration of an MDI-QKD setup. Pol-Mod,
polarization modulator; Decoy-IM, decoy intensity
modulator; BS, beamsplitter; PBS, polarizing beamsplitter.

An efficient solution to counter any possible hacking attack
targeting the SPDs is measurement-device-independent
(MDI) QKD [13]. Essentially, MDI-QKD is an IB type of
scheme that exploits two-photon interference. As already
discussed, in IB schemes all the measurements are
performed by an untrusted third party Charles. So, its
security can be guaranteed without characterizing the
measurement unit. Precisely, in MDI-QKD, Alice and Bob
send BB84 states to Charles, who performs a BSM on the
received signals and then announces the results.
Importantly, by varying the intensities of their lasers, Alice
and Bob can use the decoy-state method to tightly estimate
the detection and error rates associated to those rounds in
which both of them emitted single-photon signals, from
which a secret key can be distilled. A schematic of MDI-
QKD is shown in Figure 5.3.
IB type of schemes can also be based on single-photon
interference. A prominent example is twin-field (TF) QKD



[14], which requires that a single photon from either Alice
or Bob arrives at Charles' untrusted node. As a result, the
transmission distance basically doubles the one attainable
with MDI-QKD. Like all IB schemes, TF-QKD is also
immune to any hacking attack against the measurement
unit.

5.4.3 Other Practical QKD Protocols

There exist many other practical QKD schemes with their
own merits. Differential phase reference protocols – such as
the differential phase shift (DPS) [15] or the coherent one-
way (COW) [16] – have been proposed as an alternative to
the decoy-state method to counter PNS attacks. The idea is
to encode the information coherently between adjacent
pulses, since any measurement of the number of photons
contained in a pulse breaks the coherence in a detectable
manner. For instance, in the DPS protocol, the information
is encoded in the relative phase between consecutive
coherent states, which is revealed at Bob's site by means of
an unbalanced interferometer. The performance of DPS can
be further improved if Bob measures the coherence
between arbitrarily separated signals instead of
consecutive ones, using a more complex receiver.
The case of COW is more tricky. Alice sends Bob coherent
pulses arranged in pairs of time-bins. In particular, for key
generation Alice sends him the states  and ,
where  ( ) denotes a coherent (vacuum) pulse. These
states can be distinguished by Bob via “early” and “late”
detection events. In addition, Alice also emits states 
to test the channel. However, since vacuum states naturally
break the coherence between pulses, this scheme is not as
efficient as DPS, and its performance turns out to be
comparable to that of the BB84 protocol without decoy
states.



The secret-key rate of QKD can be increased by enlarging
the dimension of the information carriers, in an alternative
called high-dimensional (HD) QKD. One can use, for
instance, spatial degrees of freedom of the photons or time-
energy entanglement. Also, HD-QKD schemes may provide
larger tolerance to noise than their qubit-based
counterparts, although they typically require more complex
experimental setups.
All QKD protocols discussed so far use SPDs at the
receiver, but approaches based on standard photo-
detectors also exist. In these schemes, called continuous-
variable (CV) QKD, the secret keys are encoded in the
quadratures of the quantized electric field, and then
measured with coherent detection techniques. These
measurements project the phase and amplitude of the field
onto the quadrature axes, thus yielding a CV outcome.
Many CV-QKD protocols use Gaussian-modulated coherent
states for the encoding [17]. By sending overlapping
Gaussian distributions in the optical phase-space of the
quadratures, any attempt by Eve to distinguish them will
necessarily introduce detectable errors. Notably, CV-QKD
can usually provide higher key generation rates than those
schemes using SPDs, but they are also more sensitive to
channel loss, which often renders them more convenient
for metropolitan communications.

5.4.4 The Problem of Implementation Security

IB schemes close all security loopholes from the
measurement unit. The missing step to guarantee
implementation security is, therefore, to protect the source.
Besides multi-photon emissions, there are other device
imperfections within the transmitter that need to be taken
into account. We briefly address this issue in this section.



A particularly relevant type of imperfection is the leakage
of sensitive information from the QKD devices, which may
occur actively – provoked by a Trojan-horse attack (THA) – 
or passively – in the form of electromagnetic radiation,
power consumption, the encoding of information in
undesired degrees of freedom of the optical signals, and
pulse correlations –. For instance, in a THA Eve injects
bright light pulses into the QKD transmitter and then
measures the back-reflected light, aiming to extract
information about the internal setting choices (e.g. the bit
values, the bases or the decoy settings). Fortunately, given
an upper bound on the amount of information leaked
(whether the leakage is active or passive), this information
can be essentially removed via privacy amplification. The
practical challenge is how to obtain the necessary upper
bound.
Besides information leakage, other source imperfections
are: imperfect phase randomization of the laser pulses,
intensity fluctuations or encoding flaws. Remarkably,
efficient techniques to incorporate these imperfections in
the security analysis of QKD have been developed in recent
years. Certainly, a sharpening of the transmitter model
leads to a larger tolerance against imperfections, although
an exhaustive characterization of the functioning of all the
devices might be a cumbersome task in practice.
Remarkably, this “precise characterization problem” can be
avoided in a variant of EB schemes termed device-

independent (DI) QKD. In this approach, no device at all
needs to be internally characterized.2 Its security requires
that the measurement outcomes of the parties largely
violate a Bell inequality in a loophole-free fashion. Roughly
speaking, the observation of such violation certifies that
Alice and Bob actually share entangled states in a fully DI
fashion. From an experimental point of view, implementing



a Bell test is a challenging task with current technology.
Notwithstanding, several conclusive Bell tests have been
realized in recent years, and the first successful
implementations of DI-QKD experiments have just been
reported. One must note that the performance of DI-QKD
today is far from being practical for applications, both in
terms of secret key generation rate and attainable
distances. But technology is improving, and DI-QKD may
become a practical technology in the future.

5.5 Components of a QKD System

The following components are typically included in the
optical layer of a QKD system.

5.5.1 Light Sources

Most P&M and IB schemes use laser diodes. They can
operate at telecom wavelengths and permit clock rates of
the order of GHz. In decoy-state based QKD, phase
randomization is typically achieved by operating the laser
under gain-switching conditions, i.e. by driving it well
above and below threshold. In doing so, the generation of
each optical pulse is triggered by an independent process
of spontaneous emission, and thus its phase is completely
random. This technique can produce very narrow pulses, of
the order of tens of picoseconds. Alternatively, an external
phase modulator can also imprint a random phase to each
pulse.
As a downside, the optical pulses generated by fast-driven
semiconductor laser diodes may suffer from frequency

chirp – time dependence of the instantaneous frequency – 
and timing jitter – deviations of their temporal positions
from those expected in a perfectly periodic pulse train –.
The optical injection locking technique – see Figure 5.4a – 



can be used to mitigate these effects, in addition to
enabling precise control of the phase between pulses and
increasing the laser modulation bandwidth. For this, a low-
noise master laser injects light into a slave laser, whose
wavelength varies until it equals that of the master, locking
both its frequency and phase. Furthermore, protocols like
TF-QKD need to maintain long-term phase stability
between the signals emitted by Alice and Bob. This can be
achieved by using either a Sagnac-loop configuration or an
optical phase-locked loop architecture together with
compensation techniques.

Figure 5.4 (a) Optical injection locking technique. (b)
Nanowire-QDs. (c) Single-pixel SNSPD. (d) Integrated
photonic devices for QKD.

Source: (b) Holmes et al. [18], with permission of American Chemical
Society. (c) Wollman et al. [19]/Society of Photo-Optical Instrumentation
Engineers (SPIE)/CC BY 4.0. (d) Sibson et al. [20]/Springer Nature/CC BY
4.0.



Recent years have witnessed a great effort to develop
single-photon sources. There are various methods, the one
based on semiconductor quantum dots (QDs) being among
the most promising ones. A semiconductor QD consists of a
nanoscale semiconductor that possesses atomic-like
quantized energy levels of the confined charge – fact for
which they are often considered as a kind of artificial
atoms – and hence a discrete emission spectrum. These
structures are often placed in optical cavities – e.g.
cylindrical Fabry–Pérot microcavities or nanowires – to
efficiently collect the emitted photons, see Figure 5.4b.
Most QD-based single-photon emitters require cryogenic
cooling but room temperature operation is also possible at
the cost of reducing the coherence of the emission. This
technology has been used in satellite-based QKD to
produce on-demand single-photon pulses with low multi-
photon emission probabilities. Moreover, by improving the
design of the cavities and photonic structures it is possible
to enhance the emission directionality and reduce losses,
pointing to photon extraction efficiencies up to 90%.
Alternative methods for single-photon generation include
the trapping and subsequent optical excitation of individual
atoms/ions, the use of discrete electronic states in
crystallographic point defects – e.g. nitrogen-vacancies or
silicon-vacancies in diamond crystals –, and the use of
spontaneous parametric down-conversion (SPDC) sources
as triggered single-photon sources.
As for entanglement generation, SPDC is undoubtedly the
most extended method for producing entangled-photon
pairs, having been used in various Bell-test experiments
and QKD implementations. Unfortunately, despite having
reached near-unity indistinguishability and heralding
efficiency, on-demand photon generation is still a pending
issue in SPDC sources, in which photon pairs are emitted
probabilistically and inevitably accompanied with



undesirable multi-pair emissions. Recently, deterministic
QD-based sources of entangled photons have been
developed, achieving pair generation rates and extraction
efficiencies of 60%, apart from near unity ( 90%)
entanglement fidelities and photon indistinguishabilities.

5.5.2 Single-Photon Detectors

The most relevant components of a QKD receiver certainly
are the SPDs, which dictate the limits of the achievable
performance. Indeed, the extreme sensitivity required for
single-photon detection renders existing standard photo-
detectors inadequate for this task. The workhorse for
single-photon detection in practical applications is the
single-photon avalanche diode (SPAD). The most widely
used are silicon SPADs and Indium Gallium Arsenide
(InGaAs) SPADs, the former being suitable for visible to
near-infrared wavelengths typically used in free-space
QKD, and the latter being adequate for telecom
wavelengths (1310 and 1550 nm) used in fiber-based QKD.
Nowadays, both alternatives allow for detection efficiencies
of up to 30–50%, or even larger.
The basis of an SPAD is a semi-conductor p-n junction that
exploits the photoelectric effect to generate a photo-
current operating in a Geiger mode. To be precise, in an
SPAD, a high reverse bias voltage exceeding the
breakdown voltage is used, which can result in a self-
sustained avalanche photo-current in response to the
absorption of a single photon. In addition, SPADs rely on a
so-called quenching circuit to stop the avalanche and reset
the device for a new detection event. Notably, the
electronics of this quenching circuit are determinant for
the performance of the SPAD, in particular for the timing
jitter that usually dominates the timing resolution. The
timing jitter here refers to the variation from event to event
in the delay between the absorption of a photon and the



generation of an output electrical signal, and active
quenching may allow to reach jitters below 100 ps.
A limitation of SPADs is that the strong photo-current can
provoke electrons to get trapped in defects and be
spontaneously released later on, triggering a so-called
afterpulse. Afterpulses can be mitigated by setting a time
delay between bias voltage gates for trapped electrons to
relax, which unfortunately typically limits the maximum
gating frequency to about 10 MHz. The gating frequencies
can be pushed to the realm of GHz by means of a self-

differencing technique that allows to detect much weaker
avalanches. Importantly as well, SPADs (particularly,
InGaAs SPADs) often exhibit large dark-count rates that
degrade the signal-to-noise ratio and become prohibitive
for long-distance QKD. Typical values of the dark-count
rate in SPADs operating at telecom wavelengths are around

 or . This can be slightly reduced by cooling the
detectors to temperatures of 210–250 K using
thermoelectric coolers.
To further reduce the dark-count rate and be able to
achieve longer distances with QKD, one may use
superconducting nanowire single-photon detectors
(SNSPDs). They consist of a thin ( 5 nm) and narrow (
100 nm) superconducting wire that is typically hundreds of 

m long, patterned in a compact meander shape to create
a square or circular pixel that provides a practical sensitive
area to enhance the detection efficiency. This is illustrated
in Figure 5.4c. The wire is cooled well below its critical
temperature – e.g. from 1 to 4 K in a typical nanowire made
of niobium nitride – and biased with a DC current at a level
just below the critical current density. In this state, the
absorption of a single photon locally triggers the
appearance of a normal resistance region or hotspot, which
provokes the current density to increase in the adjacent



regions, thus exceeding the critical current density. As a
consequence, a normal resistance region is formed
throughout the width of the wire, yielding a voltage peak
that indicates the detection of a single photon. Importantly,
different techniques allow to boost the efficiency of the
SNSPD, such as integration within an optical cavity or a
photonic waveguide, or the addition of nanoantenna
structures. As an example, recently, SNSPDs with detection
efficiencies of 98  at 1550 nm and extremely low dark-
count rates (of the order of ) have been demonstrated.
Moreover, SNSPDs exhibit an extremely low timing jitter,
as low as 3 ps in the last-generation devices.
The SPDs discussed above are threshold SPDs, which
means that they do not provide photon-number resolution,
but only output “click” (at least one photon is detected) or
“no click” (no photon is detected). In certain applications,
however, it might be advantageous to be able to determine
the number of photons contained in an optical pulse; for
instance, to employ an SPDC source as a triggered single-
photon source. For this, one usually operates the detectors
in linear mode, such that the output signal is proportional
to the number of incident photons. A popular candidate is
the superconducting transition-edge sensor (TES). In a
TES, a thin layer of superconducting material is forced to
operate at the cusp temperature of its superconducting
transition by means of a constant voltage bias. In this
situation, any change in temperature causes an abrupt
change in resistance. The absorption of an incident photon
heats the sensor increasing its resistance, which results in
a reduction of the current flow recorded as a photo-
detection event. TESs have a natural ability for photon-
counting because the signal is proportional to the energy of
a photon, possibly resolving up to 8 photons or more.
Moreover, when embedded in an optical cavity structure,
they can reach detection efficiencies of 95% at 1550 nm



and of 98% at 850 nm, and they exhibit negligible dark-
count rates as well. Current limitations include the need to
operate at temperatures below 0.1 K, and the limited
performance both in terms of recovery time – with
maximum counting rates of the order of MHz – and timing
jitter (e.g. 5 ns for tungsten-based TES).
A certain degree of photon-number resolution is also
achievable in SNSPD arrays through the use of time-
binning, multiplexing, or advanced readout schemes.
Although this solution does not match the intrinsic photon-
number resolution of a superconducting TES, it enables
higher temperatures and counting rates.

5.5.3 Linear Optical Elements

Several optical elements that are common in standard
optical communication systems are also used in QKD
transmitters and receivers. This includes e.g. filters,
attenuators, circulators or isolators, beamsplitters,
polarization beamsplitters, Faraday mirrors, and amplitude
and phase modulators.
Notably, current approaches tend to embed all the optical
elements into integrated photonic circuits, as shown in
Figure 5.4d.

5.6 Performance

The most limiting factor to the performance of QKD is
channel loss – typically around 0.2 dB/km in telecom
fibers –. Indeed, fundamental limits for point-to-point QKD
configurations prohibit the secret-key rate to scale better
than linearly with the transmittance of the channel, which
decreases exponentially with the distance. To overcome
these limits, one needs to place intermediate nodes along
the quantum channel. This is the approach followed by



quantum networks based on trusted nodes – which locate
several trusted nodes where the key is available between
the end users –, some IB schemes such as TF-QKD – for
which the secret-key rate scales with the square root of the
transmittance of the channel thanks to the use of single-
photon interference –, or architectures based on quantum
repeaters – which still require for an important
technological development to be practically implementable,
but will remove the need to trust the intermediate nodes –.

Figure 5.5 Secret-key rate vs. distance in some recent
QKD experiments.
Figure 5.5 summarizes the secret-key rate vs. distance
attained by some recent fiber-based QKD experiments. In
particular, the experiments reported in [21–24] are proven
to be secure against collective attacks, whereas those
reported in [25–29] are secure against general coherent
attacks. The figure highlights the important advantage of



TF-QKD over the other competing QKD protocols in point-
to-point links for long-distance communication.

5.7 Conclusions and Future

Challenges

In the present chapter, we have presented an overview of
QKD protocols and their technology. The motivation of QKD
as an information-theoretically secure solution to distribute
secret keys for private-key cryptography, its fundamental
working principles and its security paradigm were
addressed in the first place. Secondly, we dove into the
practical issues of QKD implementations and the challenge
of achieving implementation security, and we discussed the
state of the art of QKD equipment with a special emphasis
on the light sources and the photo-detection technologies.
To finish with, we ended presenting the rate-vs-distance
performance of several recent QKD experiments. The take-
home-message from all of it is that QKD has evolved from a
theoretical curiosity to a consolidated technology, whose
worldwide deployment has just begun.
Certainly, however, there are still plenty of challenges to
address. Among other breakthroughs, on-demand single
photon sources, photonic integration for chip-based QKD
and practical DI-QKD implementations are under the radar.
Also, much effort is being dedicated to the spread of
trusted node and satellite based QKD networks, and the
development of practical quantum repeaters is a must in
the near future aiming to cover arbitrary distances in fiber-
based QKD without the need of trusted nodes. Importantly
as well, faster QKD transmitters are being designed, which
combined with multiplexing techniques and high time-
resolution SPDs will translate in an enhancement of the
secret-key generation rates.



Putting it all together, QKD is expected to become a prolific
industry in the years to come.
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Notes

1   After performing a BSM on systems , one obtains 
, where 

 is the probability of finding
a Bell state  and 

. Given the Bell state , it
can be transformed into  by performing local
operations.

2   Crucially though, in the DI setting one must rule out
certain types of information leakage in the QKD
receivers, which possibly requires partial
characterization of the measurement devices.
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6.1 Introduction

The promises of quantum technologies seem limitless: from
ultra-secure communication to more accurate weather
prediction [1], from the design of target-specific drug [2, 3]
to new and revolutionary materials [4]. The ambitions for
quantum technologies encompass innovations spread
broadly across quantum information science, materials, and
sensing technologies.
There is little doubt that the development of a successful
framework for quantum technologies should build on the
very substantial body of work that has been produced, over
the course of the past 30 years, on basic science. The best
approach is always to put science first. Areas of particular
significance in this context include quantum information
theory, the foundations of quantum mechanics, material
science, computer engineering, and the framework of
system identification and process characterization.
However, it also includes research that goes beyond the
field of pure quantum technologies, such as the study of
quantum effects in thermodynamic or biological processes.
While the community has identified four main strands for



research and development that will enable the construction
of a comprehensive work infrastructure for quantum
technologies, the gain of new knowledge underpinning the
activities of such pillar, and thus contributing to
technological advances and new applications in the long
term, has to stem from basic science.
Solving basic science problems in quantum science across
all its complexities will enable transformative scientific and
industrial progress that, in time, will transition into major
drivers for scientific advancement, economy, and even
national security.
The provision of a comprehensive overview of the various
directions along which a study of fundamental physics
could lead to technological advancement goes well beyond
the scopes of this work. Instead, we shall aim at arguing in
favor of two specific areas of investigation,
thermodynamics of quantum processes, and machine
learning for quantum problems, which have recently gained
considerable attention from the community interested in
the control of quantum systems and dynamics, and
comment on how they are significantly contributing to the
process of virtuous two-way influence between
fundamental science and technological developments.
The thermodynamic interpretation of fundamental energy-
exchange process occurring among the elements of a
quantum device allows for the establishment of
fundamental constraint to the efficiency of certain
information-processing tasks, most remarkably quantum
computation. This will contribute to the technological step
change entailed by the Second Quantum Revolution by
addressing the energetic and entropic footprints of
quantum devices. It thus addresses a blind spot in the work
program that followed the publication of the “Quantum
Manifesto” upon which the EU-funded Quantum Flagship



initiative has been built that must be addressed to achieve
the paradigm shift promised by quantum technologies, and
thus bypass the energy-consumption issues in information
technologies such as those based on CMOS technology. In
doing so, the development of a thermodynamic approach to
the energetics of quantum information processing will
allow:

1. The assessment of the energy cost of creating and
consuming quantum coherence in the experimental
platforms that embody the building blocks of upcoming
quantum processors. Their thermodynamic assessment
will allow for the quantification of the energetic cost of
processing quantum information, including
computational tasks;

2. The establishment of a framework for the exploration
and understanding of the interplay between logical and
thermodynamic irreversibility, which is the
fundamental source of heat dissipation in computing
systems.

From a different, yet related perspective, the interplay
between data-intensive research and quantum is leading to
the development of new hybrid methods for control and
performance optimization of quantum processes, while
opening up the possibility to design less expensive methods
for system identification, performance validation, and
quantum-property reconstruction. The use of artificial
intelligence in the management of quantum devices widens
the already significant pool of hardware problems
benefiting of machine learning, providing a boost to the
development of near-term quantum devices enhanced by
artificial intelligence accelerators. In time, it will also allow
for the use of quantum computing devices as neural
networks for the systematic adaptation of the controls of



quantum processors, the classification of datasets resulting
from quantum processes, and the inexpensive
reconstruction of states or properties of quantum devices.

6.2 Thermodynamics for an

Energetically Efficient Quantum

Information Processing

The application of quantum mechanics to the mesoscopic
and macroscopic scales faces the limitations imposed by
the surrounding environment, which can have a strong
influence on the quantum system that one wants to study or
employ in quantum technology applications. The
comprehension of the interaction of such an open quantum
system with its environment becomes pivotal for the
development and enhancement of quantum technologies as
quantum sensing and communication.
To be eventually able to suppress the action of the
environment in open quantum systems, one needs to
identify all – or at least the main – contributions. Clearly,
depending on the quantum system under scrutiny, some
environmental mechanisms will contribute more than other
to the total influence. These effects can be studied with the
mathematical tools provided by the open quantum system
theory. In such a framework, the system S is considered in
interaction with a surrounding environment E with a total
evolution defined by a unitary dynamics  with respect to
the total Hamiltonian of the system + environment.
Namely, the total statistical operator evolves as 

. Then, one averages over the degrees
of freedom of the environment to get the effective
(reduced) dynamics of the system alone. This is usually
described by the dynamical equation known as master



(6.1)

equation , whose form is defined by the
generator . The latter can encode decoherence (loss of
quantum coherence, and decay of quantum superpositions
of the system, namely suppresses the quantum features of
the system) and dissipation (energy exchange between
system and environment) due to the environment.
Typically, the decoherence is described through the master
equation (in position representation) [5]

where the rate  quantifies the deviations from the
unitary dynamics defined by the system's Hamiltonian .
Such a rate  scales quadratically with  for
small spatial separations with respect to the characteristic
length scale of the specific decoherence process (namely,
the long-wavelength limit), while it saturates to a constant
value for large separations (short-wavelength limit). A way
to connect these two limits is to approximate the
decoherence rate to , which
introduces the rate of events  and the diffusion constant 

 [cf. Figure 6.1]. The typical example of such a separation
of length scales is provided by the collisional decoherence
[6]. This is the case of a mesoscopic particle, having the
role of the system of interest, under the action of the
collisions of the particles constituting the residual gas in
the chamber where the experiment is performed. Let us
assume that the initial state of the system  is in a
superposition of the particle going up  and going down 

: , and that the single collision with the
gas particle takes place only if the systems is in the state 



 (see Figure 6.2). In particular, one can describe the
collision as .

Figure 6.1 The decoherence function  as a function of
the superposition distance  in the two relevant limits. In
the long-wavelength limit  (red line), while in
the short- wavelength limit  (blue line). The
dashed gray line represent a possible parametrization of 

 that connects the two limiting cases.
Source: Adapted from Gasbarri et al. [14].



Figure 6.2 Scheme of the collisional decoherence. Case 1:
the system is initially prepared in the state , then it will
collide with the gas particle which is in the state ,
eventually ending in the state . Case 2: conversely, if
the system is initially prepared in , it will leave the state 

 untouched.

Now, the collision on the full superposition reads 
, where 

. Correspondingly, the reduced density matrix
(obtained after averaging over the environmental degrees



of freedom) in the  basis will have off-diagonal
terms being proportional to . Now, it is clear that

more the states  and  differ each other stronger
becomes the decoherence effect, which is eventually
maximized when the two environmental states are
orthogonal. The difference between such states is imposed
by the momentum transfer between the system and the gas
particle during the collision, and here comes into play the
ratio between the characteristic length scale of the gas
particle  (where  is the reduced Planck

constant,  is the mass of the gas particle,  is the
Boltzmann constant, and  is the temperature of the
environment). Correspondingly, the decoherence effects
scale with  in the long-wavelength limit
(depending on the pressure  in the experiment, the mean
velocity  of the gas, and the linear dimension  of the
system). Conversely, in the short-wavelength limit go as 

. The effects of collisional decoherence are
particularly important in matter-wave interferometry
experiments [7], which have been key to establish the
emergence of quantum effects at the mesoscopic scale by
dealing with system of increasing size and complexity
(Table 6.1).



Table 6.1 Decoherence rates  in the long (
) and short ( ) wavelength limits with

respect to the superposition distance  [8].

 (long-

wavelength limit)

 (short-wavelength

limit)

Collisions

Scattering

Abs.&Emis.

The collisions with the residual gas are characterized by the length scale 
, while scattering, absorption, and emission of blackbody

radiation by . Here, we distinguish the internal temperature 
(relevant for the emission process) from the external temperature  (relevant
for the absorption process).

Another example of decoherence is provided by three
processes involving blackbody radiation, which are
scattering, absorption, and emission, and are characterized
by the length scale . The first among these
three processes is the equivalent of the collisions with the
residual gas particle: the blackbody radiation elastically
scatters on the system, and there is a momentum exchange
between the two. Conversely, during the absorption, the
scattering is completely inelastic, the photon is absorbed,
and the system gains completely the photon's momentum.
Finally, the emission process can be understood as the
exactly the time-inverted process of the absorption, where
a photon is emitted and the particle losses momentum.
Depending on the process, they are characterized by a



(6.2)

different scaling in the long-wavelength limit: 
 for the scattering and 

 for emission and absorption where  is
the dielectric constant of the system. Similarly, in the short-
wavelength limit, one has  for the
scattering and  for emission and
absorption.
When dealing with much smaller systems, where the
abovementioned decoherence mechanisms can be
negligible, other mechanisms kick in. For example, in Bose–
Einstein condensates (BEC), the main concern in loosing
quantum properties is the reduction of the number of
particles in the condensate rather than decoherence
understood as suppression of quantum coherences. Here,
two processes are relevant. The first concerns the collisions
of the atoms in the condensates with those of the
background thermal could, which is made of the atoms of
the cloud that do not appertain to the condensate. The
second process is that of the three-body recombination,
which accounts for the inelastic collisions between atoms in
the BEC that lead to the molecule formation. These two
processes can be described together through [9]

where  is the one-body decay rate due to the interaction
with the thermal cloud, and  depends
on the position variance  of the BEC and the three-body
loss coefficient . For large BECs, the stronger reduction
effect comes from the three-body recombination process,
thus indicating that to generate and maintain a large BEC
for long times becomes pivotal to reduce  as much as
possible. To be quantitative, for keeping the reduction



below the 10% over 10 s when assuming , one
requires  for an initial value of atoms of 

, while  needs to drop below  when
considering . This corresponds to almost two
orders of magnitude reductions of  when one considers
only an increase of a factor 5 in the number of atoms in the
condensate.
The progress of open quantum system's theory has
provided the grounds to quantify the limiting effects
imposed by the environment surrounding a system and
thus, carefully characterize the way the former might affect
quantum technologies. Typically, the process of interaction
between a quantum system and its environment implies the
exchange of energy among the parties. The washing out of
the degrees of freedom of the environment results in such
process to be interpreted as an exchange of heat, which
might eventually lead it to equilibration and, in the case of
an environment already at thermal equilibrium,
thermalization of the system.
Such an interaction moves the state of a system away from
those delicate conditions necessary for the emergence of
fragile genuine quantum effects. Usually, one tries to
depart from such a hindering situation and keep the system
as isolated as possible. This implies lowering the
temperature of the system, thus avoiding high-temperature
thermal states, reducing the pressure of the surrounding
residual gas – thus minimizing their collisions with the
system – and isolates the system from all possible noises
that could perturb it. Other than the noises from the
surrounding environment meant as residual gas and
blackbody radiation, one needs to account for the total
noise budget also those imposed by the specific
experimental setup that is used. Among the different
sources, we can mention the vibrational noises that can



have various sources as the Earth seismic activity that is
particularly relevant at low frequencies, the urban traffic,
and the refrigerator that can be predominant at the
corresponding characteristic frequencies. Some
experiments are so sensitive that can feel variations of the
local gravitational field when, for example, a train passes
through the nearby train station. To mitigate the
vibrational noise, one typically detaches as much as
possible the system from ground by employing a system of
springs that attenuate such noises at the relevant
frequencies. Figure 6.3 shows a possible implementation of
these spring systems when applied to the mirrors of the
gravitational wave detector LIGO [10]. Alternatively, one
can perform experiments in free-fall where several
components of vibrational noises are avoided completely.
One option is constituted by experiments performed in drop
towers as that of ZARM in Bremen [11] or the Einstein
Elevator [12], which can provide up to around 9 s and 4 s of
free fall, respectively. However, this option undergoes
strong limitations in the time for the run of the experiment,
which is determined by the height of the drop tower, and it
would be still subject to vibrations due to the friction
between the residual gas in the drop tower and the capsule
containing the actual experiment. Another option is to
perform experiments in space [13–17], which would
provide much longer free-evolution times, and it would
avoid the problem of the friction. To be quantitative, LISA
Pathfinder – which is the prototype for the planned space-
based gravitational wave detector LISA – has demonstrated
an acceleration noise floor of m   that
constitutes an improvement of around 10 orders of
magnitude with respect to the value of m 
provided by the ZARM drop tower [18].





Figure 6.3 Suspensions of the Advanced LIGO's mirrors.
Top figure: the Hydraulic External Pre-Isolator (HEPI) in
blue provides the first stage of isolation outside the vacuum
chamber where the LIGO's mirror are placed. Bottom
figure: the Seismic Attenuation System (SAS) within the
vacuum chamber constitutes the second seismic isolation.
Figures from [10].

Being able to control the environment is pivotal to possible
quantum technological applications such as quantum
sensing or quantum communication, but it is also the basis
to perform test of basic science as the detection of
gravitational waves or the generation of quantum
superposition with massive objects. Science-driven
experiments demand and, with time, generate a significant
progress, at both the fundamental and technological level,
in the design and the achievement of the conditions able to
meet the requirements for a very low-noise, controlled
operational regime [14, 15]. Examples are provided by the
30-year endeavor of gravitational wave detector such as
LIGO (Laser Interferometer Gravitational-wave
Observatory) or – more recently – by its space counterpart
Laser Interferometer Space Antenna (LISA) [19] that is
planned to be launched in 2037. Here, the noise's reduction
is fundamental to being able to detect the fainted signals of
the passage of gravitational waves. Other science-driven
experiments are focused on the detection of non-standard
effects appearing as noises conversely to a signal as in the
case of gravitational waves. In such a case, the challenge is
to distinguish one (non-standard) noise within a
background of other noises. Examples of such effects run
from deviations of quantum mechanics [20, 21],
gravitational decoherence [22], quantum gravity effects
[23], dark matter/energy [24], and others.
Clearly, in some situations, changing the environmental
parameters, such as temperature and pressure, is not



(6.3)

sufficient to achieve the desired conditions. The
paradigmatic example is the achievement of the ground
state in optomechanical systems [25], which is something
hardly possible by simply reducing the temperature of the
environment, and one needs to find alternative routes
toward this aim. Indeed, satisfying the condition of 

, where  is the mechanical frequency of the
system harmonically trapped, is challenging also for
dilution refrigerators providing a 20 mK environment as
one would require  to be larger than 10 GHz. Active
cooling techniques were thus developed, such as, among
others, resolved sideband or feedback cooling in
optomechanical system.
In the case of sideband cooling (top panel of Figure 6.4),
the mechanical resonator, which plays the role of the main
system to be cooled and characterized by the frequency 
, is placed in mutual interaction with an optical field of
frequency . Both the systems are coupled to the same
thermal bath at temperature . However, since the
frequency of the optical field  is assumed to be much
larger than that of the resonator  and such that 

, from the perspective of the optical field, the
bath is in the vacuum state, i.e. in the ground state. This
means that the optical field can only lose energy, at rate 
toward the bath without gaining any. Then, by employing
an external laser at frequency , one can stimulate the
transition between the  state, which indicates 
excitations in the mechanical resonator and 0 in the optical
field, and the ; then, in the limit of , the
optical field will decay from  to , emitting the photon
in the thermal bath, before the excitation goes back to the
mechanical resonator. To summarize, the process leads to
the following transition



Figure 6.4 Conceptual scheme of the working process
behind the resolved sideband cooling (a) and the
parametric feedback cooling (b).
meaning that effectively the mechanical resonator has lost
an excitation. If the rate of this transition process, being 

 where  is the coupling between the mechanical
resonator and the optical field, is larger than the effective
heating  of the mechanical resonator, where  is
the thermal occupation number, one can cool the system's
occupation number to the value of



(6.4)

(6.5)

which can go below the unity, indicating that the ground
state cooling regime has been reached.
The concept behind the feedback cooling is instead
completely different. In such a case, one measures one
among the observables of the system – for example a
quadrature or the energy – and it acts on it depending on
the measurement outcome. In particular, the feedback
process can be implemented directly through the use of the
measurement apparatus, since it already acts on the system
inducing back-action effects. Such effects can be however
modified to cool the system toward the ground state. An
example is given by the case of an harmonic oscillator
whose momentum is continuously monitored [26]. The
outcome of such a position  is then used in the feedback
loop to generate the feedback force, which will act on the
harmonic oscillator, and it is implemented by modifying the
stiffness of the harmonic trap. In particular, such a force is
proportional to the measurement outcome

where  is the change of the stiffness due to the
feedback. To reduce the amplitude of motion of the
particle, that we assume can be parametrized harmonically
as , the trap stiffness is increased
as the particle climbs the potential well so that its kinetic
energy is reduced. When instead the particle goes toward
the center, the trap stiffness is reduced. In particular, one
needs to modify the stiffness at twice the frequency of the
harmonic oscillator to achieve the energy reduction, which
leads to an effective extra damping  with respect to that



(6.6)

of the case without feedback . Eventually, one can reach
the center-of-mass temperature

which is lower than the environmental temperature .
Cooling techniques were developed also for other quantum
systems as for Bose–Einstein condensates (BEC) as, for
example the evaporative cooling, the Doppler laser cooling,
or the delta-kick cooling (see Figure 6.5). In the case of the
evaporative cooling [27], the atomic cloud is initially
trapped and let thermalize. Then, the potential that traps
the cloud is ramped down so that the more energetic atoms
can escape the trap boundaries. Those atoms that remain
in the trap are those with less kinetic energy, meaning that
the corresponding energy distribution can be associated to
a lower temperature.



Figure 6.5 Conceptual scheme of the working process
behind the evaporative cooling (a), Doppler cooling (b), and
delta-kick cooling (c).
The second cooling technique for atomic systems is the
Doppler laser cooling, which is based on the Doppler effect
[28, 29]. Here, one shines the atoms with a laser having a
frequency slightly below the electron transition, namely it
is a red detuned laser. This means that the electrons of a
laser will not absorb the corresponding photon, as its
energy is not sufficient to lead to an energetic transition.
Then, one here exploits the Doppler effect: the atom
moving away from the laser source will see the photons
being even more red detuned (i.e. at lower frequency),
while if it moves toward the source, it will see it blue



detuned (i.e. at higher frequency). Then, when moving
away, the atom's electron will not get excited; on the
contrary, when moving toward the laser source, the gap
between the transition energy and the initially red detuned
laser is filled, and they can absorb the photon. Due to the
conservation of momentum, the atom will then slower and,
eventually, its electron will spontaneously emit the
absorbed photon. Since the direction of the emission will be
random, there will be no net increase of energy when
taking the average over the ensemble of atoms.
The third cooling technique we mention is the delta-kick
cooling [30]. Here, one neatly traps the ensemble of atoms
and lets them thermalize. Then, one leaves the atoms to
evolve freely for some limited time before switching on a
more broad harmonic trap. During the free evolution, the
atoms having more kinetic energy will move further away
from the center of the trap. This is then exploited by the
harmonic trap, as it will imprint a force on each atom that
is proportional to the distance just covered .
Therefore, more energetic atoms will get a stronger “kick”
back toward the center of the trap, thus strongly cooling
the entire atom cloud.
Despite the efforts along the lines illustrated above, and
the enormous progress achieved in the construction of
devices that are only mildly affected by environmental
effects, any piece of quantum technology will have to be
considered as intrinsically and inherently noisy. As such, it
is only meaningful to address the challenge posed by the
coupling between a quantum system and its environment
from a thermodynamic perspective that treats the
energetics of quantum processes from a fundamental
perspective but aims directly to tangible technological
development [31].



Thermodynamics was developed in the nineteenth century
to improve the efficiency of steam engines. Its impact has
been enormous and affected fundamental science,
technology, and everyday life alike. In the third millennium,
the challenge is to address quantum thermodynamics to
design efficient quantum machines. Quantum
thermodynamics (QT) describes stochastic processes of a
quantum system out of its state of equilibrium. The intrinsic
stochastic nature of the process can be described in terms
of probability density functions, which are characterized by
quantum fluctuation relations. These regulate the amount
of work and heat that can be respectively performed or
exchanged by the system in an arbitrary non-equilibrium
process. Such an amount is bounded by the thermodynamic
irreversibility of the process (equivalently to the second
principle of thermodynamics) and can be characterized in
terms of the entropy production (EP) and the entropy
production rate (EPR) [32]. Under this perspective, QT
provides the means to identify among different protocols
for state preparation, which is the most efficient. Indeed, it
has been shown that, in a heat engine, the efficiency of a
cycle is given by the Carnot efficiency reduced by a term
proportional to the EPR [32]. Thus, at minimum EPR
corresponds maximum efficiency, and this can be exploited
to determine the most efficient protocol. The irreversibility
characterization provided by quantum thermodynamics can
be used to quantify the performance cost of quantum
protocols and thus, find the optimal one with respect to
suitable figures of merit, as for example the energy
required to perform a specific protocol.
The community working in quantum technology is
progressively developing awareness of this challenge [33],
although a workplan designed to establish the necessary
knowledge baseline for advancing an energetics-based
approach to the design and realization of quantum devices



is still lacking [34]. Such workplan should be built through
the following concrete steps:

Step 1 Design and demonstrate processes that enable
the manipulation of energy (work extraction and heat
flux steering) by means of quantum systems – both
elementary and complex ones – against (classical and
quantum) noise;
Step 2 Identify the best schemes for the enhancement
of the performance of such processes through genuine
quantum resources (including quantum measurements)
and sophisticated quantum control schemes;
Step 3 Benchmark the points above in noisy
intermediate-scale quantum systems embodying
important test beds for a future generation of larger-
scale energy effective devices;
Step 4 Demonstrate new functionalities for the efficient
control of quantal energy-exchange processes,
including novel cooling techniques, and strategies to
harness heat fluxes resulting from such processes;
Step 5 The identification of thermodynamics-inspired
strategies for the minimization of the energetic cost of
quantum information processing.

In what follows, we will address some of these intended
steps in some quantitative details.

6.2.1 On Step 2

The fundamental connections between information and
thermodynamics date back to the seminal contributions by
Maxwell, Szilard, and Landauer. The process of acquiring
information can impact the entropic balance of a given
physical process. Such information must thus be accounted
for and considered on equal footing to other



thermodynamic quantities, such as heat and work. This is
particularly relevant for processes involving microscopic
systems, which are fundamentally dominated by
fluctuations: the acquisition of information through
measurements introduces additional stochasticity and
makes the overall process strongly dependent on the
monitoring methodology. When assessing a monitored
system, one must distinguish between conditioned and
unconditional dynamics, the former being affected by the
measurement records [35].
To this end, let us consider the dynamics of a continuously
measured open quantum system subjected to a Markovian
evolution can be described by a stochastic master equation
(SME) describes the evolution of the quantum state of the
system conditioned on the outcomes of the continuous
measurement [36–38]. Upon averaging over all stochastic
trajectories, weighted by the outcomes probabilities, the
stochastic part vanishes leaving a deterministic Lindblad
master equation for the open system dynamics, whose
dynamics will be called unconditional throughout the
paper.
Solving SMEs is in general a complex goal, made simpler
when dealing with Gaussian systems, for which the
problem is translated into solving a simpler system of
stochastic equations. In order to fix the ideas, let us
consider a simple system consisting of a single harmonic
oscillator described by a pair of quadrature operators 
with , and define the vector of operators 

. The generalization to an -oscillator system has
been reported in Ref. [39]. In the Gaussian framework, the
Hamiltonian is bilinear in the quadratures and can be
written as , where  is a  matrix,

 is a two-dimensional vector accounting for a (possibly



(6.7)

(6.8)

time-dependent) linear driving, and  is the
symplectic matrix (  is the -Pauli matrix of subsystem 
). By modeling the monitoring process through Gaussian
measurements, the SME preserves the Gaussianity of any
initial state. In this case, the vector of average momenta 

 and the Covariance Matrix (CM) 
 of the system describe

completely the dynamics,through the equations

where  is a vector of Wiener increments,   is the
drift (diffusion) matrix characterizing the unconditional
open dynamics of the system, and  is a -dependent
term that accounts fully for the measurement process.
Notwithstanding the stochasticity of the overall dynamics,
the equation for the covariance matrix is deterministic.
This is translated in the following expression for the Wigner
entropy  of the state of the system,
which we adopt as our entropic measure [40]

with  an inessential constant and  the purity of the state
of the system, which for a Gaussian state reads 

. Therefore,  coincides (modulo the
constant ) with the Rényi-2 entropy, tends to the von-
Neumann entropy in the classical limit [41], and is a fully
deterministic quantity despite the continuous-monitoring
process.
As the Wigner entropy only depends on the CM of the
system, its evolution is deterministic even for continuously
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measured system. The same then holds true for the entropy

rate

Figure 6.6 Schematic representation describing the
difference between the process of unconditional (uc) and
conditional (c) dynamics, which, respectively, provide the
unconditional  and conditional  entropy production
rate (EPR). Their connection is given by Eq. (6.11).
which, from the study of unconditional non-equilibrium
thermodynamics [32] of quantum processes, can be split in
two contributions as  with  ( ) the
unconditional entropy flux (production) rate. In the
conditional case, while a similar splitting is indeed possible
[39] both the entropy flux and production rate are
inherently stochastic, as they depend on the first moments
of the quadrature operators. Upon taking the average over
the outcomes of the measurement, the expression for 
can be recast into the very elegant form



(6.11)

where the term  accounts for the
excess entropy production resulting from the measurement
process, and it is thus information theoretical in nature. In
turn, this enables a similar splitting for the EPR as

This result – which holds regardless of the Gaussian nature
of the system at hand [42] – connects the entropy
production rate of the unmonitored open system to the akin
quantity for the monitored one via the informational term 
(see Figure 6.6). The second law for the un-monitored
system, which reads  [32], is now refined as ,
which shows the connection between non-equilibrium
thermodynamics and information theory. The  term
depends explicitly on the measurement strategy
implemented to acquire information, which in turn affects
the dynamics of the measured system, driving it to different
final states. We thus have two different yet related
mechanisms that we can exploit here: on the one hand, we
have the dynamics itself, which drives the evolution of a
system with the aim, potentially, to optimize
thermodynamic performance. On the other hand, we have
the well-known possibility to condition the dynamics of a
quantum system through the back-action induced by a
measurement process. This clearly offers an exploitable
mechanism to effectively drive the open dynamics of a
system toward a thermodynamics-based criterion for the
choice of the specific protocol to be implemented. Indeed,
EPR embodies a cost function whose value one aims to
control when optimizing the conditional dynamics of the
system at hand.

6.2.2 On Step 4



(6.12)

We have previously addressed a scheme for feedback
cooling of a mechanical system that relied on a closed-loop
approach. This is not the only possibility at hand, and one
can exploit a different method that, building on the
capabilities offered by conditional dynamics ensuing
quantum measurements, achieves efficient cooling
performances.
Let us consider a harmonic oscillator of frequency ,
characterized by annihilation and creation operators  and

, respectively, such that . Such bosonic mode
or harmonic oscillator comprises a stiffening Duffing-like
deformation with strength , such that , as found
in different experimental platforms. In addition, the bosonic
mode is coupled to a (spin-like) two-level system via a
Jaynes–Cummings interaction. The Hamiltonian of the
system reads

where  and  denote the Bohr frequency and coupling
strength of the two-level system, respectively. We have
introduced the spin Pauli matrices,  such that 

 and  with  ( ) the
excited (ground) state of the two-level system. Finally, 

 is the spin raising operator. At the
resonant condition , the dynamics governed by the
Jaynes–Cummings interaction takes a state  and
transforms it into  in a time  with 

.
The goal is to cool an initial thermal state 

 (with  and 
) of the oscillator down to its ground state
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by performing measurements on the spin degree of
freedom. That is,

The model in Eq. (6.12) can be realized in a number of
different platforms. Among them, levitated nanoparticles
[43, 44], trapped ions [45], circuit quantum
electrodynamics [46], and optomechanical systems. In the
latter context, a spin defect of frequency 
coupled to a mechanical resonator,  MHz, and 

, can achieve coupling strengths as large as 
 at negligible spin damping rates [47].

The cooling schemes put forward in Refs. [48, 49] consider
the concatenation of free evolution following Eq. (6.12) and
projective measurements on the spin degrees of freedom.
While Ref. [48] uses random detection times, the approach
of Ref. [49] implies measuring the spin at regular intervals.
When  cycles are implemented, starting from the initial
state

and when the free evolution in each cycle takes place for a
time , we bring in populations from 

 to  states with  by sweeping each of the
subspaces at a time. This is achieved by evolving 
during a time, i.e.  with 

 the evolution operator. In this manner, we
remove excitations and entropy and thus, cool down the
oscillator. After a total time
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where a negligible detection time was assumed. The
probability of a successful detection of the spin in its
ground state  upon the evolution  is given by 

, which is lower-bounded by the
probability  to find the oscillator in its
ground state. Upon  repetitions, success is achieved for

, which turns out to be achievable for 
. Hence, one can already notice that this method

can be favorable to cool down states of a resonator
containing few excitations. In particular, if , we
have  with  for , so that 
would be sufficient to achieve a significant reduction on the
occupation number. However, it is thermodynamically
impossible to achieve the ground state of a quantum system
in a finite time in light of the third law of thermodynamics
and the unattainability principle [50], while being still
possible to get very close to the actual ground state.
Remarkably, this approach is effective in cooling also
oscillators that showcase a small degree of nonlinearity
[49]. For instance, for a quartic potential of the Duffing
type , despite the coupling between states in the
Jaynes–Cummings spectrum that do not have the same
energy [something impossible to achieve through Eq. (6.12)
only], similar cooling performances can be achieved,
although oscillators with large values of  require longer
concatenation cycles.



6.3 Data Intensive Tools for Quantum

Computing Science

Quantum computing and artificial intelligence are both
transformational technologies in need of each other to
achieve significant progress. Although artificial intelligence
produces functional applications with classical computers,
it is limited by the computational capabilities of the latter.
Quantum computing can provide a computation boost to
artificial intelligence, enabling it to tackle more complex
problems. The visionary goal from the computer science
perspective is the achievement of artificial general
intelligence, namely the engineering of a system capable of
human-level thinking, continuously improving its
performances and reaching far beyond current (classical)
computational capabilities. For quantum computing,
instead, the interplay with artificial intelligence, specifically
through machine learning methods, holds the promises to
exploit the computational advantages of quantum
processors so as to achieve results that are not possible
with classical ones. This embodies a new and exciting way
to combine a special form of fundamental science, this time
deeply rooted into the mathematical and statistics-based
efforts aimed at the development of sophisticated
algorithmic methods for the processing of large dataset,
and quantum technologies for computation and information
processing at large [51].



Figure 6.7 General architecture for a machine learning-
assisted quantum computational process: the outputs of the
quantum processing stage is harvested through a sampling
and fed into an NN-based architecture for the evaluation of
a classical cost function, whose value informs a feedback
loop that changes the parameters characterizing the
quantum circuit, aiming at optimization.

In a typical implementation of a machine-learning-assisted
quantum computational problem, quantum data obtained
from a suitable preparation stage are processed and
manipulated by a quantum circuit, implementing the
quantum computational stage of the process. Classical
information is harvested through a sampling stage where
the output state of the circuit is probed by an array of
quantum measurements. Such classical information is then
fed into a classical processing architecture aimed at
evaluating a classical model – for instance through a neural
network (NN)-like implementation – that results in the
evaluation of a cost function whose value informs a
feedback/updating stage of the quantum circuit, aimed at
optimizing the quantum processing steps till convergence



is reached [cf. Figure 6.7]. The typical complexity of
quantum data (stemming from quantum features such as
superposition or entanglement) and their fragility to
classical and quantum noise make it useful to deploy
machine-learning-based methods for their interpretation
and manipulation.
Crudely, the following embodies a short list of applications
of machine learning to quantum information processing
problems that are currently being pursued to drive the
design of more process-efficient quantum technology [52]

Development of quantum algorithms for quantum
generalization of classical learning models. The scope
is the achievement of quantum-induced speed-ups in
the deep learning training process, for instance
through the fast identification of the optimal values of
the weights and links in a NN architecture.
Quantum algorithms for optimal classical decision
problems. The formulation of optimal decision trees is
in general complex and cannot be efficiently address by
dichotomic approaches leading to classical random
walks. Quantum walks, through the coherence-induced
fast exploration of configuration space, could allow for
the identification of decision by a number of optimal
paths through decision trees faster than any classical
walk-based schemes. Such approaches have recently
inspired promising techniques for quantum state
engineering [53]. Quantum efficient searching
approaches of this type hold the promise for near-term
applications such as efficient data encryption.
Quantum game theory: The systematic extension of
classical game theory, which is widely used in artificial
intelligence applications, to the quantum domain will
be useful to overcome critical problems in quantum



communication and the implementation of a framework
for quantum artificial intelligence.
Quantum Machine Learning to Solve Linear Algebraic
Problems: Many Data Analysis and machine learning
problems are solved by performing matrix operation on
vectors in a high-dimensional vector space. Quantum
computers can solve common linear algebraic problems
such as the Fourier Transformation, finding
eigenvectors and eigenvalues, and solving linear sets of
equations over vector spaces in time that is polynomial
in the dimension of the space (and exponentially faster
than classical computers due to the quantum speedup).
One of the examples is the Harrow, Hassidim, and
Lloyd (HHL) algorithm [54].
Quantum Principal Component Analysis: Principal
Component Analysis is a dimensionality reduction
technique that is used when managing large datasets.
Dimensionality reduction comes at the cost of accuracy,
as one needs to decide which variables to eliminate
without losing important information. Classically,
dealing with such request efficiently is hard: over large
input datasets with many features and attributes,
classical methods of principal component analysis will
fail because it will be hard for us to visualize the
importance of each variable.
Another issue with classical computers is the
calculation of eigenvectors and eigenvalues, whose
number grows with the dimensionality of the input.
Quantum computers can solve this problem very
efficiently and at a very high speed by using Quantum
Random Access Memory (QRAM) [55] to choose a data
vector at random. It maps that vector into a quantum
state. The summarized vector that we get after
Quantum Principal Component Analysis has



logarithmic size in the number of qubits involved. By
repeatedly sampling the data and using a trick called
density matrix exponentiation, combined with the
quantum phase estimation algorithm (which calculates
the eigenvectors and eigenvalues of the matrices), we
can take the quantum version of any data vector and
decompose it into its principal components. Both the
computational complexity and time complexity are
thus reduced exponentially.

Quantum Support Vector Machines: Support Vector
Machine is a classical machine learning algorithm used
both for classification and regression. For classification
tasks it is used to classify linearly separable datasets
into their respective classes. Suppose, if the data are
not linearly separable, then its dimensions are
increased till it is linearly separable. Quantum
computers can perform Support Vector Algorithm at an
exponentially faster rate owing to superposition and
entanglement.
Quantum Optimization: Optimization is used in a
machine learning model to improve the learning
process so that it can provide the most adequate and
accurate estimations. The main aim of optimization is to
minimize a loss function. A more considerable loss
function means there will be more unreliable and less
accurate outputs, which can be costly and lead to
wrong estimations. Most methods in machine learning
require iterative optimization of their performance.
Quantum optimization algorithms suggest improvement
in solving optimization problems in machine learning
through the use of multi-party superpositions.
Deep Quantum Learning: Quantum computing can be
combined with deep learning to reduce the time
required to train a neural network. By this method, we



can introduce a new framework for deep learning and
performing underlying optimization. We can mimic
classical deep learning algorithms on an actual, real-
world quantum computer. When multilayer perceptron
architectures are implemented, the computational
complexity increases as the number of neurons
increases. Dedicated GPU clusters can be used to
improve the performance, significantly reducing
training time. However, even this will increase when
compared with quantum computers. Quantum
computers are designed in such a way that the
hardware can mimic the neural network instead of the
software used in classical computers. Here, a qubit acts
as a neuron that constitutes the basic unit of an NN.
Thus, a quantum network can act as an NN and can be
used for deep learning applications at a rate that
surpasses any classical machine learning algorithm.

On the other hand, a number of applications of classical
machine learning are driving the development of
significantly disruptive methods aimed at demonstrating
prototype quantum sensors able to optimally extract
information about its environment, achieve fully automatic
calibration and operation of multi-qubit circuits, and
improve the performance of quantum algorithms for
quantum chemistry.

6.4 Conclusions

The transfer of research results from the field of basic
research to the development of quantum devices may be
the only challenge facing the community working in
quantum technologies, which will be considered as we
enter a period of domain and territorial integration. Its
successful implementation requires a multidisciplinary
approach. While this has only been partially addressed so



far, such transfer is critical to the success of our endeavors
in building a quantum technological framework and
infrastructure. This contribution has focused on two such
aspects, namely energetics at the fundamental quantum
level and the interplay between artificial intelligence and
quantum, as two tantalizing pathways to explore while
pursuing a such tantalizing ultimate goal.
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7.1 Global Communication

Communication of information is of crucial importance to
human nature and global communication has proven to be
indispensable for dissemination of information and impacts
all aspects of society. Several studies have investigated the
necessity and impact of instant availability of information
and efficient global communication [1–4]. With increasing
amount and faster accessibility of available information, the
necessity for information security is rising [5]. The
protection of data becomes more prevalent in case of
sensitive data, such as medical [6], economic [7], and
military information [8], but also spans personal exchange
and messaging [9]. As an example, stock market exchange,
which relies on fast transmission of exchange requires high
standards of transmission security [10, 11].
The necessity of long range secure communication is not a
new invention. Most of warfare relied on gaining an
advantage over the other party by either intercepting
transmissions or spying. The enigma machine [12],
deployed during world war two has reached infamous fame,
not least by the 2014 movie “The Imitation Game” starring
Benedict Cumberbatch.



With quantum mechanics, a novel form of secure
communication is available to humanity [13]. Quantum
mechanics present a unique branch of physics, in which
phenomena are described that are un-intuitive at first sight.
One of such phenomena is entanglement [14], in which a
system is described by its overall properties without having
knowledge about the properties of the individual
constituents. Such a system is the hydrogen atom, in which
the overall spin has to amount to a bosonic particle,
without knowledge about the spin positions of the involved
proton and electron being available. Entanglement is the
property enabling secure quantum communication [15].
Here, two entangled photons are prepared with one being
send to the partner. The photons are transferred via an
optical fiber or free space with the setup details being
transmitted classically. The longest terrestrial free space
exchange of entangled photons has been established on the
Canary islands and spanned 144 km [16]. With longer
distances being achieved by fiber-based systems [17].
Space based experiments are on the rise with recent
experiments demonstrating entanglement over a distance
of 1.200 km [18]. Deploying a combination of fiber bound
and free space links including necessary relay stations,
quantum key distribution (QKD) over networks of total
lengths of 4.600 km [19] have been achieved.
As long range entanglement transmission has been
demonstrated, it is important to focus on the advantages of
the novel technology. While a portion of the information
has to be transmitted classically, the inherent security is
not compromised by any leakage of the classical channel.
In the contrary, due to quantum entanglement, this enables
the two parties to know if the information transfer has been
intercepted. This possibility renders the deployment of
quantum entanglement ideal for the distribution of keys
instead of full messages, QKD [20]. If only a key is



exchanged, the knowledge of interception allows for the
key to be discarded and to start a new sequence. The
details on QKD between two partners including sources,
detectors, protocols, experimental needs, and open
challenges are described in reviews, such as reference [21–
23]. Here, the focus shall lie on the challenges of enabling
global secure communication through quantum
technologies.
As it has been established above, global communication
impacts all parts of society with most of humankind relying
on the availability of information. Some applications
require higher standards of security, while others focus on
fast transmission of information. There are mainly three
sources of information transfer available at this time:

Cables and fibers: For this method of information
transfer, cables connecting different users are
deployed. Mostly these cables are installed under
ground or, as in the example of the internet glass
fibers, on the oceans floor. Over ground cables are
more cost effective in installation but have the
disadvantage of higher probability of cable damage, for
instance by environmental occurrences.
Terrestrial free space: Broadcasting signals, especially
radio and mobile phone signals are transferred in free
space over long distances. For this method,
transmission masts are installed and connected to
existing networks to enable global coverage.
Satellite-based free space: With satellite-based
information transfer, broader coverage is possible. An
important example are the global positioning service
(GPS) or the European Galileo satellites, providing
position, navigation, and timing information worldwide.



These satellites usually communicate with ground using
emissions in the radio-frequency range.

Let us examine these options for viability for QKD: Photonic
quantum entanglement, as it is currently deployed in QKD,
requires the transmission of photons. The deployed photons
are usually in the infrared range, with 1550 nm due to
availability of sources and equipment. The reason for the
wide availability is due to the transmission windows in
glass around 850, 1310, and 1550 nm. With transmission
profiles strongly dependent on the material, adaptations,
and tailoring are possible but costly. In consequence
telecom applications rely on 1550 nm, leading to the
development of various components, increased availability,
and in consequence, reduction in component costs.
Other wavelengths are studied and, in the following, we
will discuss, why other wavelengths might be interesting
and necessary to advance the technology to establish global
networks. All of the above discussed methods of global
networks operate on electromagnetic emissions in the
radio-frequency range. Here, now the usability of these
methods in the optical regime shall be discussed.
Obviously, the first option for establishing a global network
appears to be the usage of optical fibers. Those yield the
absence of precise pointing and easy circumvention of
obstacles, such as buildings or landmarks. However, the
loss rates in optical fibers are high if compared to loss rates
of free space links. Loss rates in free space propagation are
dominated by diffractive spreading and absorption by the
surrounding medium. The resulting intensity reduction in
the far field regime is best described by an inverse square
law [24] and consequently trumps over the exponential loss
rate in optical fibers, which has dropped to be in the order
of 0.2 dB/km at 1550 nm [25].



This leaves the discussion of free-space transmission. As
pointed out above, free-space transmission requires optimal
pointing. In a terrestrial environment, long-range free-
space transmission faces three main challenges:

1. Earths curvature:
For short-range transmissions, the curvature of the
Earth is negligible. As such, the curvature could be
countered by a sufficient number of intermediate
transmission masts. However, for truly global
coverage, long-distances, such as oceanic bodies, have
to be overcome, where relay stations are challenging
to implement and to maintain.

2. Atmospheric turbulences and losses:
As mentioned above, absorption and random
scattering are the two major sources of signal loss of a
free space beam. This becomes more prevalent the
denser the gas, the photons have to traverse, and the
larger the cross section of absorption. Here, infrared
optical beams trump over ultraviolet optical beams as
the cross section usually increases with decreasing
wavelength. Most molecules and atoms present in the
air will, however, absorb photons in the visible
spectrum at a sufficient rate to be non-negligible for
horizontal free space laser links over long distances.
Additionally, the atmosphere is prone to pollution,
turbulences caused, for instance, by thermal
fluctuations or storms, and the occurrence of other
weather phenomena [26]. This increases the optical
density of the atmosphere and thereby losses in the
transmitted photonic signal. Furthermore, widening of
the optical beam and deflections of the beam are a
result of varying atmospheric densities.



As a consequence, it is advisable to reduce the
distance any optical signal has to travel through the
atmosphere. It is to be remarked, that the longest free
space entanglement experiment was performed at an
high altitude in optimal conditions [16].

3. Landmarks and buildings:
Finally, free space optical beams in the infrared range
can be blocked by landmarks, such as mountains, and
tall buildings. As the demand for secure information is
especially high in populated areas, this presents a
challenge to the distribution.
Applications in less densely populated areas, which
might require temporary optical communication, could
be installed on masts and would be prone to blockage
by trees or dust storms.

In conclusion, a global secure quantum network can not be
established based solely on terrestrial transmitters. To
reduce the impact of atmospheric turbulences, depending
on space based systems is the solution that appears the
most reasonable. This system requires optical downlinks to
the Earth to enable the secure transmission and make use
of quantum mechanics in form of photon entanglement.
Satellite-based quantum networks allow global coverage
and need to be supplemented by terrestrial systems to
transfer the information between the two intended
partners. As such, it seems advisable to build ground
stations with the highest level of security and transfer
information from there with classical protocols, which do
not include all of the sensitive information or for which a
lower level of security is understood.



7.2 Challenges in Global Secure

Quantum Networks

As established in Section 7.1, communication over long
distances or on a global scale is essential to civilization as
we know it with impacts in all sectors. It was also
discussed, that the most promising solution for a global
secure quantum network is a satellite-based system to
reduce the impact of atmospheric or other disturbances.
Let us now take a look at what a global secure quantum
network based on a satellite network entails and what is
required to set it up.
To avoid confusion, the following notation will follow the
general rules, in which Alice is usually understood as the
sender of information and Bob receives them. In this
chapter, the interception by a third party, usually called
Eve, will not be discussed. The inherent security of
quantum communication is based on entanglement.
Entanglement is a quantum mechanical phenomena in
which solely the state of the overall system is known but
not that of the individual constituents, see for instance Ref.
[16]. The phenomena is again touched on in the following
section headed “Untrusted Nodes” 7.3.
In the following, first, the different orbital constellations
and involved challenges will be discussed. The
constellations are schematically depicted in Figure 7.1.
Here, it is assumed that two partners, Alice and Bob want
to exchange information that requires a high level of
security. The other depicted buildings and vehicles that are
shown are representations of other possible receivers or
transmitters of secure communication. To keep the
readability of the figure, the required classical channel for
the exchange of secure quantum information between Alice
and Bob is inserted only once as a landline. The classical



channel, necessary to the generation of the transmitted
key, needs to be authenticated to preserve security.
Other channels means of traditional communication
between the two are, of course, possible.
In addition to the secure transmission, it is possible to
envisage communication through non-quantum channels to
end-users as depicted on the right hand side of the figure.
Here, it has to be understood, that the level of security is
no longer available. However, if only parts of the message
are relayed and not the key and encrypted message, the
key is not corrupted and could still be used by Alice and
Bob. In such a scenario, probably only parts of the
information will be forwarded to third parties and secure
classical channels deployed.
The first idea that comes to mind when discussing global
secure quantum communication is that of having a satellite
with a reflector on board. In this scenario, the information
is directly relayed without any storage in-between. While
such a scenario is not encumbered by landmarks or
buildings, the distance between Alice and Bob is still
limited. Without any storage, the two stations have to be
within the field of view of the satellite. The length of the
transferred information is limited as the optical line of sight
has to be established for both stations at the same time.
Finally, the radar equation, describes that the losses in
ideal transmission conditions are proportional to the
distance to the power of four, limiting the maximum
achievable range. The described scenario is marked
scenario one in Figure 7.1.
To enlarge the distance between the two ground stations
and increase the length of the transferable information in
this scenario, it is possible to store the information on
board of a satellite before sending it to the receiver. This
scenario is depicted in Figure 7.1 as scenario two. Here,



the signal is transmitted to a satellite by the ground station
and then stored on-board the satellite. The satellite travels
a given time before the information is relayed to the second
ground station. With this scenario it is theoretically
possible to connect two ground stations on opposite sides
of the Earth. The main limitation of the achievable distance
between Alice and Bob is the travel time of the satellite and
with that its coherent storage capability. In 2017, the idea
for such constellations has been outlined [27]. This
scenario sets requirements towards the deployed quantum
repeater and their memory types. Those are outlined in
Table 7.1.

Figure 7.1 Depiction of different scenarios for a space-
based quantum network. Exemplary, the transmitter (Alice)
and the receiver (Bob) are chosen in this image. Also, only
for those two the required additional classical connection is
shown. The only exception is scenario one, in which the
receiver is not depicted.

Another option to establish a secure quantum network is by
stationing several individual satellites connected by optical
links. This option requires short term storage on board the



satellites before sending the information on to the next
relay station and finally to the receiver Bob. This scenario
is depicted as scenario three in Figure 7.1.
This scenario considers geostationary satellites that are
then linked to a ground station. While geostationary
satellites yield the advantage of being permanently
available, their distance to the ground station, shorter time
of sight from the ground station, and increased radiation
levels. present difficult challenges. With the increased
distance, the single photon transmission might get difficult
to discriminate against the background radiation and light
pollution.
Similar challenges are posed in navigation, where the
current radio-frequency-based technology is targeted by
more precise optical clocks that also require optical links
between satellites and ground stations. For this scenario,
the Kepler constellation was proposed [28, 29]. In this
constellation, two sets of satellites are foreseen with one
subset operating in a low Earth orbit (LEO) and the other
operating in geostationary positions.
To transfer the concept, a set of LEO and geostationary
satellites could be envisaged which transmit the
information between Alice and Bob. This way, the closer
satellites could act as relay stations to enhance the signal
before distributing it globally through the interconnected
geostationary satellites. This scenario is depicted as
scenario four in Figure 7.1.
Another option in this constellation is to generate the two
entangled photons not on ground at Alice but in orbit
(scenario five in Figure 7.1). In this scenario, the
entangled photons are created in orbit and then either send
to a ground station directly or transferred via a satellite
network.



The different scenarios are also summarized in Table 7.1.
Here, a differentiation between scenarios with only mirrors
establishing the network and those also including storage
on board the satellites is made. The ones with storage on
board are denoted an additional a. Those storages are
always considered untrusted node satellites. Only the
scenarios including the photon generation on board require
trusted nodes. The advantages and challenges with
mounting storage units to the satellites is described in
Section 7.3.
One of the major challenges of the constellations,
regardless of deploying untrusted or trusted nodes, is
range limitation. Range limitations arise from the loss of
photon signal. This is influenced by the desired protocol,
atmospheric effects, the quality of the repeater, and
required photon transmission. Exact numbers are not given
in this chapter, as not all of the factors can be included
satisfactory. Further information on repeaters can be found
in Section 7.3.



Table 7.1 Overview over the scenarios depicted in Figure
7.1.a)

Scenario

#

Orbit Storage Storage time Photon

generation

1 LEO None n/a On ground
1a LEO Yes Short term 

(order of
milliseconds)

On ground

2 LEO Yes Up to orbit time 
(LEO typically
90 minutes)

On ground

3 GEO None n/a On ground
3a GEO Yes Short term 

(order of
milliseconds)

On ground

4 LEO and
GEO

None n/a On ground

4a LEO and
GEO

Yes Short term 
(order of
milliseconds)

On ground

5 LEO and
GEO

None n/a In orbit

5a LEO and
GEO

Yes Short term 
(order of
milliseconds)

In orbit

a) The scenarios 1a, 3a, 4a, and 5a differ from the respective scenarios by
usage of additional storage on-board the satellites. The necessity and
advantages of which will be discussed in Section 7.3.

Regardless of the chosen orbital constellation, With
systems in orbit, the hardware can no longer be accessed
or updated if a security leak occurs or a component has
been found not to be functioning as envisaged. The latter



could be targeted with sufficient redundancy on board the
satellite, allowing for components to fail with the satellite
relay or storage station remaining utilizable. As reliability,
resilience, and availability are crucial features in secure
information transfer, it appears advisable to instate
redundant satellites and expect updates or exchange of
satellites in case of errors.
The system most prone to requiring updates appears to be
scenario five. As in this case the entangled photons are
generated in orbit, novel technologies will have the highest
impact on the constellation hardware.
But, even with implemented means to increase resilience
and the entangled photon generation set on ground,
attacks on quantum networks can not be completely
dismissed [23, 30]. Once hardware is send to space, it is
vulnerable. Due to the long operation in orbit and the
sensitive nature of the transmitted information, developing
target protocols becomes both profitable and achievable.
With ongoing technology development and resulting new
protocols, sources, and transmission options, hardware
updates are required to ensure the desired security level.
Such updates are easily incorporated if the system is
ground based but increasingly difficult if a satellite system,
especially one in higher orbits, is involved. Not only does
this require an update of the hardware but also preparation
of the setup for operation in space. Reaching the
technology readiness level (TRL) necessary for robust
operation in orbit, usually takes several years. Within this
time frame, the best ground technology advances and the
prepared systems security is overhauled. To mitigate this
risk, the operation of untrusted nodes at the relay stations
appears the sensible option. In conclusion, regular updates
following novel developments and technologies, render
exchange of satellites in a quantum network very likely.



The final challenge discussed in this chapter is the
operation of the satellite network. To guarantee security in
the transmission of information, the operation of the
network appears to be the obvious solution. While this
might be feasible for scenario 1 and 1a, this poses
increasingly severe challenges for the other scenarios.
Especially a full network, as proposed in scenarios four and
five, can only be established and operated by entities with
extensive budgets and require the involvement of several
people to build, qualify, and operate the hardware. It can
easily be seen that, with even only two separate entities
desiring to instate a likewise network, the relevant orbits
become busy with collision probabilities increasing with
every additional relay station in orbit. Even a network,
which is completely operated by the relevant users, does
not prevent malicious parties to attempt and intercept the
established optical links or infiltrate the assembly or
operation of the hardware.
If, however, a network could enable safe usage of quantum
entanglement by different users without compromising the
security level of the transmitted information, the system
could become much more cost effective and lead to the
realization of a quantum internet [31]. Such a system needs
to rely on untrusted nodes and will make use of all forms of
distribution of information: space-based free space links,
terrestrial free space links, and fiber bound connections. It
would be complemented by small, isolated networks in
relevant areas. Such a complex system enables small to
medium businesses to participate in establishing the
technology and benefit from the global revenues. Of course,
this system requires ongoing error correction and
synchronization between the different systems and
compensation for atmospheric disturbances.

7.3 Untrusted Nodes



In Section 7.2, the opportunities and challenges involved in
setting up a global secure quantum network have been
discussed. Two key messages can be drawn from the
content:

1. A complete global secure quantum network can not be
operated by one player alone and will be a complex
system of hardware build and operated by different
parties.

2. To ensure the security of the transmitted information,
untrusted nodes are required that do not compromise
the security of the information.

Let us now take a look at the meaning of untrusted nodes,
the advantage of deployment of such systems, and the
challenges involved.
An untrusted node is a relay station that is not operated by
either of the two parties that want to transmit information.
The key property of an untrusted node is that these can not
access or temper with the transmitted information. In
classical physics, such untrusted nodes are difficult to
implement, as any storage, amplification, or relay station
has to read the transmitted information and any tempering
or copying is not visible to the receiver. Quantum
entanglement, as described above, differs in this important
feature.
To generate a quantum key, different protocols are
implemented. One of the most common protocols, not
dependent on entanglement, is the BB84 protocol, named
after the inventors (Bennett and Brassard) and the year
they first proposed it (1984) [32, 33]. This protocol allows
for a generation of a key between two partners without
either of them having any prior knowledge about the final
product. Thus arises the necessity of the classical exchange
between the two parties on the experimental setup. Hence,



if during the generation of the key, a photon goes amiss it,
provided the time synchronization between the receiver
and sender is sufficient, is disregarded from the key
generation. This leads to a situation in which a relay station
tempering with the code or trying to generate the key with
the original sender, will compromise the result and giving
away their intrusion, even if they have gained access to the
classically transferred supplementary information. A more
comprehensive discussion on the working principle of
untrusted nodes is given in Ref. [34]. Based on this
principle, the security level can be conserved with an
untrusted node relaying the information.
As the key is generated between the two parties as a result
of a measurement, the proposed scenario 5, including the
source on a satellite to reduce the impact of atmospheric
turbulences, results in secure communication between the
two receivers (still denoted Alice and Bob) without any
other party being able to impinge on the information
without rendering the key unusable.
Having established that untrusted nodes in QKD are a
viable option, let us take a quick look at what untrusted
nodes could entail and how the distribution of information
potentially benefits form them. There are several stages of
untrusted nodes.

7.3.1 Mirror Systems and Coupled Systems

As described above, the simplest form of relay stations are
mirror systems that simply deflect the incoming beam and
transmit it to another site. Such systems could for instance
be envisaged for small systems with a single satellite
connecting two defined sites or usage in terrestrial
applications between moving partners which could use a
beacon in-between to connect.



In the context of a broader network, mirror systems could
facilitate the transmission between a ground station and
the end-user. Similar to mirror systems, in ground based
dissemination of the information, coupling of the
information into or out of a fiber are feasible.
One of the major challenges in this system is the loss in
signal, which scales with . As such, the loss in signal in
this constellation limits the possibility of large distance
transfer. The loss in signal is further increased by outside
effects, such as atmospheric disturbances.

7.3.2 Sources

As discussed above, entangled photon sources could be
operated by third parties without impacting the security of
the generated key. Consequently, a satellite with a source
transmitting entangled photons to two independent sites is
a possibility for an untrusted node, even though it is not, in
the strict sense, a relay station. In the spirit of a complex
secure space-based quantum network, however, it seems
correct to list sources on third-party operated source
satellites as potential nodes.

7.3.3 Repeater

Repeater are systems that receive a signal and emit it
again. In the process, the signal is amplified to pass over
larger distances or to improve on the signal quality. In
general, this could lead to an amplification of noise and or
(unintended) alteration of the original signal. It is
important to note, that a quantum repeater, in difference to
a classical amplifier, increases the probability of successful
transmission but cannot increase the signal. In QKD, the
first becomes an issue with noise levels being the main
source for incorrect measurements, while the second issue
is a lesser concern.



In these terms, repeater for quantum based systems usually
comprise in-coupling optics, possibly a storage matter, and
then out-coupling optics for the signal to be relayed. In this
chapter, two types of repeaters will be discussed, those
based on fibers and those based on other memories. A
schematic overview over the two systems is given in Figure
7.2.
Fiber based repeater are repeaters in which a fiber is set
as storage matter. This concept is depicted as the upper
schematic in Figure 7.2. As discussed above, optical fiber
losses are high, especially compared to those encountered
in free space propagation in vacuum. As such, a fiber based
repeater could not act as an amplifier and quite to the
contrary could lead to additional signal loss or alteration.
However, especially in scenarios 1a and 2, fiber based
repeaters could trump over memory based repeaters. The
fiber length determines the residence time of any given
photon. With different length fibers, photons can be stored
for precise times before being send to ground. Due to loss
rates and fiber lengths, these types of repeaters are only
useful for short storage times, for instance, to increase the
quantum key length in scenario 1. It is important to
remark, that on sufficiently short time scales, losses can be
accepted and do not hinder the quantum key generation.



Figure 7.2 Depiction of the two different repeater schemes
mounted to a possible satellite system. The upper position
depicts a fiber based repeater in which the length of the
fiber determines the time delay in receiving and emitting
the signal. Below that the repeater concept of a memory
based system is depicted. Other necessary systems, such as
satellite control, repeater control, and thermal control, are
not depicted, see also Section 7.4.5.4.

Memory based repeater are repeater in which the
storage matter is a quantum memory. This concept is
depicted as the lower schematic in Figure 7.2. Quantum
memories are systems with the capability of storing
photons. Quantum memories can be categorized according
to what kind of information can be stored, scalability, the
level of read-out fidelity, on-demand readout, and maximum
storage times.
Different applications can make use of different memory
types. For QKD, most of the above set qualities are
required, but most importantly, the quantum mechanical
properties of the entangled system should not be altered.
This is directly linked to the quality of coherence of the
memory.



There are different memory types that are best deployed in
different scenarios. Options range from systems with lower
internal coherence, such as warm vapor cells to systems of
condensed atomic gases, rare earth ion doped (REID)
crystals, solid state systems, and nitrogen vacancy (NV)
centers in diamond. These can be divided into two classes:
Memories that are based on the ensemble, such as Bose–
Einstein condensates (BECs), and those based individual
emitters, such as the NV centers in diamond. Overviews
over these systems and their readiness for space based
operation can be found in references [34, 35].
The most important quality of quantum memories is, of
course, the possibility to store and transmit the
information. For this purpose, different protocols can be
implemented, which are chosen according to the platform
they are used for. Such protocols are, for example,
electromagnetically induced transparency (EIT) [36],
Raman type schemes [37], gradient echo memories (GEMs)
[38], controlled reversible in-homogeneous broadening
(CRIB) [39], and atomic frequency comb (AFC) protocols
[40]. Based on the memory type, these protocols promise
different storage efficiencies, fidelities, and possibility to
store single photons. While those protocols can be utilized
with different memory types, usually, EIT and Raman type
schemes are usually deployed for atomic systems, such as
warm vapor cells and BECs, with AFC protocols usually
applied to REID crystal memories.
Memory based repeater also suffer from loss rates based
on absorption cross sections and emission probabilities.
However, these systems trump over fiber based systems in
this regard and could be envisioned as amplifier in long
range experiments for fundamental physics, such as the
deep space quantum link proposed by NASA [41]. In this
experiment, transmitting entangled photons over long



distances, is proposed to be exploited for purposes of
testing Bells inequality [42].
If quantum networks, as in the case of the deep space
quantum link, need to be extended to other bodies in the
solar system, repeater including amplifier, such as
quantum memories, become a necessity.
Additionally, such systems allow for exploration of the
limits of quantum mechanics and photonic collapse models
[43]. Understanding the underlying quantum mechanical
boundaries allows to deploy the systems most efficiently
and push technology to the limits.

7.4 Currently Available Technology

7.4.1 Required Technology

In Sections 7.1, 7.2, the necessity for global communication
networks, secure information transfer, and untrusted nodes
has been described. Alongside, different scenarios for
establishing a global secure quantum network have been
outlined in Figure 7.1 and Table 7.1. With those in mind,
the requirements and resulting hardware proposals have
been detailed. This includes a description of untrusted
nodes and the various options for those systems. This
section shall now demonstrate the current level of
technology readiness and open challenges.

7.4.2 Technology Readiness Level (TRL)

Within the scope of this chapter, the necessary technology
shall be rated with respect to the TRL. TRL is a measure
set and agreed upon by the space agencies. It ranges from
1, where the basic principles of a technology have been
proven, to 9, where a system has been operated in space. It
covers the different stages a technology goes through when



being qualified for a space mission. These include
miniaturization as well as environmental testing. They can
include operation on sounding rockets, where the
environmental requirements are similar to those of a rocket
launch. It is an important measure to explain the required
effort to advance an item and can weigh the development
cost against those of a qualified commercial of the shelf
(COTS) item.
Regardless of previous experiments, however, it is custom
in space operation that a TRL 9 item, that has to be
adapted to a new experiment or is foreseen to be operated
in another orbit, can no longer be considered with such a
high TRL number and has to undergo testing, both with
respect to functionality and environmental robustness
again. Consequently, no TRL number can be given to the
necessary technology without understanding the
requirements for a specific mission. Still, efforts will be
made to judge the current levels of maturity and lay out
open challenges and required developments on ground and
in space.
Please note, that the TRL is also used by other institutions
and industry with the different levels adapted to their
respective situation.

7.4.3 Optical Link Technologies

Optical links in space are required for various applications,
ranging from navigation [28, 29], to Earth observation [44,
45], gravitational field measurements of other bodies, such
as the moon [46], gravitational wave detection [47, 48],
fundamental science, and, obviously, photon transfer [49,
50]. Depending on the application, optical links are
deployed to transmit frequency information, as in the case
of connection clock networks, measure distances precisely,
for the measurement of gravitational gradients impacting



the satellites, and to transmit classical and quantum
information. With this high interest in optical link
technology for deployment in space, it is no surprise, that it
is readily available. Most of the technology focuses on the
telecom wavelengths in the order of 1550 nm. A prominent
example is the OSIRIS terminal [51]. The hardware is
developed in close collaboration between the German
Aerospace Center and TESAT and prepared for
commercialization.
The OSIRIS terminal is prepared with data transfer in mind
requiring adaptations to fit the needs of entangled photon
experiments and the described global quantum networks.
With experiments having demonstrated ground-to-satellite
entanglement, the optical link technology has proven its
feasibility and applicability for quantum communication.
Further technological advancements with respect to
collection efficiency, field of view, adaptability to various
wavelengths, and radiation hardness required for
geostationary orbits or deep space operation are emerge in
the upcoming years.
As mentioned above, loss rates in optical links increase
with the fourth power of distance. To collect as much signal
as possible, the natural optimization are large apertures of
the telescopes. Consequently, a trade-off has to be done to
accommodate systems on a satellite, which is limited in the
available size, mass, and power budget while having
sufficient aperture to collect and re-send photons.

7.4.4 Sources

As described above, sources for entangled photons can be
regarded as individual nodes in a global quantum network.
They can be deployed in space, on ground, and on board of
vehicles. For these different applications, varying source
requirements exist. They are most relaxed when it comes to



stationary systems in laboratory buildings and transmission
sites and are increasingly restrictive when it comes to
operation on vehicles or spacecrafts. Especially the latter
imposes limitations on the size, mass, and power (SWAP)
budgets. According sources have been operated
successfully on cube satellites, such as Qube [52] and
SpooQy-1 [53], efficiently demonstrating the feasibility of
compact sources in space.
In the scenarios displayed in Figure 7.1, the scenario
(scenario 5) with sources as space-borne nodes foresees
the sources solely in LEO. As such, the technology for
building such nodes in a secure quantum network is very
advanced.
The argument might be made that, if quantum
entanglement experiments shall be performed over larger
distances or secure communication shall reach further
targets, further investigations into resilience and
robustness against cosmic radiation are necessary.
Similarly, networks with medium Earth orbits (MEOs) as
opposed to LEO operation could be preferable. In
combination with increased efficiency, adaptation to
specific missions, closing of loopholes, enhanced resilience
against attacks, and possibly choosing different
wavelengths, the current technology can be judged as very
mature with adaptations and modifications surely arising as
research advances.

7.4.5 Repeater

7.4.5.1 Overview

As described above, repeaters exist in different
configurations. This sections is dedicated to describing the
necessary technologies, currently available hardware,
proposed concepts, and open challenges of the individual



constituents. The exception to these are the sources and
optical link technologies described above.

7.4.5.2 Optical Fibers

First on the list are optical fibers. Space qualified optical
fibers exist. Still, the material is prone to defects caused by
cosmic radiation and consequential, operation in high- level
radiation environments, such as geostationary orbits, has to
be carefully prepared. In recent years efforts have been
made to increase robustness in the fibers for deployment in
Earths orbit [54, 55]. Such measures include housing and
shielding of the fibers. This comes at the added benefit of
being able to control the thermal gradient over the fibers
length. However, the latest experiments demonstrate, that,
even with cosmic radiation shielding in place, fading of the
fibers over time can not be completely eradicated.
Coming back to the scenarios in Figure 7.1, long optical
fibers are required to make a difference in scenario 1a with
respect to scenario 1. While those nodes are operated
predominantly in a LEO or MEO orbit, the impact of
radiation on long fibers can not be neglected. As cosmic
radiation effects are statistically distributed in place of
incident and severity of impact, redundant systems with
automatic interchangeability appear appropriate even
though it is possible that the redundant system is hit
harder by cosmic radiation than the original one. The
second requirement is in line with the requirement on on-
demand readout, in which the time spend on the satellite is
chosen to fit the distance between the two parties
exchanging the information.
Still, scenarios 2–5 require optical preparation and
connection. For the nodes in these scenarios, however,
shorter fibers could be considered, reducing the probability
of impacts fatal to the utility of the node.



As it was mentioned previously, the satellite-based nodes
are not accessible during operation and, consequently,
need to be robust against environmental impacts as well as
outside attacks. The only updates and repairs that can be
executed from ground during operation are software
updates or exchange of nodes. With this in mind, the
challenge involving the optical fibers becomes both, more
critical and less severe.
Fiber failure, is a critical and very costly failure, as the
fibers can not be repaired or exchanged without replacing
the affected node. On the other hand, if exchanges of
satellites due to outdated or vulnerable technology are
planned activities in the operation of a global secure
quantum network, the deterioration of the fibers could be
kept to a minimum by implementing shields and exchange
the systems latest when the losses in the nodes become too
severe.

7.4.5.3 Memories

Nodes incorporating quantum memories can act as
untrusted nodes with lower losses than those with optical
fibers. As discussed before different types of memories are
currently envisaged. Looking back at Table 7.1, different
scenarios require different memories. While in scenario
two, the storage of several single photons over prolonged
times is required the other scenarios do not need such
lengthy storage times. With recent developments having
demonstrated storage times of several hours in nuclear
spins [56, 57], single photon storage efficiencies remain
challenging. The currently most promising systems for
single photon memories appear to be warm vapor cells [37]
and cold atomic ensembles [58], having demonstrated
efficiencies over .



With having discussed the available efficiencies and
storage time requirements, it is important to take a look at
the space readiness of the systems and the demonstration
in space:
Warm vapor cells have been deployed in several different
systems. Especially in frequency standard applications,
rubidium cells have been deployed. One prominent example
is the rubidium microwave clock on board of the Galileo
satellites [59]. This technology has been further developed
[60], leading to smaller and more robust systems.
Additionally, optical frequency references based on various
atomic and molecular species have demonstrated the
working principal and have been tested on ground [61] and
in sounding rocket missions [62]. The adaptation for those
systems for quantum memories is on its way with
experiments on rubidium [63] and cesium vapor cells [64]
having been performed. With warm vapor cells having
demonstrated their suitability both, for operation as
memories and in space, the next step is to demonstrate that
warm vapor cell based memories are capable to cope with
the environmental requirements for space-based operation.
The situation of cold and condensed atomic ensembles is
similar to the one of warm vapor cells. However, one key
feature of condensed atomic ensembles is condensation
into one overarching wavefunction, leading to higher
coherence than exhibited by warm vapor cells. At this
point, the efficiencies and storage times observed in BECs
are not on par with the ones observed in warm vapor cells
[34]. The leading cause for this lag is the technological and
experimental accessibility of cold and condensed atom
ensembles, which first arose in the late 1990s [65]. It is
therefore to be expected that the performance level of
deploying BECs as quantum memories will increase
quickly.



Most of the research on cold atoms in space is currently
focused on fundamental research [66, 67], Earth
observation, testing of the equivalence principle [68], and
gravitational wave detection [69]. Additional steps are
undertaken to deploy this exotic state of matter in ground
based applications, such as inertial measurement units
(IMUs) [70].
Regardless, these research and application interests lead to
the development and improvement of space-qualified
setups. Especially with the campaigns in the drop tower
[71, 72], on board of planes [73], on board of sounding
rockets [74], and in orbit [66], the readiness of the
technology for space-borne applications has been
demonstrated.
REID crystals require high magnetic fields and cryogenic
temperatures. This increases the setup SWAP budgets.
While those systems have demonstrated the longest storage
times so far, additional efforts will have to be undertaken in
miniaturization and environmental compliance. This is
aided by developments from other communities, where
cryogenic systems are also key technologies. Recently,
cryogenic systems have been developed for space
deployment [75], paving the road for REID crystals as
quantum memories in orbit.
In terms of NV centers, their application as magnetometers
has rendered them interesting for industrial usage.
Unsurprisingly, the requirements for commercial use and
for deployment in space are similar when it comes to SWAP
budgets, autonomous operation, and reliability.
Additionally, current projects are developing space-
qualified systems based on the NV-centers in diamond.
Similar to the REIDs, BECs, and warm vapor cells,
additional tests with systems optimized for single photon
storage are required before those can be deployed in orbit.



7.4.5.4 Sum of Its Parts

With the individual components discussed above, it is worth
mentioning, that a repeater is more than just the sum of its
parts. An important quality of quantum memories and
quantum repeaters is their possibility of deploying
entanglement swapping [76]. In addition to the fiber or
quantum memory at the center of the repeater, items, such
as coupling optics, and operation software are required.
Those are depicted schematically in Figure 7.2. Especially
the coupling optics present an open challenge based on the
desired transmission wavelength and center item of the
repeater. Space operation with any of the above described
configurations or scenarios, also requires general systems,
such as alignment of the space segment, thermal and
power management, and radiation shielding. Additionally,
the environmental requirements during launch and
operation in orbit need to be fulfilled by an assembled and
integrated quantum repeater as opposed to its constituents.

7.5 Summary

Within this chapter, the necessity, opportunities, and
challenges of a global secure quantum network have been
described. It has been established, that it is infeasible to
operate a global quantum secure network by an individual
party and that the operation of untrusted nodes by third
parties does not undermine the security of the exchanged
information. Untrusted nodes are nodes in a network, that
act as relay stations. In case of a global secure quantum
network, such relay stations would be based on satellites
and could constitute sources, memories, or fiber based
storage. Those global satellite based systems could
potentially be supported by smaller, local networks,
transferring information between individual sites or moving
targets.



To conclude, a global secure quantum network is only
feasible if several players are involved and has therefore to
be regarded as more than just the sum of its parts.
Combining different players, technologies, ground stations,
and transmission protocols to build a cohesive global
secure quantum network is going to be an important
challenge in its success.

7.6 Acronyms

In this section, the acronyms used in the text are
summarized (Table 7.2).



Table 7.2 Acronyms used in this chapter.

Acronym Description

AFC Atomic frequency comb
BB84 QKD Protocol named after the inventors and the

year it was proposed
BEC Bose–Einstein condensate
COTS Commercial of the shelf
CRIB Controlled reversible in-homogeneous

broadening
DLR German Aerospace Center
EIT Electromagnetically induced transparency
GEM Gradient echo memory
GEO Geo stationary orbit
GPS Global positioning system
IMU Inertial measurement unit
LEO Low Earth orbit
MEO Medium Earth orbit
NASA National Aeronautics and Space Administration
NV Nitrogen vacancy (center)
QKD Quantum key distribution
QT Quantum Technologies
REID Rare Earth ion doped (crystal)
SWAP Size, mass, and power
TRL Technology readiness level
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8.1 Introduction

Modification of a fluorophore's photoluminescence
properties by placing it in a close proximity to planar
interfaces has been the focus of numerous theoretical and
experimental studies in recent decades [1–5]. Major
examples of fundamental research in this field are cavity
quantum electrodynamics studies that brought the Nobel
Prize to one of its pioneers, Serge Haroche and coworkers
[6], or Karl–Heinz Drexhage's fundamental experiments
concerning the excited state lifetime modulation of a
molecule in front of a mirror [7]. Despite a great variety of
currently existing highly complex nanostructures that are
used to tailor fluorescence properties, planar
nanostructures possess several important advantages that
still make them attractive candidates for many state-of-the-
art applications. First, the relative technical simplicity of
their manufacture enhances the reproducibility and
precision in their application. Second, the broad availability



of instrumentation for their manufacture and for the
verification of their properties makes planar
nanostructures accessible to a wide research community.
Finally, robust theoretical models that have been developed
and verified in recent decades make the modeling of
arbitrary planar metal/dielectric structures straightforward
and fast, in contrast to numerically complex theoretical
models that are required for modeling highly complex
nanostructures.
In this chapter, we present an overview of two fluorescence
spectroscopy methods that we developed in our research
group and that are based on the modulation of the excited
state lifetime of fluorophores by planar metal/dielectric
structures. The first method is based on the excited state
lifetime modulation of a fluorophore placed in an optical
resonator for measuring its absolute quantum yield. The
method does not require any calibration or reference
samples, is applicable to any type of quantum emitters, and
allows for measuring quantum yields even for single
fluorophores.
The second technique is metal- or graphene-induced energy
transfer (MIET or GIET, respectively), a new fluorescence-
based method, which uses the energy transfer from an
optically excited donor molecule to a thin metal film or a
single sheet of graphene, and which allows for achieving an
axial localization of a fluorophore with down to 1
nanometer accuracy. This goes far beyond the diffraction
limit of light microscopy and surpasses in accuracy almost
all light-based techniques used for enhancing the axial
resolution.

8.2 Theory

In this section, we develop the full theoretical framework
for describing the fluorescence excitation and emission in



(8.1)

arbitrary planar metal/dielectric structures, such as gold
layers on a glass surface or a metal nanocavity. We start
with the electromagnetic field of an electric dipole emitter
in free space, investigate then its interaction with an
arbitrary nanocavity, derive its emission power, i.e. its
excited state lifetime, consider next its angular distribution
of radiation, which allows us to model the detection
efficiency of observing such an emitter with a microscope
objective, and finally derive the nonuniform excitation
intensity distribution in a nanocavity when focusing light
into it with a microscope objective. This all provides a full
theoretical description of any fluorescence
spectroscopy/imaging experiment in planar
metal/dielectric structures.

8.2.1 Ideal Electric Dipole Emitter

The electromagnetic emission of basically all fluorescent
emitters (organic dyes, fluorescent proteins, luminescent
nano-crystals aka quantum dots) can be perfectly described
by that of an oscillating electric dipole. For finding the
electromagnetic field of an oscillating electric dipole with
dipole moment amplitude  and oscillation frequency  at
position  in a sample medium with
refractive index , we have to solve Maxwell's equations
in the presence of such a dipole. In what follows, we
assume that all fields have the same time dependence 

 as the dipole moment oscillations, and we
consider only the amplitudes of the electric and magnetic
fields. Thus, we have jointly to solve the following
Maxwell's equations



(8.2)

(8.3)

(8.4)

(8.5)

(8.6)

where  is the dielectric constant of the sample
solution and  is the electric current
generated by the oscillating dipole. Thus, we find the
following equation for the electric field  of the dipole
emitter

where  and . Passing to Fourier space
yields the following equation for the Fourier amplitude 

where  is the Fourier space coordinate. Multiplying the
last equation by  yields

so that we finally find

Back-transforming this result to real space yields then the
solution

Performing the integration over the variable  results in



(8.7)

where we used the abbreviations , and 

, and the two-dimensional integration over 

extends over an infinite (Fourier) plane oriented
perpendicular to the optical axis. The -component  of 

 is assumed to have always zero or positive imaginary
part. Eq. (8.7) is the so-called Weyl representation, a plane
wave representation of the electric field of a free oscillating
dipole, which is particularly suited when modeling the
interaction of a dipole emitter with planar
dielectric/metallic structures.

8.2.2 Interaction of Plane Waves with Planar

Layered Structures

Next, we will consider the interaction of the dipole emitter
with a planar structure consisting of a stack of layers of
dielectric and metallic materials with generally complex-
valued refractive indices  and thickness values , where 

 enumerates the layer. For that purpose, we will first
consider the interaction of a planar wave with one interface
dividing layer  and  of such a stack. We first study
the case of a -polarized plane wave where the electric
field vector lies within the incident plane formed by the
wave vector of the plane wave and the normal to the
interface. Furthermore, for simplifying all subsequent
derivations, we will work in a unit system where the
vacuum wave vector has length 1 (vacuum wavelength
equal to ), so that the wave vector amplitude in the 
layer is . Now, the electric field in layers  and  is
given by



(8.8)

(8.9)

where  is the lateral part of the wave vector (parallel to
the interfaces), which has to be the same in all layers due
to the boundary conditions, which requires same
periodicity of the fields on both sides of an interface, 

 is the (generally complex-valued)

perpendicular component of the wave vector in the 
layer, the  are the electric field amplitude vectors,  is
the horizontal (parallel to interfaces) part of the position
vector, and coordinate  is perpendicular to the interfaces.
The incidence angle of the plane waves in the  layer is
defined by . Because the electric field
amplitude vectors have to be perpendicular to the direction
of the wave vector, one has the relations

where  refers to the components perpendicular to the
interface and  to the components parallel to the interface.
The magnetic fields are found via Maxwell's equations to be

, where  are vectors parallel to the wave
vectors  but having amplitude .

The boundary conditions for the electric and magnetic
fields at an interface require that the lateral components of



(8.10)

(8.11)

(8.12)

(8.13)

these fields have to be continuous. Mathematically, this
leads to the matrix equation

where the first line describes the continuity of the lateral
electric field components, and the second line that of the
lateral magnetic field components. This equation leads to
the following relation connecting the electric field
components in adjacent layers:

where we have used the abbreviations  and 
.

Similarly, the boundary conditions for a -wave (electric
field amplitude vectors are parallel to the interfaces) read

leading to the following relation between field amplitudes
in adjacent layers



(8.14)

(8.15)

(8.16)

This kind of matrix formulation is extremely useful for
deriving reflection and transmission coefficients for
arbitrary stacks of dielectric/metallic layers. For example,
for a plane wave incident on a single interface ( ),
one can set  and , which leads to

so that the reflection and transmission coefficients for a -
wave are given by

and similarly for an -wave by

Here again,  stands for  and  for 

, where the propagation

angles on both sides are given by .
Remember that we work in a unit system where the
vacuum wavelength is  and the wave vector amplitudes
are thus .



(8.17)

(8.18)

(8.19)

Next, let us consider the propagation of plane waves
through a stack of many layers divided by interfaces 

. In each layer , we have now to consider the
electric field in layer  at the  interface, which we
denote by , and at the  interface, which we
denote by  (  and  as the first letters of “left” and
“right” when visualizing the stack oriented from left to
right). Then, for the  interface, we have (see
above)

where we have defined the matrices

and

For the propagation of the field from the 
interface toward the  interface in layer , we have
now an additional equation connecting the  with the 

:



(8.20)

(8.21)

(8.22)

(8.23)

with the propagation matrix

Now, we can write the full equation for a plane wave
propagation from an infinite half space (index ) to
another infinite half space (index ) through a
stack of layers with refractive indices  and thickness
values :

And as in the case of a single interface, by setting 
 and , one can calculate the

compound reflection and transmission coefficients via

Please note that these coefficients depend on the lateral
wave vector component  (which is constant through all
interfaces) and thus on the propagation angles  that are
given by . The just found result is quite general



(8.24)

and will be also valid for metallic layers where the
refractive indices become complex-valued.

8.2.3 Electric Dipole Emission

Now, we have everything in place for modeling the
interaction of the dipole emitter with an arbitrary planar
nanocavity. We assume that the emitter is located in a
dielectric layer with refractive index  and thickness ,
which is bounded on both sides by different stacks of
dielectric/metallic layers with compound reflection and
transmission coefficients  and , where we imagine
all layers oriented horizontally so that the index  refers to
the stack above the emitter and the index  for the stack
below the emitter, see Figure 8.1.
To model the interaction of the electric field of the dipole
emitter, Eq. (8.7), with such a cavity, we split the electric
field amplitude vector in Eq. (8.7) into its - and -
polarized component:



(8.25)

Figure 8.1 Dipole emission in a nanocavity.

where the unit vectors  and  are given by 
 and , where the plus

sign  refers to plane waves traveling upward ( ) and
the minus sign  for plane waves traveling downward.
Then, the full electric field inside the cavity is given by the
dipole's source field plus its infinite forward and backward
reflections at the top and bottom interfaces of the cavity. As
we will see, of greatest interest are the fields directly on
the top and bottom interfaces of the cavity. The field at the
top interface is given by



(8.26)

(8.27)

where the  are defined by

These coefficients take into account the multiple back and
forth reflections of the plane waves within the cavity, see
Figure 8.1. Similarly for the field at the bottom of the cavity
( ), one finds

with the  now defined by



(8.28)

(8.29)

(8.30)

The magnetic fields are found by remembering that for
each plane wave component we have  where the
vector  is parallel to the wave vector  of the plane wave
component but having length . Thus, the magnetic fields
are given by the same expressions as the electric fields, but
by doing the following replacements: For the magnetic field

, replace in the equation for 

Knowing now both the electric and magnetic fields at both
interfaces, we can calculate the full emission power of the
dipole via the Poynting vector through the two-dimensional
integrals

where  is a unit vector along the positive -direction,  is
the vacuum speed of light, and a star index denotes
complex conjugation.



(8.31)

(8.32)

(8.33)

For an emitter in a homogeneous environment with
refractive index , the emission power is equal to

where  is the vacuum wave vector amplitude.
Knowing both  and  allows us now to calculate the
change in observable fluorescence lifetime. The core idea is
that the ratio  tells us how much the radiative

transition of a fluorescent molecule from its excited to its
ground state is accelerated. Thus, for a fluorescing
molecule with quantum yield , the observable
fluorescence lifetime  will be given by

One important aspect of the emission power of a dipole
emitter close to a surface or in a nanocavity is that this
power is orientation-dependent. This can be seen when
inspecting eqs. (8.25) and (8.27): the integrands contain
the scalar products  and , which are formed with
the dipole moment vector . However, for an arbitrary
dipole vector , one has

which shows that the in-plane components  of the
dipole moment vector lead to -dependencies of 
and , while the vertical component  leads to an -
independent term. Thus, when inserting all into the integral
on the r.h.s. of Eq. (8.30) and integrating over  (see also



(8.34)

eqs. (8.25) and (8.27)), only expression that vary as ,
, or do not vary in  at all, will survive. This shows

that the total emission rate  factors into

where  is the angle of the dipole moment vector with the
vertical -axis, and  and  are the emission rates for a
purely horizontally or purely vertically oriented dipole,
respectively. Thus, in practice, one has only to calculate
these two extreme cases and has then immediately the
emission rate for any arbitrary dipole orientation.

Figure 8.2 Dependence of the excited state lifetime of an
emitter in water as a function of its distance from a gold-
coated glass surface.



As an example, we consider an emitter in water (refractive
index 1.33) above a thin 20 nm gold layer on a glass
surface (refractive index 1.5) emitting at 670 nm. In that
case, the equations eqs. 8.25 and (8.27) simplify because
there is no reflection from a stack of layers above the
dipole emitter (i.e. ). However, our general
formalism remains fully valid and can be used also for this
simpler problem. The complex-valued refractive index for
gold at 670 nm was assumed to be 
[8]. The resulting fluorescence lifetime curve is shown in
Figure 8.2, for two different emitter dipole orientations
(horizontal and vertical), and assuming a quantum yield of
fluorescence . As can be seen, the presence of the
gold layer on glass dramatically changes the fluorescence
lifetime when the emitter is approaching the surface. This
strong lifetime dependence on distance is the foundation of
Metal-Induced Energy Transfer (MIET) imaging, see
section Applications below.

8.2.4 Angular Distribution of Radiation and

Detection Efficiency

In Section 8.2.3, we have derived all equations required for
calculating the total emission power of a dipole emitter in a
cavity. When observing such an emitter from outside the
cavity, normally by collecting its emission with a
microscope objective, one needs also to know its angular

distribution of radiation (ADR) in the infinite half space
from where one observes. Thus, we need to consider the
electric field outside the cavity. This field is given by
exactly the same expression as derived for the electric field
inside the cavity at , Eq. (8.27), but with the  now
defined as



(8.35)

(8.36)

where the  are the compound transmission coefficient
for the bottom stack of dielectric/metal layers. In the lower
half space, each plane wave component in Eq. (8.27) has to
be additionally multiplied by an additional factor 

 with  describing the plane wave

propagation in the lower half space with refractive index 
(immersion medium of objective). Each plane wave
component with electric field amplitude  is connected
with an energy flux density  along the
direction of its wave vector. This allows us to use Eq. (8.27)
together with the coefficients Eq. (8.35) for writing down
the emission into solid angle 

 as



where the exact factor in front of the squared absolute
values on the right-hand side is found by demanding that 

 in free space (no layers) has to be equal to the
known exact analytical result 
(where again  is the vacuum wave vector
amplitude).
Knowing this ADR, one can then directly calculate how
much light is collected by an objective with a half angle of
light collection  by integrating  from 
to  and from  to . As an example, Figure
8.3 shows the compound ADR for a homogeneous
distribution of emitters with emission wavelength of 500
nm inside a metallic nanocavity formed by two gold layers,
where the bottom layer has a thickness of 10 nm and the
top layer of 1000 nm. Both layers are deposited on glass
(refractive index 1.5), and the complex-valued refractive
index of gold at 500 nm was set to 
[8]. The figure shows a comparison of the ADR for a cavity
formed only by glass without gold cover with that of the
gold coated cavity. Calculations where done for randomly
oriented dipoles, i.e. by integrating the ADR over all
possible orientations of the dipole moment vector . The
density plots inside the cavity show the position-dependent
detection efficiency, which was obtained by integrating the
ADR over the solid angle of light collection of a water
immersion objective with numerical aperture NA = 1.2,
which has a half angle of light collection 

, where  is the refractive
index of water.



(8.37)

Figure 8.3 Comparison of the emission coming from a thin
layer of aqueous solution on glass (right side) with that
coming from a gold covered nanocavity (left side). Shown
are the ADRs as three-dimensional polar plots, and as a
density plot the relative fluorescence lifetime (relative to its
free space value in solution) for emitters with unity
quantum yield.

8.2.5 Excitation Intensity Distribution

Last but not least, we have to consider how well emitters
are excited within a nanocavity. The presence of the cavity
will strongly alter the excitation intensity distribution as
compared to the no-cavity situation. For simplicity, we
consider here the focusing of a linearly polarized plane
wave through an objective (diffraction-limited focus) with
numerical aperture NA into the cavity, see Figure 8.5. In
free space, without the cavity, the electric field distribution
around the focus is given by [9, 10]



(8.38)

where we have assumed that the incoming electric plane
wave is polarized along the  direction in Figure 8.5, 

 is the wave vector
in the objective's immersion medium with refractive index 

 ( ), and the focus position is at . The
unit vectors in Eq. (8.37) are defined (in Cartesian
coordinates) by  and 

. Thus, the electric field is
again given by a plane wave representation, and similarly
to what we did for calculating the electric field generated
by a dipole emitter inside the cavity, we can use the
compound transmission and reflection coefficients of the
two stacks of layers forming the cavity for calculating the
electric field inside the cavity. This is now given by



(8.39)

Figure 8.4 Interaction of a plane wave incident from below
with a nanocavity.
where  is the axial position to which the objective focuses

the light,  is the axial wave vector

component in the objective's immersion medium, and the 
 are defined by (see also Figure 8.4)

where  are the compound transmission coefficients for
plane - and -waves through the bottom of the cavity, and
the  are the compound reflection coefficients inside the



cavity for the bottom ( ) and top ( ) cavity walls (same
coefficients as in eqs. (8.26), (8.28) and (8.35)).
As an example, Figure 8.5 shows a comparison of the
excitation intensity distribution inside and outside a metal
nanocavity. All parameter values (gold layer thickness
values, refractive indices, wavelength, numerical aperture)
are the same as used for the calculation of Figure 8.3. As
can be seen, inside the cavity, the excitation intensity is
strongly nonuniform along the optical axis and enhanced in
the cavity mid-plane.

Figure 8.5 Comparison of the excitation intensity
generated by focusing a plane wave of light through an
objective. Right-hand side shows a density plot of the
intensity distribution in aqueous solution above a glass
surface, and left-hand side a density plot of the intensity
distribution inside a gold covered nanocavity.



8.2.6 Synthesis

With the knowledge of the excitation intensity distribution,
one has the last required information for fully describing a
fluorescence spectroscopy experiment in an arbitrary
planar system. For example, when interested in calculating
the observable mean fluorescence lifetime in a cavity
experiment, one first calculates the position-dependent
lifetime using the equations presented in subsection 8.2.3
and then calculates the mean lifetime as a weighted
average using the product of (position-dependent)
excitation intensity (last subsection) times detection
efficiency (Section 8.2.3) as weight function. However, the
situation is complicated by reorientation effects (rotational
diffusion) of the emitters. Two limiting cases are of biggest
interest: The rotational diffusion of the emitters is much
faster than the fluorescence lifetime (this is typically the
case when studying small organic fluorescent molecules in
aqueous solution), or the rotational diffusion is much
slower than the fluorescence lifetime (large molecules such
as fluorescent proteins or molecules embedded into a
polymer). In the first case, one has to calculate the total
emission rate Eq. (8.34) as an average over all dipole
orientation angles before inserting the result into Eq.
(8.32). In the second case, on has to average Eq. (8.32)
over all orientation angles, which gives often a significantly
different result, see, e.g. [11]. For the intermediate case,
one has to apply a more complicated approach that involves
solving the rotational diffusion equation, and we refer the
reader to Ref. [12]. However, in almost all cases of
practical interest, one usually has to deal only with the
limiting cases of very fast or very slow rotational diffusion.

8.3 Applications



8.3.1 Absolute Quantum Yield Measurements

The fluorescence quantum yield (QY) is one of the
photophysical parameters of an emitter that are most
difficult to determine. The QY is a measure of the
conversion efficiency of absorbed light into emitted photons
and is thus a key parameter of its photophysics [13]. The
era of quantitative QY measurements began in 1924 with
Vavilov's invention of the first reliable method for
measuring the absolute luminescence efficiency in solution
by comparing the luminescent emission with scattering
intensities [14]. Nowadays, the QY is most often
determined in a comparative manner by measuring the
total luminescence emission intensity against that of a
fluorescent standard of known QY [15–18] or against the
scattering intensity of a non-luminescent scatterer [19].
Another way to determine the QY is to measure the thermal
power released after excitation in a so-called thermal
lensing measurement [19, 20]. This method provides one of
the most accurate ways to determine the QY, but it is
technically challenging and requires large sample
concentrations. Finally, the photoluminescence QY value
can be absolutely obtained by measuring the number of
emitted photons per number of absorbed photons using an
integrating sphere setup [21, 22]. While this technique
avoids inaccuracies that typically occur when performing
referential QY measurements, its precision relies on the
correct radiometric characterization of the integration
sphere setup and on the proper account of re-absorption
effects [22].
The fluorescence QY is defined as the ratio of the radiative
( ) to the non-radiative ( ) transition rate from the
excited to the ground state of an emitter



(8.40)

Thus, if one is able to specifically vary either the radiative
or non-radiative transition rate while measuring the total
de-excitation rate  (inverse excited state lifetime),
one can deduce the value of the QY of an emitter. In recent
years, several publications have dealt with the controlled
modification of the radiative transition rate of an emitter by
tuning the local density of states (LDOS) of the
electromagnetic field at its position. As was pointed out by
Purcell, by changing the LDOS of the electromagnetic field
one changes the coupling of an emitter's excited-to-ground-
state transition to that field, thus leading to a modification
of the radiative transition rate [23]. This so-called Purcell
effect has been measured for fluorophores placed between
two gold nanoparticles [24], close to a dielectric interface
[25, 26], to a metallic mirror [7, 27, 28], or to a sharp tip of
a scanning probe microscope [29, 30]. A very efficient way
of changing the LDOS of the electromagnetic field is to
embed an emitter into a plane-parallel optical resonator
[11, 31–35], which allows for precise control of the LDOS
by varying the cavity length. Moreover, this length can be
precisely monitored by measuring the cavity's transmission
spectrum, which eliminates potential systematic errors
caused by mechanical instabilities of the system. We have
recently employed such a tunable cavity to measure the QY
of single molecules at fixed positions inside a resonator
[34], and for investigating the impact of rotational diffusion
on the electrodynamic coupling of dipole emitters to the
cavity modes [11].
We apply the tunable nanocavity for the absolute,
calibration-free measurement of QY values of fluorophores
in solution. The core idea of the nanocavity-based method is
to measure the change of the fluorescence lifetime of a



solution of fluorophores inside a planar metal nanocavity as
a function of cavity length. Changing the cavity length
changes the LDOS inside the cavity and thus the radiative
transition rate of the enclosed fluorophores [36].
Employing a complete and quantitative theoretical model of
the expected change of  as a function of cavity length,
and knowing the full excited-to-ground state transition rate 

 from the lifetime measurement, one can use Eq.
8.40 for fitting an absolute value of the QY. As will be
shown below, this kind of measurement is easy to set up,
yields an absolute and reference-free value of the QY, and
needs only minute amounts of sample (microliters of
micromolar or less concentration). Thus, the method will be
of considerable interest for all applications where rapid and
absolute QY measurements on small sample quantities are
required.
A schematic of the experimental setup is shown in Figure
8.6. A homemade nanocavity consists of two silver mirrors
placed at sub-wavelength distance one from each other.
The bottom silver mirror (35 nm thick) was prepared by
vapor deposition onto a cleaned glass cover slide (thickness
170 m) using an electron beam source (Univex 350,
Laybold) under high-vacuum conditions (  mbar). The
top silver layer (75 nm thick) was prepared by vapor
deposition of silver on the surface of a plan-convex lens
(focal length of 150 mm) under the same conditions. During
vapor deposition, film thickness was monitored using an
oscillating quartz unit and afterward verified by atomic
force microscopy measurements. The complex-valued
wavelength-dependent dielectric constants of the silver
films were determined by ellipsometry (Nanofilm ep3,
Accurion GmbH, Göttingen).
Transmitting light from a halogen lamp through the cavity
results in a white light transmission pattern shown in inset



of figure 8.6 (bottom-right corner). The dark spot in the
center of the pattern corresponds to the center of the
cavity where the mirrors are in direct mechanical contact
with each other. As a result, no constructive interference of
the visible light occurs in that area. The inner color ring
around the dark spot corresponds to the first interference
region of the cavity (so-called /2 region), where the
cavity-induced modulation of fluorescence properties of a
fluorophore is maximized. Larger color rings correspond to
higher orders of interference of the light going through the
cavity. The local cavity length was determined by
measuring the white light transmission spectrum [32, 34]
using a spectrograph (SR 303i, Andor) and a CCD camera
(iXon DU897 BV, Andor).
For the QY measurements, a droplet of a micromolar
solution of dye molecules in water (either rhodamine 6G,
OregonGreen 488, Alexa 488, or Atto 488) was placed
between the cavity mirrors. For fluorescein, we used a 0.1
N aqueous sodium hydroxide solution. Fluorescence
lifetime measurements were performed with a home-built
confocal microscope equipped with a high numerical
aperture objective (UPLSAPO, 60 , N.A.=1.2 water
immersion, Olympus). A white-light laser system (SC400-4-
80, Fianium) with an acousto-optical tunable filter
(AOTFnC-400.650-TN, AA Optic) served as the excitation
source (  nm). The excitation light was reflected
by a dichroic mirror (BrightLine FF484-FDi01, Semrock)
toward the objective. Back-scattered excitation light was
blocked with a long-pass filter (EdgeBasic BLP01-488R,
Semrock). Collected fluorescence was focused onto the
active area of a single-photon detection module (PDM
series, MPD). Data acquisition was accomplished with a
multichannel picosecond event timer (HydraHarp 400,
PicoQuant GmbH). Photon arrival times were
histogrammed (bin width 50 ps) for obtaining fluorescence



decay curves, and all curves were recorded until reaching
at least  counts at maximum. The fluorescence decay
curves were fitted with a multi-exponential decay model,
from which the average excited state lifetime was
calculated. Positioning of the focal spot inside the cavity
was done by moving the sample with a piezo nano-
positioning stage PI P-562.
After placing a 10 l droplet of a micromolar solution of
dye between the cavity mirrors, we recorded fluorescence
decay curves for a series of values of cavity length. The
spherical shape of the upper mirror allowed us to
reversibly tune the cavity length by moving the cavity
laterally with respect to the excitation focus with the piezo
nano-positioning stage. It should be noted that across the
excitation focus, the cavity can be considered as a plane-
parallel resonator [32]. To exclude any influence of
potential mechanical instabilities of the cavity on the
obtained results, we recorded white light transmission
spectra of the cavity before and after acquiring each
fluorescence decay curve. By fitting the white light
transmission curves, we determined exact value of the
cavity geometry. For doing that we had to know the exact
values of the wavelength-dependent complex-valued
refractive index of the silver layers, which we determined
by ellipsometry measurements.





Figure 8.6 Experimental setup. The nanocavity consists of
two silver layers, deposited on the glass surface. The upper
silver layer is sputtered on the surface of a plano-convex
lens, which allows one to tune the cavity length by moving
the cavity in a horizontal plane. It should be noted that
within the focal spot of a diffraction-limited objective lens
focal spot, the cavity acts as a plane-parallel resonator.
Top-right corner: the nanocavity with a droplet of solution
placed between the mirrors. Bottom-right corner: a white
light transmission pattern of the cavity.

Acquisition of fluorescence decay curves was done in a
range of the white light transmission maxima between 500
and 650 nm, corresponding to the fluorescence emission
bands of the selected dyes. Figure 8.7 shows the results of
the measurements for rhodamine 6G, Alexa 488, Oregon
Green 488, Atto 488, and fluorescein (red circles) as a
function of maximum transmission wavelength, which is
linearly proportional to the cavity length. The curves show
a strong, dye-specific decrease of the lifetime values with
increasing cavity length. The solid lines show fits of the
theoretical model to the experimental data, where the only
free fit parameters were the free space lifetime , and the
fluorescence QY value . In the model calculations, we
assumed that the rotational diffusion time is much faster
than the fluorescence decay time, which is justified for
small dyes in aqueous solutions [11]. For determining the
errors of our nanocavity measurement method, we employ
Efron's bootstrap algorithm [37]. The errors typically do
not exceed 2-3% for high QYs and stay within 5% for QYs
below 10-20%.
One of the key advantages of the nanocavity-based methods
is that it allows one to measure QY of complex systems that
are impossible to measure using standard methods. Figure
8.8 summarizes recent QY measurements of various types
of samples. First, the exceptional sensitivity of the method



allowed us to use it even at the single molecule level [34].
It has been shown that single molecules have different QY
when placed inside a solid polymer matrix. Placing 
nanoparticles between the cavity mirrors on a dielectric
spacer showed that their intrinsically disordered structure
leads to a particle-to-particle variation of the QY [35, 38].
The insensitivity of the nanocavity-based method to non-
luminescent species allowed us to measure QY of graphene
nanoparticles [39]. Conventional measurements of QY are
prone to errors when the sample contains also absorbing
but non-luminescent species, which is commonly
encountered in complex systems such as graphene
quantum dots that are either optically inactive themselves
or contain impurities formed during nanoparticle synthesis.
Their presence can lead to a gross underestimation of the
quantum yield of the luminescent species. By comparing
these values with those obtained with a comparative
method, the average size and relative concentration of the
non-luminescent particles were determined.
The nanocavity-based method allows one to measure
several QY values simultaneously in a multi-chromo-phoric
sample. It has been used for measuring QY in a mixture of
three different sizes of semiconductor quantum dots [40] or
even in a mixture of fluorophores emitting and absorbing in
the same spectral range both in liquid and solid phases
[41]. Recently, the method was used for measuring QY of
molecules placed inside a lipid bilayer [42]. Finally, QYs of
23 fluorescent proteins (including photo-switchable ones)
were determined using the nanocavity-based method [43].





Figure 8.7 Cavity-controlled fluorescence lifetime of a
rhodamine 6G, Alexa 488, OregonGreen 488 and Atto 488
in water and fluorescein in 0.1 M NaOH aqueous solution
as a function of the maximum transmission wavelength of
the resonator, which is linearly proportional to the cavity
length. Red circles are the experimental data, blue curves
are fits of the model.  and  indicate the values of the
QY and free space fluorescence lifetime, respectively.

Source: Chizhik et al. [12]/With permission of John Wiley & Sons.

Figure 8.8 Different samples inside the nanocavity: (a)
fluorophores in a solvent; (b) fluorophores immobilized in a
polymer film on a  spacer; (c) a lipid bilayer on a 
spacer; (d) fluorophores placed on the surface of a 
spacer.

8.3.2 MIET/GIET imaging

It was predicted by Edward Purcell in 1946 [23] that
placing a fluorescent molecule in the vicinity of a metal
quenches its fluorescence emission and decreases its
excited state lifetime. From a physics point of view, the
mechanism behind this phenomenon is similar to that of
Förster resonance energy transfer (FRET) [44]: energy



from the excited molecule is transferred, via
electromagnetic coupling, into plasmons of the metal,
where energy is either dissipated or re-radiated as light.
This fluorophore–metal interaction was extensively studied
in the 1970s and 1980s [4], and a quantitative theory
developed on the basis of semi-classical quantum optics [5,
45], see section Theory at the beginning of this chapter.
The achieved quantitative agreement between
experimental measurement and theoretical prediction was
excellent.
Owing to the fact that the energy transfer rate is
dependent on the distance of a molecule from the metal
layer, the fluorescence lifetime can be directly converted
into a distance value (Figure 8.9). The theoretical basis for
the success of this conversion is the perfect quantitative
understanding of MIET [46]. It is important to emphasize
that the energy transfer from the molecule to the metal is
dominated by the interaction of the molecule's near-field
with the metal and is thus a thoroughly near-field effect,
similar to FRET. However, due to the planar geometry of
the metal film, which acts as the acceptor, the distance
dependency of the energy transfer efficiency is much
weaker than the sixth power of the distance, which leads to
a monotonous relation between lifetime and distance over a
size range between zero and 250 nm above the surface.
Experimentally, one needs a standard scanning confocal
microscope capable of fluorescence lifetime imaging
(Figure 8.10), that is, equipped with a pulsed excitation
laser and a single photon avalanche diode. The only
addition that is required for MIET imaging is coating the
substrate with a semitransparent metal film, typically of
10–15 nm thickness. Gold as a coating material combines
such crucial properties as non-toxicity for living cells,
absence of oxidation, and high transparency compared to
other metals.





Figure 8.9 (a) Calculated dependence of molecule lifetime
on its axial position over the metal film. Curves are
calculated for an emission wavelength of 660 nm and a gold
film thickness of 15 nm deposited on an intermediate
titanium layer of 2 nm on the glass cover slide.
Simultaneously acquired fluorescence intensity (b) and
lifetime (c) images of the basal membrane of a living
NMuMG cell grown on a gold-covered glass substrate,
acquired with a standard confocal microscope. (d) Three-
dimensional profile of the basal cell membrane
reconstructed from lifetime image (c) using the curve MIET
calibration curve (a).

Source: Baronsky et al. [48], with permission of American Chemical Society.

The applicability of MIET for live-cell imaging has been
first shown by mapping the basal membrane of living cells
with nanometer accuracy [47]. Knowledge of the precise
cell-substrate distance as a function of time and location
with unprecedented resolution provides a new means to
quantify cellular adhesion and dynamics, as is required for
a deeper understanding of fundamental biological
processes such as cell differentiation, tumor metastasis,
and cell migration.
As a biological model system, three adherent cell lines were
chosen: MDA-MB-231 human mammary gland
adenocarcinoma cells, A549 human lung carcinoma cells,
which are able to form metastasis in vivo models, as well as
MDCK II from canine kidney tissue as a benign epithelial
cell line. Interestingly, significant differences in the cell–
interface distance between a normal epithelial cell and
cancerous cell lines were observed.



Figure 8.10 Schematic of the experimental setup for MIET
imaging. LP filter = long-pass filter.

Source: Baronsky et al. [48], with permission of American Chemical Society.

Figures 8.9(a) and (b) show the measured intensity and
lifetime images that were used to obtain the 3D
reconstruction of the basal cell membrane. Because the
variation of the fluorescence intensity is not only dependent
on the metal-induced quenching, but also on the
homogeneity of labeling, exclusively the lifetime
information was used for reconstructing a three-
dimensional map of the basal membrane. On the other
hand, the intensity distribution was used to discriminate



the membrane fluorescence against the background.
Regions with no cells are difficult to identify from the
lifetime images alone, as the lifetime values can become
exceedingly scattered at low signal-to-noise ratios. Figure
8.9(c) shows the result of recalculation of the lifetime
image into the 3d height profile.
A relatively fast scanning speed of a confocal microscope
that is used for MIET imaging allows to monitor dynamic
processes. Figure 8.11 shows the spreading behavior of
MDCK-II cells. Generally, the spreading process of
adherent cells can be divided into three distinct temporal
phases. The first phase is characterized by the formation of
initial bonds between adhesion molecules and molecules of
the extracellular matrix. This process of tethering is
followed by the second phase, which comprises the initial
cell spreading and that is driven by actin polymerization.
The latter forces the cell surface area to increase by
drawing membrane from a reservoir of folded regions. The
third phase encompasses recruitment of additional plasma
membrane from the internally stored membrane buffer and
extension of lamellipodia to occupy a larger area.



Figure 8.11 Time-elapsed MIET images recorded in 5-
minute time intervals showing the late stages of cell
(MDCK II) spreading on gold. The cell forms tightly
attached protrusions/lamellipodia away from the center of
the cell. The cell occupies a larger area with time and
presses down more closely. A darker color refers to lower
cell–substrate distance. At later stages (k-n), first
lamellipodia are formed that exhibit a low cell–substrate
distance.

Source: Chizhik et al. [47], with permission of Springer Nature.

The axial resolution of the recorded images can be
determined by calculating the standard deviation of cell–
substrate distance. The resolution depends on the photon
rate and varies between 2 nm and 4 nm for typically
measured fluorescence intensities (ca. 5,000–10,000
detected photons per scan position) and can be further
enhanced to 1 nm by increasing the number of detected
photons.
The unprecedented axial resolution of MIET allowed us to
monitor the cell-substrate distance of epithelial NMuMG
cells during the biological process of the epithelial-to-
mesenchymal transition (Figure 8.12) [48]. (EMT) allows



epithelial cells to enhance their migratory and invasive
behavior and plays a key role in embryogenesis, fibrosis,
wound healing, and metastasis. Among the multiple
biochemical changes from an epithelial to a mesenchymal
phenotype, the alteration of cellular dynamics in cell–cell as
well as cell–substrate contacts is crucial. It was shown that,
in the very first hours of the transition, the cell–substrate
distance increases by several tens on nanometers, but later
in the process after reaching the mesenchymal state, this
distance is reduced again to the level of untreated cells.
Dual-color MIET allowed for reconstructing the 3D profile
of the nuclear envelope over the whole basal area of HeLa
cells [49]. The profilometry was done by measuring the
axial distance between the proteins Lap2  and Nup358 as
components of the nuclear envelope and the nuclear pore
complex, with defined localizations at the inner nuclear
membrane and the cytoplasmic side of the protein complex,
respectively (Figure 8.13). The obtained thickness of the
nuclear envelope of 30–35 nm is in very good agreement
with the values that were obtained using electron
microscopy. This study has shown that optical microscopy
allows one not only to measure the distance between the
outer and inner nuclear membrane but also to reconstruct
its 3D profile over the whole basal area.



Figure 8.12 Average cell membrane–substrate distance of
untreated (blue) and TGF- 1 treated NMuMG cells (red)
over time. NMuMG cells detach from the surface by more
than 20 nm on average in response to TGF- 1
administration. After 20 h, the initial cell–substrate
distance is restored. The standard error of mean (SEM) is
illustrated as colored area around the data points.



Figure 8.13 Schematic of the positions of Lap2  and
Nup358 in the inner nuclear membrane and the nuclear
pore complex, respectively. HeLa cells were fixed and
subjected to indirect immunofluorescence using goat anti-
Nup358. Three-dimensional height profiles of the inner
(top) and outer (bottom) nuclear membrane of a typical
HeLa cell nucleus, as determined by MIET imaging. The
outer nuclear membrane roughly follows the profile of the
inner nuclear membrane.
Recently, dual-color MIET was combined with FRET for
studies of cytoskeletal elements and adhesions in human
mesenchymal stem cells [50]. In addition to resolving
nanometric structural details along the z-axis using MIET,
FRET was used to measure the distance between actin and
vinculin at focal adhesions. The analysis of the temporal
evolution of actin heights shows that the actin filaments
move closer to the surface while the cell is spreading and
firmly adhering (Figure 8.14). Although the fibers are
distributed over a broad height range during an early
phase (1–6 h), their distance to the surface reduces around
12h and later time points to 40 nm. On the other hand,
during maturation of focal adhesion complexes, vinculin
aggregates grow larger as indicated by an increase in
height, and the mean height of the actin bundles above the
surface is decreasing. The nanometer-precise height



information along the fibers and of the vinculin clusters
(figure 8.14) gives a detailed picture of stress fibers
anchoring at focal adhesions and spanning the cell at a
slight inclination of below .

Figure 8.14 3D architecture of stress fibers at focal
adhesions changes from 12 to 24 h. Height profiles along
actin filaments and vinculin complexes after 12 and 24 h.
Images a and b correspond to intensity-weighted ensemble
heights of actin and vinculin, respectively, for a cell fixed
12 h after seeding. Images d and e correspond to intensity-
weighted ensemble heights of actin and vinculin,
respectively, for a cell fixed 24 h after seeding. White
points (1), (2), and (3) on the intensity-weighted height
images indicate the starting points of the height profiles
shown in images (c) and (f). They show the height of actin
filaments (circles) and vinculin clusters (triangles) at the
same focal adhesion. The shaded areas mark the 1 -
regions of the height values. Scale bar is 10 m.



Use of single-photon counting detectors for MIET
measurements allows one not only to achieve nanometer
resolution of sub-cellular structures with high labeling
density, but also to do nanometer axial localization of single
molecules. The proof-of-principle study was done by
Karedla et al., where the authors determined the height of
dye molecules deposited on a dielectric spacer of a known
thickness [51]. By varying the thickness of the spacer, the
authors showed that the axial position of molecules can be
determined with accuracy better than 2.5 nm. The excellent
agreement between the known thickness and the height
values that were obtained using MIET showed its
applicability for single-molecule studies with accuracy that
is unachievable with conventional microscopy techniques.
Isbaner et al. used MIET for co-localizing two single
fluorescent emitters along the optical axis with nanometer
accuracy [52]. For this purpose, the authors used step-wise
photobleaching to find the fluorescence lifetime values of
each emitter on one DNA origami pillar, which allowed
them to determine their individual heights from the surface
and thus their mutual axial distance. The determined
distance of 32 11 nm is in excellent agreement with the
design value of 32 nm.
Despite the advantages of gold over other metals for MIET
microscopy, other electrically conducting materials can be
interesting candidates for being used in this method. It has
been recently shown that by replacing a gold layer with
graphene, one can make the MIET calibration curve
significantly steeper (see Figure 8.15) [53, 54]. This, on the
one hand, shortens the measurable range to just a few tens
of nanometers, but, on the other hand, increases the
resolution of the method. Whereas the qualitative
dependence of the MIET resolution on photon number
remains valid for graphene, the steeper curve results in a
higher localization accuracy as compared to the use of a



gold layer. It has been shown that the axial localization
accuracy is enhanced approximately by an order of
magnitude when the gold layer is replaced with graphene
[53, 54]. In particular, sub-nanometer accuracy of GIET is
sufficient to resolve the distance between the leaflets of a
lipid bilayer.

Figure 8.15 (a), The substrate consists of a
titan/gold/titan multilayer or a single graphene sheet on a
glass coverslip, covered by a protecting silica layer if
desired (not shown). A fluorescent molecule within a range
of up to 100–150 nm (for metal) or 25–30 nm (for
graphene) can electromagnetically couple to the layers,
which leads to a distance-dependent quenching of its
fluorescence in the visible spectral range. (b), Fluorescence
lifetime as a function of distance of a molecule from the
surface of a silica spacer of 5 nm thickness deposited on
gold (blue) or graphene (red) layer. Calculations were
performed for Atto655 for a single emission wavelength of
680 nm. The refractive index of the upper medium was set
to 1.33 (water), and the refractive index of glass was set to
1.52.

8.4 Conclusion



We have presented the full theory describing fluorescence
spectroscopy experiments in arbitrary planar
metal/dielectric systems, such as interfaces or
nanocavities. We gave an overview of important
applications of the interaction of fluorophores with planar
metal/dielectrics structures, such as the nanocavity-based
method for QY measurement or MIET microscopy. These
methods require only a conventional confocal microscope
capable of fluorescence lifetime imaging, thus making them
accessible to a wide community interested in fluorescence
spectroscopy or super-resolution microscopy.
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9.1 Introduction

In recent years, the application of quantum mechanical
principles has reached the point of full control of all
microscopic degrees of freedom governing the dynamics of
isolated quantum systems. An early and groundbreaking
milestone was the preparation and observation of a single
trapped ion more than 40 years ago [1]. This breakthrough
was accomplished by using electromagnetic traps to
localize single particles almost to a point in space and laser
cooling to reduce their motion to near the motional
quantum ground state.
The first observations of microscopic particles can be
traced back to Wilson's cloud chamber [2] more than a
century ago. The invention of the Penning trap [3] for
confining charged particles is another important milestone
on the journey toward single particle control. It was once
stated by Dehmelt that an isolated atom at rest in free

space is a spectroscopist's dream [4]. Indeed, the
possibility of slowing the motion of charged particles with
lasers [5] opened the door toward Dehmelt's dream,
enabling new experiments aiming not only to observe but
also to precisely control the individual ions and atoms.



Quantum systems (technical realizations based on certain
physical components are frequently called “platforms”)
used for such applications now include photons, neutral
atoms, ions, artificial atoms such as color center defects
and quantum dots, and more, both at the few particle and
at the many particle level. A common trait of these
quantum platforms is the usage of electromagnetic waves
mostly at optical wavelengths to exert control of the
relevant degrees of freedom. The laser is the pivotal
instrument rendering the advances in this photonic
technology possible. We may furthermore distinguish the
“bottom up”-approach discussed here from an alternative
path (“top down”) starting with many body systems of
ultracold atoms such as a Bose Einstein condensate [6].
In this article, we collect information and resources on the
state of art of preparing, controlling, and applying neutral
atoms with focus at the single and few-particle levels
trapped by optical lattices carried out in our research
group at the University of Bonn.

9.2 Tools for Trapping Single Neutral

Atoms

To confine atoms in space over an extended period of time,
optical pumping and laser cooling [7] play a pivotal role
since only feeble electromagnetic forces based on magnetic
and – most prominently – optical dipole interactions are
available. Furthermore, for many applications, clean two-
level systems in up and down (pseudo-) spin states are
required, which, however, are not naturally available for
most atoms. Optical pumping methods were established
long ago to prepare pseudo spin 1/2 system with excellent
two-level character. With the advent of quantum
information science, we call such two-level system now
qubits. Trapped neutral atoms offer an excellent platform



for realizing qubits and applications in quantum
information processing.

9.2.1 Trapping Neutral Atoms

The development of laser cooling methods in the 1970s and
1980s opened the route to reducing the speed of atoms in a
gas moving at thermal speeds of several 100 m/s down to
the mm/s scale. Especially the unexpected observation of
so-called sub-Doppler temperatures in optical molasses
allowed to slow atomic velocities indeed by more than 5 or
6 orders of magnitude below room temperature taking
advantage of a fairly robust device: the magneto-optical
trap (MOT) [7]. The MOT, which relies on dissipative
friction forces, has become the workhorse for initializing
experiments with cold atoms, both at the few-particle and
the many-particle levels. Conservative trapping forces,
however, are needed to control both the internal and the
motional quantum state of trapped atoms.

9.2.1.1 Magnetic Traps

Magnetic traps were the technology of choice in the early
stages of the quest for trapping and controlling single
neutral atoms [8]. The energy scale of an atomic magnetic
moment of order  in a magnetic field  can be
estimated from . For laboratory fields of order 

, we find that the magnetic energy is approximately

Magnetic traps are constructed with quadrupole or
hexapole configurations and have their potential minimum
located where  vanishes. At the zero-field point of the
trap, however, where the most interesting low energy
states are confined, spin flip transitions (known as
Majorana flops) cause the mixing of trapping and non-



(9.1)

trapping quantum states, yielding strong losses unless
more complex arrangements such as that of an orbiting
potential is made [9]. Furthermore, the internal degree of
freedom, most importantly the orientation of the magnetic
moment, of the atoms is no longer available in a magnetic
trap, neither for quantum control of the motional state of
the trapped atom nor as a qubit system for quantum
information processing.

9.2.1.2 Optical Dipole Traps

Optical dipole traps (ODTs) are based on light–matter
interaction where an atom with an induced electric dipole
moment interacts with a spatially varying light field and
experiences a trapping force toward the high (low) field
intensities for red (blue) detunings from atomic resonance.
Such optical traps have been realized with standing wave
light fields in 1, 2, and 3 dimensions (optical lattices), or
with focused traveling laser beams (optical tweezers). Here
the relevant energy is given by the spatially varying AC
Stark shift energy  with Bohr radius 

 and detuning  of the laser frequency  from
an atomic resonance transition . Assuming that the total
laser power  is focused to , the
classical resonant atomic absorption cross section, and
using the convenient relationship , we
replace  with  the fine structure
constant:



(9.2)

The choice of the detuning factor,  in Eq. (9.1), is a
compromise between obtaining deep trap depths at laser
powers available (calling for small detunings) and reducing
the residual spontaneous scattering rate, which scales as 

 for a far-off-resonance dipole trap, when the
detuning is much larger than the linewidth of the relevant
transitions [10]. Importantly, the different scaling of the
two terms implies that spontaneous scattering can be
strongly suppressed by increasing the detuning to produce
light potentials that behave like nearly perfect conservative
potentials [11]. The processing time is then limited by
residual scattering rates experimentally adjustable to
below 1   even for deeper optical potentials [12].
Let us also estimate the properties of the motional atomic
quantum states, i.e. their energy spacing and the extension
of its ground state wave packet in dipole traps. Assuming a
Gaussian laser beam focused on an ultimate waist size of
order m we have

which for  K makes typical vibration
frequencies of order 0.1–10 MHz even for heavier particles
such as the widely used Rb and Cs atoms experimentally
accessible (see Figure 9.9).

9.2.2 Preparing and Observing Individual

Neutral Atoms

Ions can be confined in space using Coulomb or Lorentz
forces acting on their charge with radiofrequency control
fields, while leaving their internal state almost unaffected.
The first observation of a single trapped fluorescing ion in
1980 [1] opened the door for experimentalists to move from



pure observation of the single quantum particles to a new
era where these particles can be individually controlled. In
contrast to the strong confining potential for trapping ions,
dipole forces acting of neutral atoms make use of the
internal degrees of freedom – the atom polarizability – which
limits their strengths according to Eq. (9.1) much below
typical ion trap depths. It is thus owed to the advent of
efficient laser cooling techniques in the 1980s including the
MOT that neutral atom control became an alternative to
trapping ions where the Coulomb charge has advantages as
outlined for trapping but also disadvantages once
interactions of atoms are of relevance.

Figure 9.1 Fluorescence of a fluctuating small integer
number of Cs atoms in a MOT. Two atom losses (arrows)
indicate radiatively assisted collisions causing losses.
Source: Ueberholz et al. [16]/IOP Publishing/Public
Domain.

9.2.2.1 Single Neutral Atoms in a MOT



First experiments with trapped individual atoms in MOTs
confining the atoms to a typical volume of 20  m diameter
were reported beginning in 1994 [8, 13, 14]. Already with
the MOT setup it was possible to identify phenomena only
observable at the single particle level, including anti-
bunching and fluctuations of atomic orientation via
polarization correlations [15].
Figure 9.1 shows an early example of dynamically evolving
fluorescence record from a MOT showing discrete intensity
levels associated with an integer number of trapped Cs
atoms [16]. The traces also show clear two atom loss
events due to light assisted two body collisions. In fact, the
rate of two body losses can be experimentally adjusted
such that only a single atom at a time can reside in the trap
(collisional blockade [17, 18]).
Even near the center of the MOT both magnetic field
strength and polarizations vary rapidly in space leading to
continued optical pumping of the trapped atom among
magnetic sublevels [15] at all relevant timescales. Thus,
non-dissipative traps offering nearly conservative potentials
are required for controlled applications of single trapped
atoms.

9.2.2.2 Single Neutral Atoms in Optical Dipole Traps

To eliminate the rapidly fluctuating character of the
internal atomic quantum state imposed by the MOT
environment atoms are transferred into ODTs, which in
terms of optical lattices [12] or optical tweezers [18] are
now dominating all experiments with cold atoms both at
the single- and many-particle level. In contrast to magnetic
traps, the magnetic moment is available in ODTs and has
proven to be an independent and hence invaluable degree
of freedom for controlling both internal and external



quantum states of trapped atoms. A detailed account for
the dynamics of single atoms in ODTs is found in Ref. [19].

9.2.2.3 Detecting Single Atoms in MOTs and ODTs

with High Efficiency

In Figure 9.1, we show the fluorescence of a MOT with
individual atoms entering and leaving the trap, where the
integration time of 100 ms lets us extract the integer
number of atoms with visibly good fidelity. For continuous
imaging, trapped atoms are irradiated with slightly red
detuned laser light providing scattering rates up to 
photons/s with no preferred direction. Using off-the-shelf
lenses, imaging systems with numerical apertures (NAs) of
order 0.3–0.5 can be built [20], which allow collection of
about 1% of the fluorescence yield. Thereby, count rates of
order 10 kHz per atom or more are readily achieved. The
signal-to-noise ratio improves when atoms are trapped in
ODTs, since the tighter localization enables spatial filtering
for background suppression. AC Stark shifts of the
fluorescence transition can be straightforwardly
compensated by adjusting laser frequencies.

9.2.2.4 Detecting Single Atoms Using Optical Cavities

Optical cavities can strongly enhance the interaction of an
atom with a light field already at the single photon level.
Consider an atom with classical resonant absorption cross
section  coupled to a cavity field with waist size 

. In a simplified picture a cavity with highly reflecting
mirrors circulates the light field with  roundtrips ( :
cavity finesse) and hence enhances the absorption
probability of the photon up to the cooperativity factor 

, which is a measure of enhancement by the
so-called Purcell effect [21]. For  atomic resonance
transition and cavity photon field become strongly and



coherently coupled and the common energy diagram is split
(Figure 9.2a).
While in early experiments atoms transiently passing a
cavity were detected by this method [23], the conveyor belt
technique (see below) allowed to precisely position trapped
atoms inside the optical cavity field. In Figure 9.2b an atom
entering the cavity suppresses transmission of a probe
laser field on resonance with the empty cavity. While in
past experiments, bulk cavities were used for this purpose
in more recent times fiber Fabry–Perot cavities integrated
with conventional optical fibers have become almost
common place in such applications, representing the trend
toward photonic miniaturization. Excellent fidelity of qubit
state detection of the atom–cavity system can be achieved
with this scheme [24]; for a summary see [25].

9.2.2.5 Detecting the Qubit State of Trapped Atoms in

Free Space

The spin-up and -down states constituting the qubit states
of typical trapped atoms (alkalis, earth alkalis, …) are
typically selected hyperfine states separated by energy
splittings at microwave frequencies. Projective
measurements onto the internal quantum states are
accomplished in destructive and non-destructive ways:



Figure 9.2 (a) Schematic illustration of the coupled atom-
cavity state showing a splitting at perfect resonance ( :
detunings of cavity ( ) and probe laser ( ) from atom
resonance, respectively. Normalized to the atom–cavity
coupling rate ). The red dot indicates the chosen
parameters. (b) Transmission of the probe laser
transmission as a single atom is slowly swept back and
forth across the cavity mode over a distance of 100  m
within 150 ms using a conveyor belt.

Khudaverdyan et al. [22]/IOP Publishing/Public Domain.

(a) The push-out method ejects atoms in one of the spin
states by state selective resonant light pressure form
the trap. Subsequently, all remaining atoms are
detected through resonance fluorescence at their initial
position and thus projected to the other, opposite spin
state. The method is destructive since atoms in the
“wrong” quantum state are lost and hence after each
step reloading of atoms is necessary [26, 27].
(b) Scattering of about  photons requires closing
even weak leaky transitions, which would remove



atoms from the driven closed two-level system. This is
experimentally achieved by means of additional
repumping lasers, which, however, also eliminate the
discrimination of spin-up and -down states. It was
shown that the state selective fluorescence yield
terminated before the loss described above occurs
(photon burst method) is sufficient to selectively detect
the quantum state of the trapped atom [28].

An example demonstrating the excellent quality of the
push-out method is given in Figure 9.3 where many Rabi
oscillation cycles are monitored. With a period of about 16 

s, the measurements show processing times for the qubit
state orders of magnitude shorter than storage times (
10 s) and scattering time of off-resonant photons ( 100 
ms).

9.2.2.6 Detecting the Qubit State of Atoms Trapped in

Cavities

As outlined above, the presence of an atom inside a cavity
can be very efficiently detected by monitoring transmission
of (or reflection off) the cavity [30]. In addition, the atom–
cavity system distinguishes the two qubit states since only
one of them is strongly coupled to the cavity, while the
other one is “dark”. Quantum jumps between the two states
therefore cause the reflection (or transmission) signal of a
probe laser interrogating the atom–cavity system to show a
random telegraph signal, Figure 9.4a. Using Bayes
inference, the qubit state of the system can be dynamically
assigned to the signal and, e.g. the transition rates of the
system can be extracted, as shown in Figure 9.4b,c [31].



Figure 9.3 Rapid Rabi oscillation of single trapped Cs
atoms with 60 kHz frequency. No significant decoherence is
observed during the interrogation time of almost 1
millisecond. Source: Robens [29].



Figure 9.4 (a) Random telegraph signal of a strongly
coupled atom–cavity system. (b) Bayes reconstruction of
the qubit state (c) Probability distribution for the rates.
Source: Kampschulte [31].

9.2.2.7 Detecting the Position of Single Atoms with

High Fidelity

In optical lattices as well as in arrays of optical tweezers, it
is essential to also detect the position, i.e. identifying the
exact lattice site where the atoms are trapped. While for
tweezer arrays with spacings of order 10  m, the
resolution with NAs  is sufficient to discriminate
adjacent micro potentials, in optical lattices neighboring



micro potentials are typically spaced by only  of the
trapping laser field wavelength, i.e. distances below 0.5 
m. Resolving atoms in adjacent sites is thus a technical
challenge and requires advanced methods of image
analysis [32, 33] as well as the construction of objective
lenses adapted to the needs of observing trapped atoms
confined by optical lattices (“quantum gas microscopes,”
see Refs. [34, 35]). Today, EMCCD cameras with still
improving background suppression as well as high
performance numerical image analysis have made position
resolved detection of neutral atoms trapped in optical
lattices well accessible. An example of the fluorescence of
four trapped Cs atoms is shown in Figure 9.5. With the
precision transport methods described below sorting of
atoms for the generation of low-entropy states is possible
and seems scalable to large numbers of atoms [36].

Figure 9.5 Four atoms trapped in a one dimensional
optical lattice. Integration time 100 ms, atom separation 10
lattice sites;

adapted from [29].



9.2.2.8 Simultaneous Detection of Quantum State

and Position

Even when experiments deal conceptually with “single-” or
“few-atom physics,” they are often carried out with an
ensemble of up to several 100 atoms in parallel in order to
speed up the data acquisition process. For each atom of the
ensemble, quantum information is indeed encoded in both
its (integer!) position and spin state. It is therefore
essential to simultaneously detect both the quantum state
and the position simultaneously. Methods used include:

Application of the push out method (see above) and
registration of fluorescence by a high resolution
imaging system and a camera immediately realizes
position detection conditioned on one of the two spin
quantum states. The disadvantage of the method is its
destructiveness.
The state selective photon burst method can be
extended to detect the quantum state and position of
atoms in parallel [37].
In case the initial positions of an ensemble of single
atoms are known, the spin-dependent conveyor belt
(see below) allows to map the internal spin state of
atoms onto position information through state
conditioned transport operations, e.g. shifting or not
shifting atoms depending on their spin by a given
number of lattice sites. Readout of atom positions thus
contains position as well as internal state information
[38].

9.2.3 Precision Transport of Atoms

Loading an optical lattice from a MOT results in statistical
distribution of the atom across lattice sites. Since it
remains difficult to obtain site occupancy in excess of 50%,



[39], it is important to obtain full control of the position as
well as the motional quantum state of the atoms, i.e. single
atoms need to be delivered deterministically to given
positions. Transport of atoms within a given plane can be
achieved for tweezer array by acousto-optic beam
deflectors [40], and for optical lattices by moving the
intensity pattern of the associated standing wave. Here we
concentrate on the latter.

9.2.3.1 Optical Conveyor Belt

The idea of the conveyor belt [41, 42] is very simple:
counter propagating two laser beams at exactly the same
frequency creates a standing wave with a periodic series of
micro potentials with spacing . Using acousto-
optical modulators for both arms, the relative frequency
between the two arms can be controlled with
radiofrequency precision. For instance, a detuning between
the two arms of 1 Hz causes the standing wave to shift by 1
lattice site/s.

9.2.3.2 Spin-Dependent Optical Lattice

As outlined above, it is important to have the magnetic
moment degree of freedom of the atoms available as a
control degree of freedom. Following a suggestion by Cirac
and Zoller [43] it was shown by Mandel et al. [44] that a
wise choice of wavelengths (at the so called magic

wavelength) and lattice polarization state enabled the
realization of a spin-dependent optical lattice. In a
simplified view, a linearly polarized standing wave is
composed of two lattices with orthogonal circular
polarization, Figure 9.6. In a spin-dependent optical lattice,
spin-up and spin-down states of the atom are energy shifted
by only one of the two sub lattices, respectively. Transport
of an atom by means of the optical lattice (see next
paragraph) can hence be conditioned on its spin state!



In early experiments, the range of moving lattices was
accomplished by active polarization using electro-optical
modulators, which was limited by the finite dynamic range
of the polarization rotation [44]. The radio frequency
method overcomes this problem and allows to travel
arbitrarily long distances. In fact, transport distances of
order 1 m should be possible today.

Figure 9.6 (a) State-dependent optical lattices acting
selectively on either one of two long-lived hyperfine states
of a cesium atom. Upper and lower lattices originate from
orthogonal circularly polarized standing wave light fields,
respectively. (b) By choosing a so-called magic wavelength.
Source: Robens [29].

9.2.3.3 Two Overlapped Optical Conveyor Belts with

Orthogonal Polarizations

As indicated in Figure 9.6 arbitrary polarization states of a
traveling light field can be constructed from a
superposition of a right-handed and a left-handed optical
wave. Implementing this concept with optical components
and counter-propagating this light field with a single
linearly polarized reference wave amounts to the creation
of two conveyor belts, which can be fully independently
steered with Å-precision and almost MHz-bandwidth [45].
The purity of the polarization state indeed is only limited by
the inhomogeneity of polarization components.



In conclusion, the spin-dependent optical conveyor belt
allows not only full control on atomic positions – we can
position the two lattices at any relative position and
intensity with each other –, but also provides an essential
tool to access all relevant internal (pseudo spin) and
external (motional) quantum states.

9.2.3.4 Optical Conveyor Belt for Two Dimensions

While for a one dimensional standing wave the concept is
straightforwardly understood and implemented, a more
subtle arrangement is required in two dimensions since the
two orthogonal directions of space interfere with each
other. A good solution was found by Robens et al. [45], who
realized that two orthogonal and independently controlled
conveyor belts could be realized by using a single linearly
polarized reference wave and interfering it with two control
waves at opposing right angles (Figure 9.7b). Sideband
spectra (c) document the 95% ground state occupation in
this lattice. Imaging resolves atoms in adjacent lattice sites
(a), and the action of two independent conveyor belts
oriented along orthogonal directions is shown in (d).

9.2.4 Controlling the Motional Atomic State

Within each lattice site (or tweezer site), it is essential to
render the atom as point-like as possible, i.e. to prepare the
atoms in the motional ground state. Since the vibrational
states of trapped atoms have large separations of order
100 kHz and more sideband cooling methods can be
applied, where coherent transitions remove a quantum 
of vibrational energy and a repumper closes the optical
cycle. With neutral atoms, coherent transitions between
motional states are typically induced via Raman two photon
transitions coupling different hyperfine levels for alkaline
or even simpler for alkaline earth atoms with narrow
transitions . This state decays automatically to the



ground state and does not even require a pumper, nor a
repumper.
The spin-dependent optical lattice offers a simplified
microwave driven cooling method: If the spin-up and the
spin-down lattices are slightly displaced from each other
through the spin-dependent control technique described
above, microwave transitions can conveniently drive side
bands of spin flip transitions, i.e.  and
vice versa. Experiments investigating microwave cooling
properties (Figure 9.8) have also shown that heating
processes caused by lattice fluctuations can be kept at
levels not impairing coherent quantum processes.



Figure 9.7 The most advanced version of the 2D optical
conveyor belt. (a) Apparatus with high NA microscope
objective and a fluorescence image of two atoms spaced by
0.7  m. Source: Dr. Stefan Brakhane (b) Interference
arrangement of the spin-dependent 2D conveyor belt. (c)
Sideband spectra showing 95% 3d ground state occupation.
(d) Camera image indicating 2D spin-dependent transport
of four atoms.
It is clear that once atoms are cooled to a single ground
state coherent excitation of any -vibrational state can be
achieved by selecting a suitable displacement of the -
lattices and driving microwave -pulses. This is



documented by the spectrum shown in Figure 9.9: It
displays all motional states provided by a sinusoidal optical
lattice. It clearly shows the equidistant spacing deep inside
the lattice and a series of (unresolved) levels towards the
“ionization threshold” [46].

9.2.5 Addressing and Controlling the Atom

Position

Initially atoms are randomly distributed across the lattice
sites. Using movable optical tweezers steered by acousto-
optic deflector, it is now straightforward to arrange 100 or
more atoms in to ordered patterns [48, 49]. For our optical
lattices, we employ the spin-dependent conveyor belt,
which allows us to transport atoms conditioned on their
spin state, with Å-precision and at almost MHz bandwidth.
All transport protocols need to initially find and address
atoms at specific sites (e.g. where they had been detected)
and apply subsequent deterministic transport operations.
There are numerous different protocols for atom position
control available depending on the specific application.
Here we only give few examples.





Figure 9.8 Sideband spectra of neutral atoms subject to
microwave cooling in a spin dependent optical lattice. (a)
Before cooling; (b) after cooling. The effective temperature
can be inferred from the ratio of the red to the blue
sideband and indicates about 95% ground state population
in this case. Source: Robens [29].

For addressing a trapped atom following position detection,
active discrimination of its position can be achieved
through e.g. focused interaction with a laser beam, a
method widely used with ion traps. Here we instead
concentrate on magnetic field gradients encoding the
atomic position by means of the spin flip transition
frequencies. An example of such a procedure is shown in
Figure 9.10. The experiments showed deterministic
transport of atoms with high fidelity [41].
Specific transport protocols depend on the desired
application, where we restrict ourselves to two simple
examples:



Figure 9.9 Spectrum of vibrational quantum states in a
deep sinusoidal optical dipole trap (optical lattice) by
monitoring transitions. The transitions were monitored by
initializing an atom in a spin-down motional ground state
with . By slightly displacing the spin-up lattice from
perfect overlap with the spin-down lattice, all carrier and
sideband transitions  become accessible [47].



Figure 9.10 Position-dependent microwave addressing of
atoms using a magnetic field gradient. (a) Averaged image
of 20 initial distributions of atoms, which are trapped in the
optical lattice. (b) Averaged image of the 20 distributions
after employing a position-dependent Gaussian-shaped
microwave -pulse and the push out beam. (c) Vertically
integrated image, normalized to the initial distribution. The
red line represents a Gaussian fit. (d) Resulting magnetic
field gradient calibration after repeating several position
dependent microwave spectra for different transition
frequencies, each represented by a blue dot. The black
square represents the data shown in (a)–(c). Error bars are
smaller than the dots [29].



Figure 9.11 Operations to induce a quantum collision of
two particles. (a) Sorting algorithm to generate low entropy
states [36]. The lattice for the spin-up atoms serves as a
storage register, while the other lattice for the spin-down
atoms serves as a shift register. (b) Illustration of the multi-
particle quantum walk scheme. When two atoms meet on
the same site, they can interact through ultracold
collisions, potentially assisted by microwave-induced spin
rotations.

Transporting a single atom to a predefined location
while leaving all others at rest. Here all atoms are
initialized in e.g. the spin down state. Afterwards, a
specific atom is selectively addressed via a microwave
pulse rotating the atom to the spin-up conveyor belt.



(9.3)

Then the spin-up transport operation will act only onto
this atom.
For a collisional interaction of exactly two atoms, the
procedure in Figure 9.11 can be used. Arbitrary atomic
positions are initialized, and one of the atoms is
transported to a site adjacent with a second atom. The
final step superposes the two atoms in space where
microwave pulses may induce simultaneous spin
rotations.

9.3 Quantum Control of Single

Trapped Atoms

The quantum states of the trapped atoms are product
states given by

where  is the internal spin state,  the lattice site (or
tweezer index in a tweezer array), and  the motional
state. We have shown in Sections 1.2 that we can
determine and initialize all quantum numbers of a trapped
single atom with high fidelity. The atom exhibits quantum
character when it evolves into a superposition of the states
in Eq. (9.3). Superpositions of the internal spin state are
indeed common place, and in fact, experiments with
trapped single atom qubit states closely resemble operation
of single atom clocks, cf. Figure 9.3. Similarly coherent
preparation of vibrational levels following initialization of
atom in their motional ground state follows well known
routes from, e.g. ion trapping experiments.



A more specific characteristic of single trapped neutral
atoms is the possibility of delocalizing them over different
positional states. It is hence most interesting to explore
spatial quantum state superpositions of different lattice
sites .

9.3.1 Quantum State Transport

The first question to ask is: if an initial superposition of
internal quantum states is created, e.g. by coherent
microwave -pulses – does it survive transport over
significant distances, i.e. across at least several of lattice
sites? Or does the transport cause rapid decoherence
leaving atoms after transport in a mixture of states? The
latter would render the trapped atoms tiny but effectively
classical objects with respect to transport operations. The
experiments, however, confirm that atoms are true
“quantum marbles” and may e.g. be used for interesting
protocols involving the quantum information stored in the
spatial degree of freedom.
Experiments have used Ramsey spectroscopy techniques
where an internal quantum coherence is induced at an
initial site and which is phase sensitively interrogated after
transport to another site. Experiments [2650–52] give a
clear answer: internal quantum state superpositions do
survive transport operations! Excellent fidelity can
furthermore be obtained by applying optimal control
strategies to the transport process, as described below.

9.3.2 Quantum Speed Limit of Atomic Motion

A question closely related to quantum transport is: how fast
can we transport an atom by accelerating and decelerating
the optical lattice without loosing quantum coherence?
Ramsey interferometry provides a sensitive tool to
investigate this question: We create a (spin-up) copy of a



(spin-down) atomic ground state wave packet (which
amounts to a Gaussian coherent state), which we leave as a
reference wave at rest. We now study the fidelity after
deterministic transport over a single lattice site and back.
The transport operations are optimized using optimal
control strategies in order to eliminate motional
excitations, which would otherwise occur for fast transport
operations, i.e. when the adiabatic conditions are not
fulfilled. After the return the interference of the incoming
with the reference wave packet is monitored using Ramsey
spectroscopy. The fidelity is directly reflected in the
contrast of the recorded Ramsey interference fringe. The
measurements show again that quantum state transport is
robust up to the so-called quantum speed limit [53]. For
even faster transport, i.e. exceeding the quantum speed
limit, the transport fidelity significantly drops because,
fundamentally, motional excitations cannot be longer
controlled, unless the trap depth is further increased.

9.3.3 Quantum Delocalization

In Born's interpretation, the spatial wave function of
quantum objects is associated with a probability
distribution to find the particle at any point in space after a
projective measurement is carried out. In the case of an
optical lattice, this measurement amounts to detecting the
position of an atom as shown in Figure 9.5. In fact, finding
an atom at a discrete position yields an integer quantum
number, , associated with its lattice site.

9.3.3.1 Spin-Dependent Transport

An atom initially prepared in a single lattice site and a pure
spin state will be transported by “its” optical conveyor belt
either to right or to the left, depending on its spin state, see
Figure 9.6. After multiple repetitions, the distance traveled
by the atom will grow linearly. For the other spin state, the



same situation exists for the conveyor belt associated with
the orthogonal polarization state of light [45].
The most interesting situation occurs, when initially an
internal spin superposition state is created. For a one-
dimensional conveyor belt, an atom prepared in a
superposition of both spin states is shifted into opposite
directions at the same time: The internal spin superposition
is thus mapped onto a spatial superposition state, which
delocalizes (here: separates) the components of the spatial
wave function by two or even very many lattice sites (see
below, quantum walks) with a potentially large spacing in
between. For instance, the two trajectories of the single
atom interferometer in Figure 9.12c are easily resolved
with a microscope. Note that in this case we
deterministically create (single particle) entanglement
between internal and external degrees of freedom, e.g. 

.

9.3.3.2 Single-Atom Interferometer

It is clear that the spin-dependent transport protocol
described above amounts to the realization of a spatial
atom “splitter.” This is in close analogy with an optical
polarizing beam splitter, where impinging photons in a
superposition of the two polarizations exit the beam splitter
in a superposition of both output ports. We can extend this
analogy to optical interferometers to describe the splitting
and recombination of quantum trajectories of an atom. An
example of a Mach–Zehnder-like single-atom
interferometer is shown in Figure 9.12 [54].

9.3.4 Quantum Walks of Single Atoms

Quantum walks are the multiple trajectory extension of the
two trajectory interferometer discussed above.



The idea is illustrated in Figure 9.13a. Each step of a
quantum walk consists of two operations acting on the
“walker”:





Figure 9.12 (a) Schematic of a single-atom four-step
Mach–Zehnder interferometer. A -pulse brings the
atom into a superposition of two spin states, which are then
shifted to a separation of four lattice sites. After remaining
at this distance for a given time, they are recombined and a
final -pulse with control phase  maps the phase
difference into state populations. (b) The experimental
sequence represented in elementary operations. With the
spin-flip operations, it is sufficient to shift the conveyor belt
back and forth by a single site in order to achieve large
spatial separations of the atom trajectories. (c) Here the
interferometer separation reaches m using 44 shifts.
The images were made by recording two times after half
the sequence, finding the atom right or left. (d) Discrete
signal of individual atom events while scanning the
interferometer phase . (e) Interferometer fringe
averaged over many single-atom events. Source: Steffen et
al. [54]/with permission of National Academy of Science.

A “coin operation” causes a spin rotation. Most often,
the rotation angle is chosen equal to  pulse,
meaning that the coin operation realizes a Hadamard
gate.
A “shift operation” causes a step to the left or the right
conditioned on the spin-up or spin-down state.

This protocol is called a “discrete-time” quantum walk
since the “time” can be thought to evolve in discrete and
deterministic steps. The duration of operations is only
technically limited; for instance, transport times of order of

 can be achieved, limited by the maximum trap depth
of the optical lattice potential. In contrast, “continuous-
time” quantum walks rely on tunneling processes studied,
e.g. with quantum gas microscopes in shallow optical



lattices, where the “step” duration is intrinsically limited to
longer time scales of order 1 ms [56, 57].

Figure 9.13 (a) Quantum walks: multiple repetitions of the
coin-shift operation. (b) Trajectories (e.g. trapped atoms)
with multiple interferences. (c) Twelve step quantum walk
with initial state in spin up. (d) Forty step quantum walk
with initial state in a superposition of spin-up and spin-
down states.

Alberti et al. [55]/IOP Publishing/Public Domain.

An -step quantum walk, which consists in a -fold
application of the step operation, will then cause the
interference of multiple trajectories in every lattice site
accessible by the walker, as conceptually shown in Figure
9.13b. In Figure 9.13c,d, we show the experimentally
recorded probability distribution of the quantum walk
process: the spread of the probability distribution grows 

. The linear growth in the number of steps 



stands in striking contrast to the classical equivalent of
random walks. Note that the quantum walk can be reduced
to its classical equivalent by allowing for decoherence in
between the steps, which experimentally is simply done by
inserting a long idle time between steps. Then the quantum
walk turns into a classical random walk, where we expect
the spread to grow diffusively . Unitarity of the
quantum walk operations in contrast also allows to reverse
the quantum evolution. In Ref. [58], it was shown that
indeed reversal of the quantum walk refocuses the
distribution back to the initial site, where decoherence also
causes a diffusive pedestal to appear. In Figure 9.13, the
influence of decoherence can be seen with the slight cusp
of the distribution near the initial position “0.” By
theoretical analysis, this deviation from a perfect quantum
walk can be traced to the result of spin decoherence [55].

9.3.5 Applications of Quantum Walks

There are several applications of quantum walks as a tool
for quantum information science [59], quantum
simulations, and fundamental tests. In relation to the latter
two, let us present a couple of examples:

9.3.5.1 Electric and Magnetic Quantum Walks

An atom in an optical lattice performs a quantum walk over
a periodic array of lattice sites. It is hence interesting to
investigate the motion of a single walker in this periodic
potential and apply a constant force. This situation
resembles electric forces acting on electrons moving in a
periodic crystal potential and gives rise to the notion
“electric quantum walk.” With an optical lattice, a constant
force is simulated through the inertial force of a constant
(spin-independent) acceleration of the optical lattice
imposed by the conveyor belt. Note that in experiments,



there is enough time left to study quantum walks under this
condition of an accelerated reference frame, before the
system moves out of the field of view of the microscope.
For discrete time quantum walks the extra force is
accounted for by an extra phase  imprinted on the
atom, depending on the (integer) lattice site  [60]. This
phase (note the gauge-field character) is experimentally
tuned by varying the acceleration (or the duration of the
acceleration operation). For “rational” electric fields, 

, where  and  have no common factor, we
observe spreading oscillations of the walker distribution in
space with signatures of refocusing after  steps,
reminiscent of Bloch oscillations of electrons in a periodic
crystal. For “irrational” electric fields, e.g.  with 

 the golden ratio, in contrast, the
spatial distribution of the walker experiences dynamical
localization for all times.
Following the realization of “electric quantum walks,” the
interest in the magnetic analog is readily justified. While
for the electric force simulation, a one-dimensional lattice
is sufficient, magnetic forces need an advanced concept to
simulate two-dimensional gauge fields. In [61], protocols
for neutral atoms walking in a two-dimensional optical
lattice are proposed: An atom walking in a few steps
around a closed loop acquires a so called Peierls phase.
Here experiments remain one of the future challenges.

9.3.5.2 Test of the Leggett–Garg Inequality

The superposition of multiple trajectories in quantum walks
is an essential aspect, which makes the motion of the
“walker” in space truly quantum. There exist, however,
alternative theories to standard quantum mechanics,
known as macro-realistic theories, which postulate the
presence of spatial decoherence terms modifying the



coherent Schrödinger equation [62]. In this framework, the
walker can take well-defined (classical) trajectories with a
certain probability, which depends on the relative
magnitude of coherent vs. decohering terms in the
equations that describe the motion of massive particles
such as Cs atoms. Leggett and Garg haven constructed an
inequality [63], which allows to distinguish (more precisely
falsify à la Popper) whether the walker has evolved along
well-defined trajectories. One prerequisite for these
experiments is the ability to perform ideal negative
measurements, i.e. being able to detect the absence of a
particle in places where the particle is not, without – from a
macro-realistic point of view – disturbing the subsequent
evolution of the particle. Such ideal negative
measurements can be performed with the atom quantum
walk platform, which offers the possibility of direct
manipulation of individual trajectories involved in the
walker propagation. The experiments [64] show a strong
violation (6  ) of the Leggett–Garg inequality, thus
rejecting macro-realistic interpretations. At the same time,
the experimental data are in excellent agreement with the
expectation from standard quantum theory. Thus, we can
justifiably call these experiments quantum walks.

9.3.6 Single Atoms as Sensors

9.3.6.1 Single Atoms as Localized Quantum Probes

In all experiments presented so far, the atoms were
isolated (i.e. embedded into an electromagnetic vacuum).
One interesting line of experiments follows the question
what properties can be expected if single atoms are
immersed into another quantum system made of potentially
many particles. The larger quantum system effectively
constitutes a controllable environment for the single
particles. The scheme of such experiments based on the



single atom methods described above is shown in Figure
9.14 [65]. Studies of the dynamic behavior of single atoms
in cold quantum gases show applications [66] of the single
atoms as very localized probes for extracting local
properties of the larger quantum system, including
thermodynamical quantities such as the local temperature,
which is relevant when the larger system is not at
equilibrium.

9.3.6.2 Single Atoms for Environmental Applications

Trace elements are important indicators of dynamical
environmental evolutions or also hazards. The methods
developed for detecting and controlling for basic physical
research have indeed also been adapted to detect very rare
elements such as noble gases Ar and Kr (ATTA-
method, Atom Trap Trace Analysis) [67, 68]. The ATTA
method draws its advantage from an enormous selectivity
for the isotope under observation and is able to provide
count rates of order 1 atom/h and below.



Figure 9.14 Schematic example of immersing single Cs
atoms by means of a conveyor belt into an ultracold gas of
Rb atoms. Source: Spethmann et al. [65]/American
Association for the Advancement of Science.

9.4 Short Conclusions

We have presented an overview on methods and
applications to gain quantum control of single neutral
atoms. Many experimental techniques are now mature and
available to address new questions in more complex
quantum systems. The “bottom-up” approach meets with
the “top-down” scheme to gain insight into many-body
phenomena at the constituent particle level. At the few-
particle level, enhanced atom–atom interactions induced by
Rydberg-blockade-type schemes have opened new routes to
control, e.g. atom–photon systems [69]. A merger of the
recent techniques for controlling Rydberg excitations with
the experimental approaches presented here, in particular
the possibility of moving and delocalizing single atoms in



space with high fidelity, may offer improved quantum
control in the future.
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Entanglement of separated stationary qubits serving as
quantum memories is the key ingredient for future large-
scale quantum networks [1] enabled by using quantum
repeater protocols for the efficient communication of
quantum information over large distances [2]. Such
networks are key to perform, e.g. distributed quantum
computation, secure communication over long distances, or
precise clock synchronization [3]. In this context, the so-
called device-independent (DI) protocols for self-testing of
connections between quantum nodes arose [4, 5] and
acted, besides tests of extensions of quantum physics based
on Bell's inequality, as strong driver for experiments on the
distribution of entanglement.
This chapter shows, how entanglement between two single,
neutral  atoms can be achieved. For this, single atoms
are trapped [6] in two setups  apart. To create
entanglement between the atoms, the spin of each atom is



entangled with the polarization of a single photon
employing excitation and spontaneous photon emission [7,
8]. The emitted photons are coupled into single-mode
optical fibers and guided to a photon measurement setup.
The successful detection of the two photons in entangled
states, i.e. a Bell state projection measurement of the two
photons, swaps the entanglement to the atoms [9–11]. It
also heralds the atom–atom entanglement and allows for an
event-ready measurement of the atomic state. The
measurement of the atomic states is based on a state
selective ionization and a subsequent detection of the
ionization fragments [12–14] and makes an efficient
measurement of the atomic state possible in less than 

 [15], enabling space like separation of parallel
atomic measurements [16]. The short time this
measurement requires is essential especially for so-called
loophole-free tests of Bell's inequality and the application of
device-independent protocols as it is sufficient to separate
the laboratories by approximately  (Figure 10.1).
In the following, we will introduce both the experimental
setup required to trap atoms and to generate atom–photon
entanglement and the main experimental methods. First,
the main features of rubidium are discussed, which will be
used for the experiments discussed herein. This is followed
by a description of the setup used to trap single neutral
atoms, along with the procedure to control and measure
the atomic state. Finally, the process of creating
entanglement of two single atoms in separated traps is
described. At the end, we briefly summarize the first
applications already enabled by such entanglement
distribution.



Figure 10.1 The location of the two laboratories at the
main campus of Ludwig-Maximilians-Universität in Munich.
Laboratory 1 (Lab 1) is located in the basement of the
faculty of physics at Schellingstraße 4. Laboratory 2 (Lab
2) is located in the basement of the department of
economics at Schackstraße 4. Both labs are connected with
glass fibers for communication and for guiding the
fluorescence photons emitted by the atoms. Source: Map
data provided by State Office for Digitization, Broadband
and Surveying.

10.1 Qubit Encoding in Rb

To realize an atomic qubit, an atom with suitable quantum
states is needed. For that purpose, the element needs to
fulfill certain requirements. The first is the possibility for



entanglement of the stationary atomic qubit with a “flying”
qubit to distribute the entanglement over long distances.
Next, in view of applications based on tests of a Bell
inequality, the qubit should allow for a high-fidelity readout
within a time short relative to the distance between atomic
quantum memories, and finally, the atomic coherence time
must be long enough to measure the atomic states with a
high state fidelity also after entanglement generation. The
alkali metal rubidium is chosen as the quantum states of its
single valence electron are particularly well suited for this
kind of experiment. Of the two naturally occurring isotopes
85Rb and 87Rb, the latter with nuclear spin of  is used
due to its better fitting hyper-fine level structure.





Figure 10.2 Level scheme for the valence electron of 
[17]: the ground state  is split in two hyper-fine levels 

 and . The excited state  is split also in two
hyper-fine levels  and  while the excited state 

 is split into four hyper-fine levels , , 
and . All hyper-fine levels are additionally split into
Zeeman sublevels . The transition wavelength for  to 

 is 795 nm and for  to  is 780 nm. The
atomic qubit is encoded in the 
ground states with  and 

 (blue). Source: Adapted from
Steck [17].

The qubit is encoded in the degenerate Zeeman substates 
 of the  ground state (Figure 10.2),

satisfying all listed requirements. The spontaneous decay of
the  hyper-fine level of the  excited state to the
ground state generates a photon whose polarization state is
entangled with the Zeeman state of the  of the 
ground state. Dipole selection rules allow to individually
address the Zeeman states with polarized light. By this
method and by additionally employing particle detectors, a
fast and efficient readout scheme can be implemented. As a
down side, the employed Zeeman states are highly
susceptible to magnetic and light fields, which need to be
controlled to enable long state coherence (Section 10.4).
For using single 87Rb-atoms as stationary qubits, or as a so-
called quantum memory, the atoms need to be trapped and
well localized. The methods of optical dipole trapping in
combination with laser cooling are well suited for this



purpose. For an optical dipole trap (ODT) [18] as employed
here, it is necessary to first slow down the atoms before
trapping by cooling them [19].  can be conveniently
laser cooled via Doppler cooling [20]. Here, radiation
pressure and the Doppler effect are employed to slow down
atoms.
Formal definition and nomenclature of atomic and

qubit states: For convenience of the reader, the following
simplified notation shall be used henceforth: the hyper-fine
states (  and their associated Zeeman states ( ) of the 

 ground state are written as . If not mentioned
otherwise, the Zeeman states are defined with respect to
the quantization axis introduced in section 10.2 (Figure
10.4). With this, the qubit states are defined as 

 and .

10.2 Trapping Single Atoms

Central to the experiment are the two traps for single 87Rb-
atoms, which are set up in two laboratories  apart on
different sides of the campus (Figure 10.1). For trapping of
atoms and obtaining long coherence times, it is necessary
to isolate them from the environment. Collisions with other
atoms and molecules can only be suppressed in an
ultrahigh-vacuum (UHV) environment. In addition to an
UHV-vacuum chamber (pressure below ), a good
optical access for the many laser beams is required and
also particle detectors for the fast and efficient atomic-state
measurement of ionized atoms. All this can be achieved
using a specially designed glass cell, which is attached to
the steel part of standard UHV components. This glass cell
is specially coated for allowing to control electric fields and
designed such that both particle detectors can be placed



inside, all without impeding optical access to the trap
region (Figure 10.3) [15, 21].
To actually trap atoms inside the vacuum chamber, a two-
step scheme is implemented: first, a magneto-optical trap
(MOT) [22] is used to obtain a cloud of cooled, trapped
atoms with a diameter of about  containing on the
order of  atoms [8]. Doppler cooling and especially so-
called polarization gradient cooling [23] result in
temperatures of only 30–  [16, 24].

Figure 10.3 The glass cell connected to the main UHV set-
up: the two particle detectors for the fast atomic state
readout are placed close to the region of the trap.
At this point, the atoms are slow enough to be captured in
an ODT [18, 25]. It relies on the interaction between an
induced atomic dipole and a light field. The latter is far
detuned from any transition such that other potential



effects, such as optical excitation and photon scattering,
can be neglected. The light field thus acts like a
conservative potential, depending on the detuning and local
intensity of the light field. For Gaussian light beams, one
obtains with good approximation an harmonic potential
with the deepest point at the point of highest intensity. It is
typically shallow and allows only the trapping of very slow
atoms with an energy equivalent of a few mK.
To implement the ODT in our experiment, a laser with a
wavelength of  is focused at the position of the
cloud of cold Rb-atoms trapped by the MOT. The focal
waist of the laser is  with a Rayleigh length of 

 [15] where only one single atom can be
trapped due to collisional blockade effects [6, 26]. This
waist size together with an optical power of  results
in an trapping potential . The transverse
and longitudinal oscillation frequencies of atoms in the trap
are  and  [16].
To enable the atom being used as qubit, it is not only
necessary to trap a single atom, but also to be able to
collect and detect light emitted by it. Here a confocal
configuration with a single high numerical aperture (NA)
microscope objective1 is used to focus the ODT laser and to
collect the fluorescence light (Figure 10.4). The microscope
objective is designed for both wavelengths  and 

 and thanks to its long working distance, it can be
mounted outside the vacuum setup to collect the
fluorescence light from inside the vacuum glass cell. A
dichroic beam splitter separates the light emitted by the
atom with a wavelength of  from the  laser
used for the ODT. The fluorescence light is then coupled
into a single-mode optical fiber and guided to the single
photon detection setup (Figure 10.11). The combined
collection and detection efficiency of the fluorescence light,



, is ca . This low efficiency is due to the small
fraction of light that can be coupled into the optical fiber by
the microscope objective, which is limited by the collection
and aberration effects and transmission losses in the fiber 

.
The procedure to trap a single atom runs as follows: first,
the cooling beams, the current in the quadrupole coils, and
the dipole trap laser are switched on. By this a cloud of
cold atoms is trapped by the MOT. One of these cold atoms
eventually enters the dipole trap potential and is trapped
there provided it scatters light inside the potential. The
ongoing scattering of cooling light from this atom enables
one to observe the trapped atom due to an increase in the
photon detection rate. If the photon detection rate is above
a certain threshold, the current in the quadrupole coils is
turned off. The cloud of cold atoms thus dissipates, while
the single atom in the ODT remains trapped, and is now
ready for experiments. If the atom is lost after some time
the photon detection rate drops back to the background
level. As soon as the photon detection rate is below a
certain threshold, typically set lower than the first one
(Figure 10.5), the current in the quadrupole coils is turned
on to restart the trapping sequence.



Figure 10.4 Confocal ODT and fluorescence collection
setup: the linearly polarized ODT laser (magenta) is
focused with a microscope objective at the position of the
atom cloud trapped by the MOT (red arrows: cooling
beams) inside the vacuum glass cell. A single atom is
trapped a the point of highest intensity (focus) of the ODT
laser (black dot: position of the trapped single atom). The
fluorescence light emitted by the trapped single atom (red)
is collected with the same objective. The collection of the
fluorescence light via the microscope objective into the
single-mode fiber defines the quantization axis of the
system. The coordinate system of the experiment is defined
so that the -axis coincides with the quantization axis.



Figure 10.5 Trace of photon counts: photons collected in
the confocal setup are registered by single-photon detector
with the count rate integrated for  (blue). The
background count level is caused by the cooling beams and
has an average of  in . If an atom is
trapped the average counts rise to . The threshold
above which an atom can be considered trapped is 

 (green). If fewer than  (red) are
recorded, the atom is considered lost. This hysteresis is
needed to identify correctly whether an atom is trapped or
lost.

10.3 State Preparation, Control, and

Measurement of Single Atoms

After trapping the single atoms, they are ready to be used
as atomic qubits. For this it is necessary to prepare,
control, and measure atomic states with high fidelity. For
the creation and detection of long-distance entanglement
via entanglement swapping, it is necessary to entangle the
atomic qubit with a photon, perform measurements of the
qubit state, and control the coherence of these states.



10.3.1 Creation of Atom–Photon Entanglement

Spontaneous emission of an excited atom generally leads to
entanglement of the emitted photon state with the atomic
state after the decay. The atom is first prepared in the 

 state and then excited to the 

 state via a short laser pulse. The preparation

of  is performed via optical pumping
[27] using multiple, polarized light beams resonant to the
transition between  and  and 

light resonant to the transition between  and 

.

Next, the atom, prepared  ground
state, is excited with a short laser pulse that is  polarized
to the  state. The excited state decays
with a short lifetime of  [17].
After preparing a sufficient population in the 
state, the atom is excited with a short laser pulse that is 
polarized to the  state (lifetime ) from
where it decays back to the ground state. From this state
the atom only decays to the  ground state via
three possible decay channels (Figure 10.6) to 
while emitting a  (left hand circular) polarized photon, to

 while emitting a  (parallel to the quantization
axis) polarized photon, and to  while emitting a 
(right hand circular) polarized photon. These processes
occur with equal probability of . Considering quantization
along the -axis, which is defined by the collection optics



of the experiment (Figure 10.4), the entangled atom–
photon state has the form

Figure 10.6 Creation of atom–photon entanglement via
decay from the  state resulting in the
entangled atom–photon state 

.

As light is not coupled to the single-mode fiber, we are
left with only two decay channels, resulting in the atom–
photon state



(10.1)

with , ).  and  represent the left
and right circular polarization states of the photon in the
reference frame of the laboratory, respectively. The
emitted photons are collected with the confocal microscope
set-up, effectively filtering out the  polarized photons.
The remaining photons are then guided to the photon
detection setup.
The fidelity of the atom–photon state (10.1) is limited by
imperfections of the pumping and excitation process,
leading to unwanted effects, such as off-resonant excitation
resulting in two photon emission during one excitation
process. These effects strongly depend on the polarization,
temporal shape, and intensity of the excitation pulse. For
optimizing these parameters, it is necessary to consider the
photon collection efficiency, the photon detection
efficiency, as well as the detector dark counts. A rigorous
analysis is given in [11]. For an approximately Gaussian-
shaped excitation pulse with a full width at half maximum
(FWHM) duration of  and with an intensity yielding
approximately  of the maximal excitation efficiency to
reduce two-photon emissions, and a time window of ,
one obtains a total photon detection probability of 

 per excitation pulse.
This low detection probability makes a fast repetition of the
pumping and excitation process necessary to achieve a
reasonable event rate. Yet, here again heating of the atom



by repeated pumping and excitation has to be considered.
The heating does not only lead to a possible loss of the
trapped atom, but also to decoherence of the atomic state
caused by stronger motion of the trapped atom (Section
10.4).

10.3.2 Measurement of the Atomic State

To read out the qubit encoded in the atomic state, a
projection measurement with a freely chosen measurement
direction has to be performed. For this purpose, state-
selective ionization is used. It is composed of two steps:
first, a selected superposition of Zeeman states is excited
from the  ground state to the 
excited state. Then the excited atoms are ionized by an
additional laser beam providing sufficient energy to release
the valence electron (see Figure 1.7). The ionized atoms
are no longer trapped, and the cooling light and detection
of fluorescence photons can be used to measure if an atom
is still trapped or not.
To close one of the most significant loopholes in Bell
experiments, the so-called locality or communication
loophole, a very fast state measurement with a high fidelity
is mandatory. While the state-selective ionization process is
very fast and has a high fidelity, the detection of
fluorescence light in this setup has also a high fidelity but
needs long measurement times of more than . To
enable a faster decision, particle detectors, which detect
the  and the electron directly, are employed to
confirm the ionization.



Figure 10.7 Fast readout scheme based on Zeeman-state
selective ionization. The polarization  (10.2) of the
readout leaser (red) selects which superposition of the 

 Zeeman states, called bright state  (10.3), is
excited to the  state, while the orthogonal
superimposed dark state  is not affected by the readout
laser and stays in the ground state. The third Zeeman state 

 can be excited by any polarization  of the readout
laser. The excited atoms are ionized by the ionization laser
(blue). To overcome the detrimental effect of the decay to 

 ground state, this state is excited by the additional
“cycling” laser (green) to the  excited state.
Additionally, atoms that decay back to the bright state 
are re-excited by the readout laser (red) (decay channels
not shown).



(10.2)

(10.3)

(10.4)

To excite only a specific superposition of the Zeeman levels
for the , laser light (readout laser) resonant
to the  to  transition (D1 line) is used
(Figure 10.7). The incidence direction of the readout laser
coincides with the quantization axis, counter propagating
to the dipole trap (Figure 10.8). Selection rules resulting
from transition dipole moments of the atom determine
which polarization of the readout laser  (10.2) excites
which superposition of the Zeeman-levels. The
superposition transferred  will be called bright state

(10.3) and the orthogonal superposition, which is not
transferred  dark state (10.4). The polarization of the
readout laser is set via a quarter and a half wave plate,
thus any measurement direction can be chosen.

The ionization threshold for the excited  state
is  and the ionization threshold for the ground
state  is  [28]. To ionize only the
excited atoms, a laser with a wavelength below  is
used, which is focused on the atom with the same
microscope objective used for fluorescence collection and
for focusing the dipole trap (Figure 10.8). By integrating



the fluorescence counts measured at the detectors, it is
possible to determine whether the atom was ionized and
lost from the trap or not. The probability to identify a state
as a bright state with this method, meaning the atom is
ionized, for a given atomic state  is 

 while the probability to
identify the state as dark state, in this case the atom is still
trapped, is  (disregarding imperfections).

Figure 10.8 Experimental setup for the fast and efficient
state readout. The readout laser (dark red) propagating in
positive -direction (counter propagating to the ODT laser)
is focused on the atom (black dot). A linear polarizer
followed a  and a  wave plate allow to set any desired
polarization . The ionization laser (blue) is overlapped
with the ODT laser by a dichroic beam splitter and focused
with the objective on the atom. Two channel electron
multipliers (CEMs) are located near the atom inside the
vacuum glass cell. The two inner surfaces of the glass cell
are coated with transparent and conducting indium tin
oxide (ITO) allowing for applying of electric fields.
The fidelity of this measurement is limited by the lifetime of
the excited state and by off-resonant excitation of the dark



state to the state . The short lifetime of 
leads to spontaneous decay to the ground states before the
excited atom is ionized (Figure 10.7). With a probability of 

, the excited state decays to the  ground state. This
can be overcome by exciting this state with an additional
laser to the  state, allowing for the ionization

of the atom. With a probability of , the excited state
decays to the  ground state and in equal parts to
bright state  and to dark state . While the part in 

 can be excited again, the decay into  leads to a
reduction of ionization probability of the initial bright state

resulting in additional infidelity. With a pulse length of 
 and optical power of , ionization

probabilities of  for the bright state

and  for the dark state can be

obtained, resulting in a contrast of  [15]. The
total time for selection of the measurement basis together
with the state-selective ionization is less than .
In order to close the locality loophole of a Bell experiment,
it is necessary to obtain the result of the ionization as fast
as possible in order to keep the required spatial separation
low, i.e. much faster than with fluorescence detection. This
can be achieved by a direct detection of the ionization
fragments [14] using channel electron multipliers (Figure
10.8).
In conclusion, state-selective ionization employing the
polarization of an excitation pulse gives an easy option to
full state analysis without additional manipulation of the
atom. Using fluorescence detection to confirm the
ionization, the overall measurement takes  and the



measurement fidelity is ca 0.97. However, using particle
Detectors, the result is obtained within only 
after the start of the readout laser pulse [16, 29]. Still, the
measurement fidelity of ca 0.965 [15] is very high and
allows for both a fast and efficient atomic state readout.

10.4 Coherence of the Atomic States

In the experiments presented here, the atomic state is
measured only if the signal heralding atom–atom
entanglement is received. This is called an event-ready

scheme. For the experiments to be successful, the initially
prepared state needs to be conserved until the state is
measured after receiving the heralding signal. A long
temporal coherence of the atomic state is thus necessary.
As the heralding signal has to be sent back to the trap
setups after the photon detection, the time from excitation
to receiving the heralding signal should be significantly
shorter than the coherence time of the atomic states.
Considering the  long fiber channel this time is about

.
The atomic qubit is encoded in the  Zeeman states of
the  ground state. As these are the energetically lowest
states, there is no spontaneous decay possible to other
atomic states. Still, the atomic qubit state is subject to
external influence, which can result in dephasing. For
single atoms trapped inside UHV, these external influences
are limited to laser light of the setup and the external
magnetic field.

10.4.1 Interaction with Magnetic and Optical

Fields

Due to the residual motion of the atom in the QDT, the
interaction with spatially varying magnetic and optical



fields is the main reason for dephasing and loss of fidelity
of the quantum states. The interaction between the atomic
spin and a magnetic field  is described by the interaction
Hamiltonian . For a quantization axis in -direction and
the basis vectors , , and 

 and a magnetic field  the Hamiltonian is 

 with the vector of the angular momentum
operators for a spin 1 system the Larmor frequency 

, the Bohr magneton , the Landé factor 
 for the hyperfine state.

During the time between excitation and state readout, the
only laser interacting with the atom is the ODT laser. Since
the ODT laser is far red off-resonant, scattering of photons
is very rare and can be neglected. However, the ac-stark
shift needs to be considered for state evolution. It depends
on the intensity  of the ODT laser, the decay rate, and
transition frequency of the central -line  and , the
detuning  and  with respect to the transition of the 

 and  line, on the magnetic sublevel , and the
ellipticity  of the trap light polarization (  for linear
and  for right/left circular polarization,
respectively). The energy shift thus is equivalent to an
energy shift  caused by an additional
magnetic field in -direction ( , ). Since
the laser beam profile is a Gaussian  mode, one has a
position-dependent intensity. In conclusion, the evolution
can be seen as due to an effective magnetic field, which
depends on the ellipticity of the light field and on the
position of the atom in the trapping potential.



Figure 10.9 Magnetic field component  in the –
plane at  caused by the longitudinal polarization
components  that arise near the focus.

Ideally, for a linearly polarized light field with , the
energy shift  vanishes. However, when strongly
focusing a linearly polarized Gaussian beam longitudinal
polarization near the focus emerges off-axis resulting in
additional, spatially dependent effective magnetic fields
[30, 31]. As the magnitude of the QDT-laser intensity is
considerably high, there is a strong contribution to the
effective magnetic field. Figure 10.9 exemplary shows this
for the –  plane reaching values as high as 250 mG.

10.4.2 Control of the Magnetic Fields



External magnetic fields originate from multiple sources
with a broad variety of strengths and temporal behavior.
The strongest contribution is caused by the ion getter
pump of the vacuum setup, which has a large permanent
magnet leading to a static field up to  at the
position of the atom. Another static field is caused of course
by the earth magnetic field of about  [32]. Time-
varying fields are caused by the Munich subway, located
only  from the trap position, which changes its
amplitude on a timescale of below one minute, and sources
inside the lab like multiple power supplies and other
electronics contributing to the magnetic field with
timescales below one second. Compensation coils are used
to control the magnetic field present at the position of the
atom, allowing to create any desired magnetic field
strength and direction in the range of  based on
an active feedback loop referenced to a 3D magnetic field
sensor placed less than  from the atom. Two ways of
achieving long coherence times of the atomic state become
possible: first, employing a magnetic guiding field for a
controlled oscillation between the Zeeman states, which
also allows to suppress the influence od external field
fluctuations, or second, setting the magnetic field to
(almost) zero with (ideally) no state evolution at all.

10.4.3 Decoherence Caused by Polarization

Dependent AC-Stark Shift and Motion of the

Atom

The circular polarization components of the ODT laser
influence the atomic state evolution similarly to a magnetic
field. But in contrast to the external magnetic field, which
is homogeneous over the trapping region of a few , the
effect of the ODT laser strongly depends on the position of
the atom.



For a hypothetical case in which the atom is not moving, it
is possible to compensate all effects of the ODT on the
atomic state evolution perfectly. Yet in practice, the
trapped atom is only cooled to a temperature of about 

 and thus oscillates in the trap, with a transverse trap
oscillation period of typically  and a
longitudinal period of  [16]. As the ODT
corresponds in a good approximation to a harmonic
potential, the oscillation frequency is independent of the
actual energy. The evolution of the Zeeman states,
however, depends on the actual trajectory of the atom
during the time between excitation and state measurement.
This trajectory is different for each trial, and averaging
over multiple trials of the experiment yields the average
over all those trajectories. This results in a rapid dephasing
and loss of fidelity of the atomic state [30].
Fortunately, the spatial distribution of the optically induced
magnetic field is antisymmetric across the transverse
dimension of the trap (Figure 10.9). Thus, after one
transverse oscillation period, the state evolution on both
sides of the optical axis cancels, leaving the atom in the
starting state. This effect is independent of the actual
starting position of transverse motion of the atom in the
trapping light field. This “rephasing” of the different
trajectories is slightly reduced by two effects: first, the
additional motion of the atom along the longitudinal axis of
the trap leads to a variation of the effective magnetic field,
and this prevents a perfect rephasing after one period.
Second, the Gaussian-shaped potential of the ODT is not
exactly harmonic; thus, the trap frequencies for atoms with
different energies are slightly different. This leads to a
temperature dependence of the rephasing; the colder the
atoms, the better the fidelity of the state [16].



The measurements shown in Figure 10.10 demonstrate that
the atomic qubit can be readout with a very high fidelity
more than  after its preparation. Yet, one has to
consider the rephasing and decide on a suited rephasing
point before the experiment.

10.5 Creation of Long-Distance Atom–

Atom Entanglement

Once a long-distance atom–atom entanglementhigh level of
control of the trapped atoms and a high fidelity state
readout are obtained, the experiment is ready for the next
step: creation of entanglement between two single atoms
trapped in independent setups separated by . Here,
the two atoms are entangled via the entanglement
swapping process [9, 33]. This enables the transfer of
entanglement of two atom–photon pairs to the atoms by
performing a joint measurement on the photons [10, 11]. In
order to achieve a high fidelity of the photon measurement,
the photons emitted by independent atoms should be
indistinguishable in all degrees of freedom except
polarization where the quantum state of interest is
encoded. In particular, the control of the temporal degree
of freedom (temporal shape) requires synchronization of
the processes in the two setups.



Figure 10.10 Measurement of the time evolution of atoms
prepared in the states , which
is most affected by the additional effective field of the ODT.
The ionization fragment detection probability on the -axis
shows the reduction of the probability to find the atom in
the initial state after a certain time. Rephasing occurs after
one transverse oscillation of the atom in the trap ( ).
Note the first measurement point at  is already
influenced by the effect of the longitudinal polarization.

10.5.1 Heralded Entanglement via

Entanglement Swapping

For the entanglement swapping, we start with two
entangled pairs of particles. Here, each pair consists of an
atom and a photon. The entangled atom–photon pairs
initially are in the states (for )



(10.5)

with the subscripts indicating atom A and photon P. The
four-particle state can be written as ,
where a projection of the photons onto one of the four Bell
states  results in an
entangled atom–atom state of the same type. Thus, a
measurement of the photonic Bell state will transfer the
entanglement to the atoms. The outcome of this
measurement will herald, which entangled atom–atom state
is prepared.
Ideally, for projecting on a Bell state, one would employ a
quantum logic operation like a controlled Not. As this is not
easily available for photons, interferometric Bell state
analysis is the tool of choice. There, the two photons are
overlapped at a beam splitter and propagate, depending on
the symmetry of their spatial component of the wave
function either both into the same output port or into
different output ports [34, 35]. Together with polarization
analysis in the output arms of the beam splitter projection
onto the states  is achieved
preparing and heralding the atomic state



Figure 10.11 Bell-state measurement (BSM) setup with a
fiber beam splitter. The fiber beam splitter (gray and
orange) allows for perfect spatial overlap. The subsequent
polarization analysis is done free space with polarizing
beam splitters (PBS, purple) and single- photon detectors
(SPCMs, red) yielding a high fidelity of the polarization
measurement.



For the implementation of such an interferometric Bell-
state measurement, there are two important points. First,
the beam splitter should be polarization-independent, and,
second, as mentioned above, the photons need to be
indistinguishable in every degree of freedom. Spectral and
temporal properties are defined by the excitation and
emission process (Figure 10.11). The spatial degree of
freedom is best defined in single-mode fiber beam splitters
as this ensures a perfect overlap of the spatial modes of the
two photons. Polarization analysis is performed with free
space optics on the light coupled out of the fiber ends and
registered with single-photon counting modules.

10.5.2 Operation of the Two-Trap Setup

To create entanglement between two atoms in independent
and separated traps (and buildings), the fibers guiding the
fluorescence photons are connected to the Bell state
measurement (BSM) setup. In the experiments described
here, the BSM was located in lab 1 (Figure 10.12). Trap 1
is connected via a  long fiber, while trap 2 is connected
via a  fiber across the main campus of the LMU. The
polarization encoding of the photon state makes
compensation of the birefringence in the fibers necessary.
The birefringence in the shorter fiber to trap 1 and in the
fiber beam splitter, which are both inside Lab 1, changes
only very slowly and is manually compensated every couple
of days. In contrast, polarization drifts in the  fiber
are on a timescale below 1 hour and a automatized
compensation of the polarization is employed [36] there.
Furthermore, the excitation process needs to be
synchronized in a way that the emitted photons overlap
temporally at the BSM setup. This means, that while both
trap setups are able to work completely independently from
each other, the systems need to communicate and to be
very precisely synchronized on a sub-ns scale. For this the



signal from a  master clock, located in lab 2, is
distributed to all synchronized components via an analog
optical communication channel. This allows for an overall
synchronization of the control units with a jitter below 

 rms [16].





Figure 10.12 Overview of the experimental setup with two
independent traps: The trap setups are located  apart
in different buildings of the LMU main campus (see Figure
10.1). They are connected with a  fiber link cable,
which contains fibers for guiding the fluorescence photons
at  and for communication at telecom wavelengths.
The Bell-state measurement setup for entanglement
swapping is located in lab 1. It is connected with trap 1 via
a  fiber and to trap 2 via the fiber link (orange). For
maintaining the polarization of the fluorescence photons,
the long fiber is compensated for polarization drifts using
an automatized polarization controller. Time critical
components of both traps and the BSM setup are
synchronized with a clock located in lab 2. The signal is
sent via a communication fiber (yellow) to lab 1 and
distributed via two clock distribution systems in each
laboratory. The experiment is controlled by a master
computer in lab 1 that is responsible for the loading
process in lab 1 and monitoring the photon detection
counts from the single-photon detectors. For the loading
procedure in lab 2, the master computer sends commands
to a slave computer in lab 2. When two atoms are trapped,
the start control (green) in lab 2 is triggered and starts the
synchronized excitation process (see Figure 10.13) by the
control units (light blue). Its signal is transmitted via an
asynchronous communication channel to lab 1. A so-called
field-programmable-gate-array (FPGA) processor monitors
the single-photon detection signals after the excitation
pulses for a coincidence that heralds the creation of atom–
atom entanglement. In case of a valid coincidence, the
FPGA (blue) sends a signal to the control units of both labs,
triggering the readout of the atomic states.

Figure 10.12 shows an overview of the two-trap setup.
Each trap is operated via a local computer that sets most
experimental parameters and controls the atom loading



procedure. In the two-trap experiment, the computer in lab
1 serves as master that controls the experiment. It sends
commands via the fiber-based Ethernet connection to the
computer in lab 2 serving as slave. The master monitors the
trapping procedure and when two atoms are trapped, it
sends a command to the slave that triggers a synchronized
start control unit. Upon receiving the start signal, the
control units take over. They execute the experimental
sequence until one of the atoms is lost and the loading
procedure starts again.

10.5.3 Creation and Verification of the Atom–

Atom Entanglement

The first of three steps is trapping a single atom in each of
the setups. Second, both trapped atoms are excited and
each emits a photon entangled with the emitting atom.
These photons are collected and guided to the Bell-state
measurement setup, where the measurement on both
photons swaps the entanglement onto the atoms. And third,
this measurement outcome heralding the entanglement is
sent back to the trap setup triggering the last step, the
measurement of the atomic states.
Due to the low combined photon collection and detection
probabilities of  for trap 1 and 

 for trap 2, the probability for a two-photon
coincidence heralding atom–atom entanglement is only 

 [16]. Such a low success
probability makes a high repetition rate necessary. Its
inverse includes the time needed for the excitation scheme,
starting with state preparation together with a waiting time
needed to receive the heralding signal. Due to the
asymmetric location of the BSM in lab 1 next to trap 1, this
time is much larger for trap 2 than for trap 1. Altogether,
this time is . After 40 excitations, cooling for 



is required to maintain a low atomic temperature resulting
in an average excitation repetition rate of  (see
Figure 10.13) [16]. Finally, the two-photon coincidence
signal from the BSM heralds the presence of an entangled
state and “readiness” of the system. Now entanglement is
ready for further usage at the two nodes.

Figure 10.13 Timing scheme for creation of atom–atom
entanglement: after trapping of an atom in each trap (red),
the synchronized excitation process starts. Preparation
(blue) and excitation (orange) processes in both traps are
timed taking into account the photon transmission times in
the optical fibers (gray) such that the two photons overlap
in time at the fiber beam splitter and then are detected
within the acceptance time window (yellow). In the case of
a two-photon coincidence detection heralding
entanglement, the atomic state readout process (magenta)
is triggered, otherwise the preparation and excitation
processes are repeated. After 40 unsuccessful attempts, the
repetition is interrupted with an additional cooling period
(red) for both atoms to assure a low atom temperature
before the scheme continues until a valid coincidence
occurs or one of the atoms is lost.



10.6 Employing Distributed

Entanglement

The field of quantum communication envisages quantum
networks, where entanglement is shared between the
nodes of the network, thereby enabling the application of a
number of different quantum protocols. Foremost, quantum
teleportation allows one to transfer quantum information
between the nodes making it the core tool for other
protocols like storing quantum information in the nodes or
connecting quantum computers to perform tasks like blind
or distributed quantum computing. Here we briefly
describe the first steps already achieved with the two-atom
system.

10.6.1 Bell Test Simultaneously Closing

Detection and Locality Loopholes

The correlation between measurement results from two
distant, entangled systems cannot be described by classical
statistics and thus violate a Bell inequality. This allows an
experimental test ruling out any local-realistic description
of nature. While such tests are conceptually simple, there
are strict requirements concerning the detection efficiency
of the involved measurements, as well as the enforcement
of space-like separation between the measurement events.
The experiment described here has a number of advantages
for performing a test of local hidden variable theories using
the Bell inequality. As a heralding signal is delivered once
entanglement is distributed, the remaining task can focus
on the fast measurement on the two atoms. Provided the
atoms are distant enough in relation to the required
readout time, space-like separation can be achieved. For
the distance of  in our experiment, one has more than

 to obtain a fresh random number for selecting the



measurement basis, to set it and then to perform the read
out. The experiments are described in [29, 37] and
analyzed in detail in [16] and [38].
A clear violation of a Bell inequality closing essential
loopholes was obtained with  (compared to
the maximal value of 2 achievable with models based on
local hidden variables), which allowed us to refute the
hypothesis of local realism with a significance level 

 [29]. While here the measurement
directions have been obtained from a fast quantum random
number generator, a number of sources of randomness
including values from thousands of users input in a mobile
phone app or from internet traffic were combined in the so-
called “Big Bell Test” [37] involving experiments across
several continents.

10.6.2 Advanced Protocols Based on

Distributed Entanglement

Moreover, the violation of a Bell inequality was seen to
enable one to identify the quantumness of a system or to
make a quantum communication protocol device
independent. The violation essentially gives a measure on
whether the given task could have been performed also
with classical means only. One such task, for example is to
certify that the generation of the entangled states between
the two labs indeed is quantum, i.e. that it is indeed a
quantum link enabling protocols impossible with any
classical connection [39]. After improving the optics for
higher collection efficiency [40] and increasing the
coherence of the system by further cooling the violation of
a Bell inequality could be increased. This finally made it
possible to generate a secure secret bit string using
entanglement-based quantum key distribution, where the
security is no longer threatened by any malfunction
introduced by the producer of the devices [41].



10.6.3 Toward Long-Distance Quantum

Networks

Quantum repeaters will allow for scalable quantum
networks, where photon-mediated entanglement is
distributed among quantum memories at stationary nodes.
The entanglement between stationary quantum memories
and photonic channels is the essential resource but useful
for practical applications only if shared over large
distances. When using optical fiber connections for
distributing the photons, wavelength conversion to telecom
wavelengths is necessary to reduce transmission losses. We
used polarization-preserving quantum frequency
conversion to transform the wavelength of a photon and
could thus increase the distance significantly [42]. In a first
experiment we could increase the distance to observe
atom–photon entanglement to . Thanks to the high
external device conversion efficiency of , an
entanglement fidelity between the atom and the telecom
photon of  could be observed after
transmission through 20 km of optical fiber, mainly limited
by decoherence of the atomic state.
Combining two such setups finally enables to distribute
entanglement over sizeable distances. Although the two
atoms physically are still separated by the same , we
could introduce two fiber spools with about  of fiber,
such that the effective distance between the two atoms was
increased to . Clearly, the fidelity decreases with the
distance and the resulting long waiting times for the
heralding signal. But, given the much longer coherence
times of about , the fidelity of the state with respect to
a maximally entangled state was still as high as 

, which proves the distribution of
entanglement even for the full distance [43].



There is still a long way to go in order to really provide a
quantum network. Most important is the realization of
quantum memories with very long coherence times,
possibly supported by error correction. Another task is the
development of local quantum logic operations between
several quantum memories. This is necessary for locally
connecting quantum memories entangled with other nodes,
as well as for implementing entanglement purification,
enabling to improve the quality of the transmission to
finally bridge large distances in an efficient way.
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11.1 Introduction

Even if it might appear on first sight that the spontaneously
emitted radiation by an atom is an immutable property, it
can be modified. To this end, one can alter the boundary
conditions of the electromagnetic field modes of the
vacuum, as exploited in cavity-quantum-electrodynamics
(cavity-QED). Pioneering work has been done using
superconducting mirrors and microwave transitions in
Rydberg atoms [1, 2] or employing ultrahigh-reflective
mirrors with dielectric coatings in combination with cold
atoms [3, 4]. More recently, the modification of the
boundary conditions of the electromagnetic field within
nano-optical devices has been in the focus [5, 6], with
potential applications in quantum communication [7].
A completely different pathway to change the
spatiotemporal characteristics of spontaneous decay
exploits correlations among atoms of an ensemble in free
space. Several methods have been explored to generate



such interatomic correlations. On the one hand, one may
use direct interactions, e.g., the exchange of virtual
photons caused by the dipole–dipole interaction between
the atoms. This occurs at interatomic separations much
smaller than the transition wavelength, in which case
modified energy levels and collective decay rates are
produced. The latter have also been observed
experimentally [8–16]. Recently, the cooperative response
resulting from such an interaction has been measured in
the directional reflection of light by a two-dimensional
array of atoms trapped in an optical lattice, in combination
with subradiance [17]. For larger interatomic separations,
atom–atom correlations can be induced via the dynamical
exchange of photons, mediated, e.g., by the coupling to
nano-optical devices [6, 18] such as photonic wave-guides
[19–24]. A further scheme for producing correlations
among atoms makes use of long-range interactions, such as
the Rydberg dipolar blockade mechanism or the Coulomb
interaction in case of trapped ions [25–27]. Coulomb
crystals in ion traps are an established platform to
generate, manipulate, and analyze such correlated states,
either for fundamental quantum optical experiments or in
the context of quantum computation.



Figure 11.1 Single atom emission in free space (a),
modified via boundary conditions in a cavity (b), due to a
near field nano-optical structure (c), or as a result of atom-
atom correlations (d).



Figure 11.2 Entanglement can be generated by long-range
Rydberg interactions (a) or via Coulomb-mediated spin
interactions (b). If the emission of a photon from two
identical atoms is superimposed onto one optical mode
behind a beam splitter, a photon-click detector cannot
extract any welcher-Weg information resulting in
entanglement of the atoms (c); an alternative is to measure
the photon in the far field, in which case also no welcher-

Weg information is obtained (d). In all cases (a)–(d), the
spontaneous emission into free space may be altered as a
result of the collective emission of light by the entangled
emitters. We concentrate in this paper on the projectively
generated correlations of emitters as in (d), constituted by
a photon-click detector in the far field.
But quantum mechanics provides us with yet an alternative
method for generating correlations among emitters in free
space. The method relies on the detection of photons
scattered from indistinguishable emitters by carefully
excluding Welcher-Weg information so that from a
detection event one is unable to identify the photon source



[28–43]. Two approaches have been identified so far that
implement this scheme. Either the photons scattered from
different atoms are superposed in a common mode by
mixing them in a beam splitter [30, 33, 35–37, 41, 42] or,
alternatively, the photons are recorded by detectors in the
far field of the emitters [28, 29, 31, 32, 34, 38–40, 43].
Note that in both schemes, initially uncorrelated atoms are
transferred into correlated and potentially entangled states
via projective measurements of photons, even in the
absence of any direct interaction between the emitters.
Note further that the method is particularly useful for the
experimental platform of trapped ions [33, 36, 42–44]
because the mutual Coulomb repulsion prohibits
separations below the optical wavelength, thus excluding
efficient interactions based on the exchange of virtual
photons [45]. Yet besides trapped ions, the method has
been implemented also in other important platforms, such
as neutral atoms [35, 40], NV-centers [37], or quantum dot
emitters [41, 46].
The scheme has been also used to propose theoretically
various complex multi-partite entangled states, including
GHZ- and Dicke states [28, 29, 32, 34, 47]. Such states are
predicted to feature interesting collective emission
characteristics including superradiant and subradiant
spontaneous decay [48–50]. However, in almost all
experiments performed so far, single spatial modes have
been picked out for measuring the scattered photons. This
measuring scheme inhibits the observation of the genuine
collective spatial emission patterns produced by the
correlated atomic ensemble. In other words, in order to
observe the full spatiotemporal emission characteristics of
entangled atomic arrays, including super- and subradiant
photon emission, a far-field free-space detector setting is
indispensable.



11.2 Structure of the Article

We start in Section 11.2 by a short recapitulation of the
fundamentals of trapping and laser cooling of ions in a Paul
trap. In Section 11.3, we investigate the emission of light of
uncorrelated continuously laser excited ion crystals, in
order to highlight the difference to the collective light
emission of ions in correlated states investigated in the
remainder of the chapter. In Section 11.4, we present the
theory for generating entangled Dicke states among
trapped ions via projective measurements of photons
scattered by the particles. Trapped ions in free space
prepared in entangled Dicke states of different excitations
are the starting point for the collective emission of
spontaneous radiation, investigated in Section 11.5. In
Section 11.6, we explore how the collective light emission
of a ion crystal in an entangled Dicke state can be observed
experimentally. To this aim we introduce the tool of higher-
order correlation functions giving access to the entire
spectrum of the spatiotemporal collective spontaneous
emission characteristics of correlated ion crystals. Finally,
in Section 11.7, we present a measurement of the collective
light emission by a two ion crystal, the most elementary
building block of an atomic ensemble. Finally, we conclude
with potential future extensions and applications in Section
11.8.

11.3 Fundamentals of Trapping and

Laser Cooling of Ions in a Paul Trap

The trapping and cooling of ion crystals have been
developed since many decades to realize ultrahigh-
precision frequency standards, optical clocks [51], quantum
computers, and quantum simulators [52]. Here, we are
interested in trapped and laser-cooled ions for observing



the collective emission of light. For these investigations,
several technological advantages of the trapped ion
platform can be readily used:

The combination of DC and AC electric fields in the
trap leads to a (dynamical) harmonic trapping potential
with secular frequencies that can be tuned between a
few 100 kHz and a few MHz. Trapping of the particles
is determined only by the charge and the mass of the
ions, independent of the electronic internal degrees of
freedom of the ions. In turn, optical transitions are not
affected by the trap and long coherence times can be
reached for transitions between long-lived atomic levels
[53–55].
A number of N ions assemble in the three-dimensional
harmonic trap potential to either form a linear crystal
or crystals in planar or even three-dimensional shape
[56–59] (see Figure 11.4 for some examples). Here, the
dimensionality and distances between the ions are set
by the number N in combination with the applied trap
control voltages. We find typically inter-ion distances
between 20 μm and 2 μm. Using modern micro-
segmented ion traps [60–63], the potentials can be
even varied to form double wells [64, 65] or multiple
wells for grouping of ions or to form any other non-
harmonic shape.
Ions are trapped under ultrahigh-vacuum conditions
and in deep electrical potentials, thus continuous and
stable trapping of ion crystals is possible for days and
even weeks. This allows for excessively long data
acquisition times.
The matter wave function of a single trapped and laser-
cooled ion is localized to a fraction of the optical
wavelength, for ground state cooling to a few 10 nm,



for higher temperatures, e.g., after Doppler cooling, to 
 100 nm. If the optical wavelength is exceeding the

size of the matter wave packet, the ion will interact
with light both, in absorption and in emission, in the
Lamb Dicke regime. In this case, the photon recoil is
transferred to the trap as a whole with high probability
and is not inducing additional motion to the trapped
ion. Using a narrow optical transition of the trapped
ion, the laser excitation frequency can be chosen such
that the ion absorbs light without any change in
motional quantum number [66]. Such sort of control
and decoupling of motional degrees of freedom from
internal excitation are instrumental for generating
indistinguishable photons. It is also the basis of a highly
efficient collection of photons.
Several optical cooling methods have been developed
for larger ion crystals to generate low motional
excitation close to the quantum ground state n=0
[58, 67, 68]. Under this condition, an ion crystal, which
is acting as an array of single photon emitters, becomes
a near-to-ideal model system for studying the collective
emission of light.

After discussing the general advantages of using trapped
ions for quantum optical light scattering experiment, we
focus in the following on the trapping of  ions. We
employ a segmented Paul trap [70], allowing to position
each ion in a linear crystal at will. In a typical setting, i.e.,
with trap frequencies of )=(1.9, 2.6, 1.0) MHz,
the ions form linear crystals, which align along the weakest
trap axis . The electric dipole transition  
of  near 397 nm is used for Doppler cooling and light
scattering, where the  state decays with a probability
of 7% to the metastable  level [71]. In order to



maintain continuous Doppler cooling, we employ a laser
near 866 nm for repumping the ion out of the  level
(see Figure 11.3(a)). The radial modes  are aligned
along the  direction, respectively, whereas the cooling
and repumping laser illuminate the ion crystals along the
(x,y,z)=( 1,0,−1)  direction, respectively, so that the 
-vectors of the laser beams have a projection on all
vibrational axes of the ion crystal (see Figure 11.3(b)). A
quantization axis is defined by a magnetic field of B = 0.62
mT, implemented via three pairs of Helmholtz coils,
oriented along , i.e., vertical to the detection plane. The
laser beam near 397 nm, with a waist of about 600 μm at
the ions' positions, is linearly polarized along this axis and
thus excites the  transitions (see Figure 11.3(a)).
The light scattered by the ions is collected by an f/1.6
objective L1 (focal length 67 mm) at a working distance of
48.5 mm and focused at a distance of about 770 mm, after
being sent through a polarization beam splitter (Pol.), also
oriented along , i.e., the same axis as the cooling laser
polarization to ensure indistinguishably of the scattered
photons (see Figure 11.3b). An aperture (Ap.) (diameter 
400 μm) is placed at the back focal plane of the objective to
suppress unwanted stray light in combination with an
infrared filter (IF, center wavelenght  nm).





Figure 11.3 (a) Level scheme and relevant transitions of
the  ion including the metastable  state. (b)
Sketch of the experimental setup used to study the
emission of light by ion crystals; the ions are held in a
segmented micro trap (at center of the vaccum vessel),
forming linear crystals along the z-axis and are illuminated
by laser light near 397 nm and 866 nm. The light scattered
by the ion crystal is collected by lens L1 and observed in
the far field (or imaged by use of lens L2) via a charge-
coupled-device (CCD) camera, for details see text. Source:
Adapted from Wolf et al. [69]/with permission of American
Physical Society.

Figure 11.4 While the fluorescence light emitted on the 
   transiton near 397 nm of the trapped 

crystals is typically detected in the far field (see Figure
11.3), we can also take images of the ion crystal. To this
aim, lens L2 in Figure 11.3 is placed into the scattered light
beam to focus the ion crystal on the EMCCD camera; (a)
linear crystal with N= 8, (b) planar ion crystal with N=100.
The scattered light is finally recorded by diverse sort of
detectors, positioned  100 mm behind the back focal
plane of the objective to observe the light in the far field,



i.e., the Fourier plane of the ions. Depending on the specific
measurement task, we used either an electron multiplier
gain intensifier enhanced CCD camera (EMCCD, Andor
iXon 860) or an intensified CCD camera (ICCD, Andor iStar
334T), which allows for fast triggering to observe non-
equilibrium processes, respectively, as studied in Section
11.3. For measuring photon–photon correlations,
investigated in Section 11.7, we employed single photon
counting modules (Count blue, Laser Components) and
more recently ultra-fast single-photon resolving MCP
(microchannel plate) cameras with high spatial resolution
(LINCam, Photonscore), see Figure 11.15.

11.4 Light Emission of Uncorrelated

Ion Crystals

We start our investigations by studying the light emission
of uncorrelated ion crystals, i.e., the scattering of photons
by continuously excited and laser-cooled uncorrelated
trapped ions, localized at fixed points in space. On first
sight, one might argue that in this configuration the ions
simply behave as slits of a grating or double slit as
originally devised by Young [72]. However, we will see that
replacing the slits by atoms involves nonlinear effects and
thus leads to a more intricate scattering behavior.
In a seminal experiment by D. Wineland and coworkers,
Young-type interferences have been observed with two
mercury atoms trapped in a linear ion trap, weakly excited
by near-resonant laser light [73], as shown in Figure 11.5
(see also [29, 74–78]).



Figure 11.5 (a) Scheme for weak coherent driving of two
ions trapped in a linear Paul trap; (b) setup of the
experiment. Source: Eichmann et al. [73]; (c) interference
pattern obtained for three different separations of the two 

 ions, namely (from top to bottom) m, m,
and m; the two white spots are caused by stray
reflections of the laser beam. Source: Adapted from
Eichmann et al. [73]/with permission of American Physical
Society.

We extended this work recently by trapping longer linear
crystals and obtained similar interference patterns for two,
three, and four ions, observed on an EMCCD (see Figure
11.6). The fits to the interference patterns in Figure 11.6
are obtained from the source distribution via Fourier
transformation, taking into account the resolution of the
imaging device. From the fit parameters, we are able to
determine the distance  between the ions, the width  of



the point spread function (PSF), and the visibility  of the
interference fringes. In this way, we obtained from Figure
11.6(a) a width of the PSF of m and an inter-ion
distance in the two-ion crystal of m. Taking
experimental errors into account, this is in good agreement
with the independently deduced two-ion distance 

m, based on a spectroscopic determination of
the COM-mode frequency of the crystal [79].
Modern trap technology [62, 80], where the DC trap
potential is shaped by multiple control segments, allows
one to modify the trap potential along  and thus the
inter-ion distances. This becomes particularly relevant for
crystals with  ions. If a crystal with four ions is kept in a
harmonic trap, the equilibrium positions of the ions are
non-equidistant [79], e.g., for trap frequencies 
)=(1.978, 2.180, 0.429) MHz, the distance between the
innermost ions is 7.2 μm and between the outer and the
inner ions 7.6 μm, respectively. This results in an
interference fringe signal with two spatial Fourier
frequencies as shown in Figure 11.6(c). By adjusting the
trap control electrode voltages, we can generate a non-
harmonic potential [65], which features equal ion
separations of 9.1 μm (see Figure 11.6(d)). The
corresponding fringe pattern matches indeed the intensity
distribution of a coherently illuminated 4-slit grating.





Figure 11.6 Images of the EMCCD camera (left) and
interference fringe patterns (right) for (a) two (b) three (c)
four ions in a harmonic trap potential. In (d) the data stem
from a crystal with four equidistant ions. The EMCCD
images have been rotated, distortion-corrected, and the
background has been subtracted. Note that the data of the
EMCCD camera are integrated over an exposure time of 60
s and include the internal avalanche gain. The fringe
patterns (right) are obtained from the corrected EMCCD
images by integration over the vertical axis. Errors on each
data point correspond to photon shot noise, dark noise, and
read-out noise. From a fit of the experimental curves, we
obtain a visibility  of the fringe patterns of , 

, , and  for the two-, three-, four-ion
crystal, and the equidistant four-ion array, respectively; all
errors represent the root mean square deviation of each fit.
Source: Adapted from Wolf et al. [69]/with permission of
American Physical Society.

However, in comparison to classical slits, laser-driven
trapped ions involve the internal atomic dynamics resulting
in the emission of more complex light fields, ranging from
fully coherent to partially coherent and fully incoherent
light. This transition arises from the different process of
photon scattering by ions with respect to slits: According to
the quantum theory of light [81–83], in the case of atoms or
ions, the scattering event involves the destruction of an
incoming photon and the creation of an outgoing photon.
For low intensities, elastic coherent scattering dominates
this process, so that the outgoing photon has the same
frequency and a fixed phase relationship with respect to
the incoming one [9, 84]. As a consequence, the scattered
light fields of all ions have a fixed phase relation, resulting
in coherent light emission and a stationary interference
pattern in the far field.
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Yet, when increasing the intensity of the driving laser, the
atomic emitters undergo an internal dynamics, which alters
the frequency and phase of the scattered photons with
respect to the incoming photons. Such inelastic scattering
processes lead to a reduced mutual coherence of the light
fields of the ions and thus to the emission of merely
partially coherent light, resulting in a decrease of the
visibility of the interference patterns. In the case of very
intense laser driving, the atoms emit fully incoherent
fluorescence light [85]; in this case, the visibility of the
fringe pattern vanishes.
In the paraxial approximation, and for identical polarization
of excitation and detection, the intensity produced by a
two-ion crystal is given by [86]

where  ( ) is the intensity at  if ion 2 (ion 1) is
absent, and  denotes the real part. In Eq. (11.1), 

corresponds to the complex degree of coherence, which
describes the mutual coherence of the two light fields 

 and , generated by ion 1 at  and ion 2 at 
, respectively. Assuming identical excitation strength 

 of the two ions, the visibility of the
interference fringes becomes equal to the modulus of the
complex degree of coherence and the fringe modulation is
determined by the phase , where 

 is the relative phase
accumulated by the two light fields at .
In a three-level model and with the ions at fixed positions,
the intensity distribution is [69]



(11.2)

(11.3)

where  denotes the single atom coherence between
states s =  and p = , and  is the population of
the excited state decaying either to level s or level d = .
According to Eq. (11.2), the visibility of the interference
pattern is given by

A reduction of  is thus predicted for growing population 
 and reduced coherence . If we model the ions as

two-level atoms coherently excited on the transition  
 of  near 397 nm (for which Eqs. (11.2) and (11.3)

equally hold), this occurs for increased laser saturation 
. However, the two-level model does not take into account
the modification of  and  due to the additional decay
channel toward the  -state. In this case,  and 

, and thus Eq. (11.3), become more involved functions
of the laser parameters.
The measured visibility  produced by two-ion crystals as a
function of  is shown in Figure 11.7. A reduction of ,
corresponding to the emission of partially coherent light, is
clearly visible when increasing , what agrees well with
the two-level model. When the saturation of the repumping
laser is increased by a factor of  we observe, however,
again an improved visibility. This behavior is well described
by the three-level model fit curves in Figure 11.7 [69].



Figure 11.7 Interference fringe visibility at the crossover
of elastic to inelastic scattering for a two-ion crystal as a
function of laser saturation . The repumping laser
saturation corresponds to = 0.032 (red) and = 0.15
(blue). (Adapted from Wolf et al. [69])
Apart from these fundamental aspects of light scattering,
also other practical implications have to be taken into
account: Since the same laser is used for fluorescence
emission by the ions as well as for cooling of the ions, the
intensity of the driving laser affects the temperature of the
ions, i.e., their external degrees of freedom. The ion
temperature plays an important role for the fringe visibility
as it determines the localization of the scatterers. We
investigated the fringe visibility of the interference patterns
produced by the scattered light off up to four trapped ions
employing a gated detection method to clearly separate the
effect of inelastic scattering from that of reduced atom
cooling and localization [69]. To this aim, we introduced a



gated cooling probe detection (GCPD) scheme for the used
intensifier enhanced CCD camera. The GCPD scheme
works as follows (see Figure 11.7): The ion crystals are
initialized during 175 s via Doppler cooling under
optimum conditions for the saturation  and  of the
cooling and repumping lasers at 397 nm and 866 nm, i.e.,
well below the respective saturation intensities, and with a
cooling and repumping laser detuning of  MHz
and  MHz, respectively. Thereafter the
saturation of the cooling laser  is switched to a different
value using an acousto-optical modulator. After a delay of 5

s to allow for proper switching of the laser, the CCD is
gated for 10 s to observe the scattered light at 397 nm for
the selected cooling laser saturation. As the motional states
of the ion crystals evolve over much longer timescales [69],
they are unable to adapt to the modified cooling laser
saturation within this short detection time. In this way, the
mutual coherence of the scattered light fields is determined
uniquely by the internal degrees of freedom of the ions.
Employing the GCPD scheme, we could thus determine the
dependency of the visibility of the interference pattern as a
function of the laser saturation as in Figure 11.7 without
being affected by the ion temperature.

11.5 Theory of Correlated Dicke

States Among Trapped Ions via

Projective Measurements of

Scattered Photons

In the previous Section 11.3 we discussed the appearance
of interference patterns in the light scattered by weakly
laser-excited ions, i.e. for the case of coherent light
emission, where the dipole moments of all atoms are
synchronized and oscillating in phase [69, 73, 74]. We



learned that this configuration is close to the one where
transversally coherent light passes a multi-slit grating. For
this reason, we coin it the regime of classical coherence

[87]. However, we also learned that in this regime the
visibly of the interference pattern disappears if the
intensity of the driving laser field is increased. This is due
to the fact that spontaneous emission, i.e., inelastic and
incoherent processes where the phase of the photons
emitted by each atom fluctuates from emission process to
emission process, starts to dominate the scattering. The
question arises whether it is nevertheless possible to
prepare the ion array in such a way that the incoherent
light emitted by the array via spontaneous decay forms a
stationary interference pattern. The theory addressing this
question was presented almost 70 years ago by Robert
Dicke in a seminal paper entitled Coherence in

Spontaneous Radiation Processes, introducing the
phenomenon of collective light emission dubbed super- and

subradiance [88].
As it turns out, a prerequisite for the observation of super-
and subradiance is that the atoms occupy so-called Dicke
states [88]. These are highly entangled states, which are
difficult to produce. But how could they be generated? As
discussed in Section 11.1, there are principally two ways:
On the one hand, one can exploit the long-range Coulomb
interaction in combination with a series of appropriate
laser pulses [26, 27], a well-established method to generate
entangled states, extensively used in the context of
quantum computation with trapped ions. Another option
exploits the measurement of photons such that the
detection is unable to identify the individual photon source
[28–44], i.e., either by mixing the photons in a beam
splitter [30, 33, 35–37, 41, 42] or recording the photons in
the far field [28, 29, 31, 32, 34, 38–40, 43]. In the following,
we focus on the latter scheme (see Figure 11.2(d)).
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As it turns out, the latter technique allows for generating
any symmetric Dicke state among  2-level atoms with
upper level  and lower level . In the case of , we
identify the two levels   and  . Note that
for  spin-  systems, the Dicke states are denoted by 

 [88]. They are defined as the simultaneous
eigenstates of both, the square of the total spin operator 
and its -component , where  and  are the
corresponding eigenvalues, with 

 the cooperation number
and M the inversion number  [88]. The 

 states with the highest value of the cooperation
number  form a special subset of all  Dicke
states, called symmetric Dicke states. These states are the
only ones that are totally symmetric under permutation of
the particles. They can be written in the compact form

where  denotes the complete set of all possible distinct
permutations of the atoms.



Figure 11.8 Considered setup: N identical -level ions are
aligned in a row with equal spacing  at positions , 

; the light scattered by the ions is measured by 
 detectors at positions , , in the far field;

the th detector is placed at , where it sees all ions under
an angle  with respect to a line perpendicular to the
symmetry axis of the ion crystal. Source: Wiegner et al.
[39]/with permission of American Physical Society.
In order to produce any symmetric Dicke state in the ion
array via projective measurements of spontaneously
emitted photons, we assume all ions to be initially excited
into the upper state  by a laser -pulse. To simplify the
calculations, but without loss of generality, we suppose the 



 ions to be regularly arranged along one axis with equal
spacing  (see Figure 11.8). A number of  detectors
are placed at distinct positions  ( ) in the far
field of the ions. Again without loss of generality, we
assume that the emitters and the detectors are in one plane
and that the atomic dipole moments of all ions of the
transition  are oriented perpendicular to this
plane. In addition, we assume that via post-selection each
of the detectors registers one and only one photon. In the
far field of the ions, the detectors are unable to distinguish
which particular ion has emitted a registered photon.
Therefore, after the detection of the first photon by one of
the detectors, all atoms will form a correlated symmetric
Dicke state with one atom in the ground state [29–32].
The production of entanglement among the ions, even if
separated by large distances , is a consequence of
two ingredients: the impossibility of the detectors to
determine which ion emitted a particular photon together
with the projection postulate which states that the state of
the ions after the detection of a photon is transferred into a
state compatible with the outcome of the measurement
[29]. In the following, we introduce a third ingredient to
this scheme. It exploits the geometrical phase differences
of all -photon quantum paths resulting from the 
possibilities that  of the  ions emit a photon, which are
subsequently registered by  detectors. As will be shown
below, these geometrical phase differences allow to
prepare symmetric Dicke states of arbitrary inversion .
In order to study this in more detail, let us introduce the
coordinate system shown in Figure 11.8. The position of the

th ion, , is given by , where  is a
unit vector along the array axis. Denoting the unit vector
along the direction of the th detector by , we
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(11.6)

(11.7)

introduce the angle  shown in Figure 11.8 so that 
 The phase difference  between two

photons of wavenumber , emitted by adjacent ions and
both detected at , can then be written as

Assuming initially all  ions in the upper state , the
initial state  of the atoms is given by

where the dimension of the state is indicated by the
subscript . The  photons, subsequently emitted by the 

 ions, are detected by  detectors at , .
Hereby, each detection event has to take into account that
one (unknown) ion out of  possible scatterers has emitted
the photon. Using the coordinate system of Figure 11.8, the
(unnormalized) operator describing the detection event of
the th photon at  can thus be written as [29, 32]

where the operator  projects the th ion from the
state  to the ground state  and  is the phase
introduced in Eq. (11.5).
With the detector operator of Eq. (11.7), we can describe
the detection processes of all  photons emitted by the 
ions. As an example, let us consider the case of  ions.
After a first photon is detected at , we obtain from Eqs.
(11.6) and (11.7):
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(11.9)

(11.10)

The detection of the second photon may occur at , and we
describe this event by applying successively the two
detector operators  and  on the initial state . The
(not normalized) final state  of the three atoms can
then be written as:

As can be seen from Eq. (11.9), the geometrical phase
differences , with , determine the symmetry of the
state. In particular, to generate the symmetric Dicke states 

, with , the phases 
should adopt multiples of . The latter can be realized by
a suitable localization of the detectors according to Eq.
(11.5). In particular, this means that we can generate all
four symmetric Dicke states
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Note that the product states  and  can be
obtained by simply measuring no photons and 
photons, respectively. It is, however, also possible to
generate the entangled states  and . In this
case, one or two detectors have to be used, respectively,
located with the phases  in such a way as to adopt
multiples of .

The generalization to arbitrary Dicke state  with 
ions is straightforward. To this aim, we have to place again
all  detectors at positions  such that the phases 

 adopt multiples of . The unnormalized state of the 
ions after a first photon has been detected at  is then
obtained by applying the operator  on the initial state
Eq. (11.6). From this procedure we get

where  denotes the set of all possible permutations of
the  qubits. In analogy to the case discussed above, we
assume that the  remaining photons (with )
are detected at positions , respectively. We can
calculate the unnormalized final state of the atoms, i.e., the
state after all  photons have been recorded by the 
detectors, by applying the detector operators 

 on the intermediate state (11.11). With this
scheme, we obtain the state of Eq. (11.4) with 

.
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11.6 Theory of Collective Light

Emission of Ion Crystals in Correlated

Dicke States

So far we derived that an arbitrary symmetric Dicke state 
 among  ions can be generated from the fully

excited state Eq. (11.6) upon detection of 
photons, if the  detectors are placed at positions 

 such that the phases  adopt multiples of . In
this section, we study that once the ions occupy the
symmetric Dicke state , they emit the subsequent
photon in a collective manner dubbed superradiance [88].
This means in particular that for  the radiated
intensity scales with  even though the emission is based
entirely on spontaneous decay and thus takes place
incoherently. This surprising result led Dicke to entitle his
seminal paper Coherence in Spontaneous Radiation

Processes [88].
That the radiated intensity of a symmetric Dicke state 

 scales quadratically with  can be proven
rather simply in the small sample limit, i.e., if the emitters
are separated by distances much smaller than the
transition wavelength . To show this, we start by noting
that the Hamiltonian for  non-interacting 2-level atoms is
given by

where  is the -component of the
pseudo-spin operator , and  are the corresponding



(11.13)
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(11.15)

(11.16)

(11.17)

(11.18)

pseudo-spin raising and lowering operators of the th ion, 
, respectively. We further define the collective

pseudo-spin operators

The symmetric Dicke states  are eigenstates of 
as well as of  and  and obey the eigenvalue equations
[88]

Moreover, the collective pseudospin raising and lowering
operators act on the symmetric Dicke states in the
following way [88]

Recalling that the rate of photon emission for a single atom
is [48, 88, 89]



(11.19)

we obtain for the radiation of  ions in the small sample
limit (where we can neglect the phase factors of the
electromagnetic field in the interaction Hamiltonian) [48,
88, 89]

Eq. (11.19) shows that the rate of photon emission by the
ion array starts from a value  for , i.e., the
fully excited state, to a value equal to  for a
state with , i.e., half way down the ladder of
symmetric Dicke states, ending up eventually in no photon
emission for , i.e., when the ion crystal has
reached the collective ground state. We stress that this
behavior is very different from the exponential decay
obtained in the case of  uncorrelated ions. In particular,
we realize that the radiated intensity initially increases

when the ions pass down the ladder of symmetric Dicke
states, displaying altogether a burst with a peak intensity
proportional to  for , and a width inversely
proportional to  [48, 88, 89] (see Figure 11.9).
This behavior is commonly attributed to a synchronization
of the dipole moments of the ions, oscillating in phase once
the first photons have been emitted, equivalent to
coherently oscillating antennas as discussed in Section
11.3, [48, 50, 86, 90]. However, this classical interpretation
picture ignores the fact that the Dicke states do not carry
any dipole moment [39, 87]. Hence the physical picture of
synchronized dipoles coherently oscillating in phase
appears not appropriate to describe the emission of 
emitters prepared in entangled Dicke states.
In the following, we demonstrate that a different type of
coherence is at the basis of the -scaling law of Dicke
superradiance, not linked to the classical picture of
coherently oscillating and synchronized dipole moments



but stemming from the quantum correlations due to the
entanglement of the Dicke states [39, 49, 87]. In fact, we
will show how this quantum nature of the Dicke states
dictates their radiative characteristics, by employing a
description that makes use of quantum paths and quantum
interferences appearing in the emission process [91]. We
emphasize that the quantum path interpretation holds also
in the case of inter-ion separations , particularly
important for the case of trapped ions.



Figure 11.9 Intensity  against  in the case of a small
sample of initially fully excited ions in the state 
for three different numbers of ions . Due to the collective
emission in that regime, a short burst of radiation is
obtained instead of an exponential decay. Source: Adapted
from Bojer and von Zanthier [49]/ArXiv/CC BY-4.0.

For the proof, we assume for simplicity again a linear array
of  ions with upper level  and ground state ,
localized at positions  with equal spacing 
such that any dipole–dipole interaction between the
particles can be neglected (see Figure 11.8). The initial
state of the ion array is taken to be the symmetric Dicke
state  (see Eq. (11.4)). Denoting with  the number
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(11.21)
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of detected photons to prepare the state  from the
initial state  according to scheme
presented in Section 11.4, we find that 

, where  ( ) is the number of
excited (ground state) ions in the Dicke state, with 

. The Dicke state Eq. (11.4) can thus be also
written in the form

with  referring to the complete set of all distinct
possible permutations of the ions and  denoting
the separable state defined by

In the following, we will compare the radiative properties
of the separable state  to the radiative properties
of the entangled Dicke state .

To this aim, let us calculate the intensity at position 
radiated by the state  and the state ,
respectively. The intensity derives from the expectation
value

where the positive frequency part of the electric field
operator coupling the two levels of the ions is given by
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and the negative frequency part of the electric field
operator  is obtained by Hermitian conjugation 

. Since , in contrast to Eq. (11.19), we
have to take into account the different phase factors
stemming from the optical paths accumulated by a photon
emitted by ion  at  toward the detector at . This leads
to the following expression for the radiated intensity

From Eq. (11.24) we see that the intensity depends on the
correlations  as well as the dipole moments  of
the ion array.
In the case that the ion array is in the separable state 

, the intensity calculates to

Here, we have explicitly used the fact that for a separable
state we have  for , since the
dipole moment , as well as the correlations  for 
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, vanishes. According to Eq. (11.25), the intensity
distribution of a separable state is thus a constant,
corresponding to the number of initially excited ions ,
i.e., , independent of . The interpretation
is that from an uncorrelated state every ion radiates
independently.

Before deriving the intensity of the Dicke state ,
we illustrate the key idea of the difference to the separable
state  by a simple example. Consider a system of
three ions prepared in the single-excited symmetric Dicke
state

The intensity of this state calculates to

with the dipole moments  being again zero. The first
sum of the last line of Eq. (11.27) corresponds to the
intensity of the separable state  (see Eq. (11.25)), if
we keep in mind the normalization factor of the state 
. In the second sum, the inter-ion correlations  of 

 calculate for  and  to
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(11.29)

and equally for the other permutations of  and . Taking
into account in Eq. (11.27) the phase factors from the
different optical paths accumulated by a photon at the
detector at  after being emitted by an ion at , we obtain
altogether for the radiated intensity

displaying an angular dependency and a maximum of 

 at  (fulfilled for ), i.e.,

thrice as large as . This is, however, so far a purely
mathematical derivation. In order to gain physical insight
into the enhanced emission of radiation by the entangled
Dicke states  compared to the separable states 

, let us examine the transition amplitude (quantum
path) for each photon detection event and coherently sum
over all possible quantum paths contributing to the total
intensity  [91].



In the following, we focus on the symmetric Dicke state 
 with two excited ions and one ion in the ground

state. We start by investigating the quantum paths
occurring for the initially separable state  (see
Figure 11.10). There are two distinct possibilities: either
the photon (black arrow) is scattered by the first ion (black
circle) transferring the ion into the ground state (white
circle) where a phase  is accumulated by the photon or
the photon is emitted by the second ion accumuling the
phase . Each quantum path leads to an orthogonal
final state so that no interference terms show up when
taking the modulus square of the coherent sum of the two
different quantum paths to compute the intensity.
Explicitly, from Figure 11.10, we obtain for the intensity
produced by the state 
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Figure 11.10 Possible quantum paths of the initially
separable state . Black (white) circles denote ions in
the excited (ground) state. The middle row depicts the
different quantum paths and the lower row the final states
of the ions and the phases accumulated by the photon
along the different quantum paths.

Source: Wiegner et al. [91]/with permission of American Physical Society.

where the norm of the state vector  is given by 
, in agreement with Eq. (11.25).

Let us compare this result to the intensity obtained for the
Dicke state , which
also has only two excitations. The different quantum paths
leading to a successful photon detection event are sketched
in Figure 11.11. Considering only the first term, the state 

 basically leads to the same quantum paths as the
state : either the first ion emits a photon leading to
the final state  by accumulating the phase , or
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the second ion scatters the photon leading to the final state
 with a phase corresponding to . However, for

the state , in difference to the separable state ,
we have to consider the two other terms as well, i.e., 
and . The coherent superposition of all possible
quantum paths from the three terms leads altogether to six
quantum paths, resulting in a different outcome than Eq.
(11.30) (see Figure 11.11). Considering all six quantum
paths, we obtain for the intensity of the state 

Focusing only on the maximum of the intensity distribution,
we get from Eq. (11.31)

what is twice the result obtained for  in Eq. (11.30).
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Figure 11.11 Possible quantum paths of the initial Dicke
state .

Source: Wiegner et al. [91]/with permission of American Physical Society.

Casting the foregoing argument into a general formula for
the maximum intensity of a symmetric Dicke state, we
obtain [91]

Hereby,  stands for the number of interfering
quantum path leading to the same final state. Multiplied by
the number of final states , we arrive at the total
number of interfering quantum paths (interference terms)
contributing to the maximum of the intensity. Together
with the squared normalization constant  of the
corresponding Dicke state, the expression 

 equals for  the constructive
contribution of all interference terms to the maximal
intensity.
Let us apply Eq. (11.33) to rederive the maximum of the
intensity . In Eq. (11.30), we already calculated the
maximum intensity of the corresponding separable state to
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be 2. The number of interfering quantum path leading to
the same final state can be obtained by counting (see
Figure 11.11): we could either pick out the two quantum
paths  and  or the quantum paths  and 
or the quantum paths  and , i.e., . The
number of different final states is  and the
squared normalization of the state  is . Thus,
we obtain for the maximum intensity (cf. Eq. (11.31))

in agreement with Eq. (11.32).
Adopting the foregoing argument to an arbitrary symmetric
Dicke state  with  excited ions and  ions
in the ground state as in Eq. (11.20), the general formula
for the maximum intensity can be derived using
combinatorial considerations and the maximum of the
intensity of the separable state  as given in Eq.
(11.25). In this way we obtain [91]

coinciding with Eq. (11.19) when noting that 
. Here,  is the squared

normalization constant of the generalized symmetric Dicke
state (see Eq. (11.20)), whereas the number of final states 

 is given by . The latter can be seen by noting
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that after the detection of a photon, there are  excited
atoms left, which are able to occupy  different position in
the array of  ions. The crucial term  can be
computed by considering that  different single quantum
paths are leading to a photon detection event for every
term of the initial Dicke state (see, e.g., Eq. (11.31)). If we
multiply these single quantum paths by the number of
terms of the initial Dicke state (given by ), we arrive
at the total number of single quantum paths. The number of
single quantum paths leading to the same final states -
abbreviated by  – is then obtained by dividing the
total number of single quantum paths by the number of
final states [91]

These  single quantum paths, which lead to the same
final state, now interfere among each other producing in
total  interfering quantum path pairs.
Clearly , i.e., the enhancement of the intensity is
zero, if . A 3D-plot of the maximum intensity of the
generalized Dicke state  as a function of  and 
is shown in Figure 11.12. Here, the global maximum
intensity, namely , obtained for the symmetric
Dicke state , is highlighted by the solid line in
Figure 11.12.
Note that we have focused so far our discussion on a
physical explanation for the maxima of the intensity
radiated by symmetric Dicke states. However, besides
studying the maximum intensity, we can also derive the
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angular dependency of the intensity. Using Eq. (11.24), the
intensity distribution radiated by the ion array in a
symmetric Dicke state calculates to [91]

With  (see Eq. (11.5)), the width of
the distribution Eq. (11.37) is given by



Figure 11.12 Plot of the maximum intensity 

of the Dicke state  as a function of  and 

.  is highlighted by the solid line.

Source: Wiegner et al. [91]/with permission of American
Physical Society.
which depends on the wavelength , the distance 
between adjacent atoms and the total number of atoms .



Figure 11.13 Intensity distribution  as a function
of the position  of the detector recording the photon from
the single excited symmetric Dicke state  for
different numbers of ions  (  dotted,  striped, 

 solid, with ). A strong directionality in the
emission of spontaneous radiation by the symmetric Dicke
state  can be seen. Source: Wiegner et al. [91]/with
permission of American Physical Society.
We close by noting that in the regime of classical
coherence an enhanced radiation rate is related to a large
dipole moment. Yet, the Dicke states exhibit no dipole
moment. By contrast, we could show by use of a quantum
path interpretation that the Dicke states display enhanced
collective radiation, i.e., a superradiant emission behavior.
We call the coherence based on the entanglement of the
Dicke states responsible for the constructive quantum



interference phenomena displayed in Eq. (11.33) and
Figure 11.13 correspondingly the regime of quantum

coherence [87].

11.7 Theory of Measuring Collective

Light Emission from Linear Ion

Crystals in Dicke-Correlated States

In the previous section we deduced how symmetric Dicke
states of the form of Eq. (11.4), or equivalently of Eq.
(11.20), emit light in a superradiant manner. However,
these states are fragile as their quantum coherence is
destroyed as soon as the ions start to decay from the upper
state  to the lower state , what occurs on average
after the life time of the upper state . The latter is
therefore called the coherence time of the Dicke state of
Eq. (11.20). Since this time is very short, on the order of ns
for dipole allowed transitions, the question can be raised
how after preparation of these state the collective light
emission can be observed. This is discussed in the present
section where we study an appropriate measurement
scheme [38, 39].
According to the scheme presented in Section 11.4, for the
production of the symmetric Dicke state  of Eq.
(11.20), we can measure  photons by 
detectors at fixed positions , , such that
the corresponding phases take the values , .
The measurement of a further photon at an arbitrary
position  then could be used as a probe to observe the
collective light emission resulting from the produced
symmetric Dicke state , as discussed in Section
11.5. This setting corresponds to measuring the -th order
photon correlation function. It allows (a) to produce any
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symmetric Dicke state  of the form of Eq. (11.20)
from statistically independent and initially uncorrelated
ions in the fully excited state  (see Eq. (11.6)), and (b)
to observe subsequently the corresponding superradiant
emission characteristics of the corresponding Dicke state.
Note that this scheme can be regarded also as a
generalized Hanbury Brown and Twiss setup where the -
th-order photon correlation function is measured at 
different positions ,  [38, 39].
To see this in more detail, let us calculate the -th-order
photon correlation function for  fully excited independent
ions initially in the state . For arbitrary photo-detector
positions, this function is defined as

where  denotes the (normally ordered) quantum
mechanical expectation value and the electric field
operators  and  are given by Eq. (11.23).
Note that for simplicity, we define as in Eq. (11.23) the
field and hence all correlation functions of -th order
dimensionless; the actual values can be obtained by
multiplying  with  times the intensity of a single
source.

Starting with all ions in the state , we find from Eq.
(11.39)
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Here,  defines the norm of the state vector 
,  abbreviates absolute values, and the expression 

denotes the sum over the symmetric group 

with elements . In Eq. (11.40), the products 
 represent -photon quantum paths with

phases , accumulated by  photons emitted from 
 ions at  and recorded by  detectors at . Since the

particular source of a recorded photon is unknown, we
have to sum over all possible combinations of -photon
quantum paths, which is expressed by the sum 

 in the second line of Eq. (11.40).
Hereby, the additional condition  ( ) ensures
that each ion emits at most one photon. Considering that
several combinations of -photon quantum paths lead to
the same final state and thus have to be added coherently,
we end up with the modulus square in the third line of Eq.
(11.40). Hereby, for the  different final states, the

corresponding transition probabilities  have to be
summed incoherently, which results in the combination of



sums  in the third line of Eq.
(11.40).

Figure 11.14 (Color online) -photon quantum paths of 
 statistically independent ions where  photons are

detected at  and the th photon at  (see Eq. (11.41)).
The interference signal  can be reduced to
a superposition of  indistinguishable yet different -
photon quantum paths. In the figure, the explicit case of 

 sources and detectors is shown. Source:
Wiegner et al. [39]/with permission of American Physical
Society.

Assuming again an array of N identical 2-level ions,
regularly aligned in a row with equal spacing  at
positions , , we choose this time that 
detectors are placed in the far field at the same position ,
whereas the -th detector is placed at an arbitrary
position  (see Figure 11.14). Under this condition, we can
make use of the fact that out of the  different -photon

quantum paths, denoted by  in Eq.

(11.40),  quantum paths are equal. In this case, Eq.
(11.40) takes the form



(11.41)

(11.42)

(11.43)

with . We thus

finally obtain for the -th order correlation function [38,
39]

According to Eq. (11.42),  as a function of 
 displays maxima and minima with a visibility of

and an angular width of the central maximum



(11.44)

(11.45)

where we have used the relation 
. For growing numbers of ions,

an increased focusing of the -th-order photon correlation
function in the direction of  is thus observed.
Note that for , the visibility  vanishes, which
illustrates the fact that there is no preferred direction of
emission of the first photon. Indeed, for , all ions are
initially in the excited state , which is well known to
not show any focused emission behavior. For ,
however, superradiance and collective emission of the -th
photon set in, preconditioned by the measurement of 

 photons in a particular fixed direction. Finally, for 
, a maximum visibility of  is obtained.

According to Eq. (11.42), the height of the central
maximum grows as . Moreover, recalling that

we find that the normalized -th-order correlation function

 has a central maximum, which is

proportional to  for . Note that the scaling of the
maximum as  and the angular width as  are the
typical features of superradiance from a Dicke state with
one excitation (see Eq. (11.35)). This already suggests a
close connection between the -th-order correlation
function for the initially fully excited state 



(11.46)

(11.47)

(11.48)

(11.49)

with the superradiant behavior of a suitably prepared Dicke
state  with  deexcitations.

In order to demonstrate the identity between
superradiance and the -th-order intensity correlation
function starting from the fully excited state (apart from a
proportionality factor), let us write  as
[39]

where we defined

i.e.,

This shows already that the variation of 
with respect to , i.e., , is indeed a function of the state 

. For simplicity, we can set . In this case we
find



(11.50)

(11.51)

(11.52)

where  is the collective lowering operator of Eq. (11.13).
Using Eq. (11.49) in Eq. (11.47) we obtain for 

where  is the symmetric Dicke state
from Eq. (11.4) and Eq. (11.20), respectively, with 
ions in the ground state and  ions in the excited
state, for . The normalization factor 
in Eq. (11.47) for  is equal to 

, so that Eq.
(11.46) can also be written as [39]

with

Here,  is the intensity of the radiation produced by 
ions prepared in the Dicke state 

, i.e. [91],



(11.53)

(11.54)

what coincides with Eq. (11.37) in view of the fact that 
 and . In particular, for ,

we find for Eq. (11.53) the intensity distribution 
displayed in Figure 11.13.
We thus proved that the superradiant character of the
Dicke state  can be observed by measuring
the -th-order photon correlation function 

 for  of the fully excited system [39]

The first  detection events prepare the system
conditionally in the Dicke state 

 whose behavior is then
probed by the detection of the -th photon.

11.8 Measurement of the Collective

Light Emission of a Two Ion Crystal

Having established a measurement scheme to produce any
desired symmetric Dicke state 

 from the fully excited
state  and subsequently observe the corresponding
superradiant emission behavior, we present in this section



a concrete example with  ions, the most elementary
building block of a potentially collective ensemble. This
simple system already exhibits a great wealth of collective
spatiotemporal emission characteristics, which can be
observed by measuring the second-order photon correlation
function  according to the scheme presented
in Section 11.6. In particular, we will show that the
collective spontaneous emission behavior of the two-ion
crystal displays spatial super- and subradiance in
combination with photon antibunching and bunching,
respectively. To observe these particular features, we
employ ultra-fast single photon resolving cameras with high
spatial resolution in a Hanbury–Twiss setup, a prerequisite
to disclose these very particular collective spatiotemporal
emission phenomena (see Figure 11.15).
For the measurement, we employ again a pair of 
ions, stored in a linear Paul trap. However, instead of using
a -pulse excitation as discussed in the previous sections,
the ions are continuously excited and laser-cooled near the 

  transition by a laser at  nm (see Figure
11.15). To model the dynamical evolution of the ions
including dissipation via spontaneous decay, we have to
solve the master equation for the density matrix  of two
identical 2-level ions with upper states  and ground
states , , with dipole moment , located at
fixed positions  and  [89]. In the rotating-wave,
Markov and Born approximations, the master equation
reads [29]



(11.55)

Figure 11.15 To measure , two  ions are
trapped and continuously excited on the 
transition while the scattered light is collected by a lens
and, after passing a polarization filter, fed into a Hanbury–
Brown and Twiss setup using two MCP cameras. The
sphere around the two ions sketches the spatial pattern of 

 as a function of  for .

where  is the Rabi frequency of the ion-laser interaction,
 is the laser wave vector,  the laser angular

frequency,  are the raising and lowering operators for ion
 at , and  is the Einstein A coefficient for

a single ion.



(11.56)

(11.57)

Taking into account the dynamics of the two-ion system,
the two-time second-order correlation function in the
Heisenberg picture is defined as

with  and .  can be
calculated using the quantum regression theorem and
solving the master equation for the density matrix Eq.
(11.55) [29].
In steady state and for an ion separation , the
normalized second-order correlation function of Eq. (11.56)
at  takes the form [29]

were  denotes the saturation parameter of the atomic
transition  and  is the optical
phase accumulated by a photon recorded at position  if
scattered by ion 1 with respect to a photon scattered by ion
2, with  the distance vector between the ions. From Eq.
(11.57), we infer that  features a minimum
detection probability for the second photon at  if
the first photon has been recorded at ,
corresponding to spatial subradiance, see Figure 11.16(a).
Oppositely,  exhibits a maximum detection
probability for the second photon at  if the first
photon has been recorded also at , which



corresponds to spatial superradiance [38, 91], see Figure
11.16(b).

Figure 11.16 Theoretically derived spatiotemporal two-
photon correlation function  for (a) 
and (b) ; either spatial superradiance (a) or
spatial subradiance (b) is predicted Source: Adapted from
Skornia et al. [29]/with permission of American Physical
Society. The experimental data shown in (c) for 

 and (d) for  confirm the
theoretical predictions to a high degree; for the
autocorrelation function displayed in (e) we find 

 for , corresponding to
photon antibunching, and  for 

, corresponding to photon bunching; the
related positions for  are indicated as dotted lines in
(c) and (d); error bars correspond to one statistical
standard deviation for all subplots.



In order to measure , the two  ions are
stored again in a segmented linear Paul trap with trap
frequencies  MHz for
the axial and the two radial modes, respectively, see Figure
11.3. An  lens system in the far field collects  of
the photons scattered by the ions. After passing a
polarization filter, the photons are fed into a Hanbury–
Brown and Twiss setup consisting of a non-polarizing 
beam splitter and two synchronized MCP LinCam
detectors, see Figure 11.15. With  virtual
spatial bins and a timing resolution of  ps, the MCPs
combine both high spatial and ultrahigh temporal
resolution. As each of them has a dead time of 600 ns, we
have to use two of such cameras to resolve  to
better than the ion's coherence time given by ns
[71].
With a single photon count rate of about  kHz and a
coincidence rate of  mHz, we record data for about
205 hours. To increase the signal-to-noise ratio per bin, the
two-dimensional  spatial data set of each frame
of each MCP camera is reduced to  bins, taking
advantage of the fact that the relevant spatial modulation
of the photon correlations occurs parallel to the ion
distance vector , similar to the first-order photon
correlation function displayed in Figures 11.5(c) and 11.6.
Choosing time bins of 2.5 ns instead of 50ps, the two-
photon correlations are stored in a data structure with 

 bins, encoding the position of the first (the
second) photon detection event at  (at ) and the photon
arrival time difference .
From the total data set, we select at  two different
values for the phase of the first photon, namely 

 and , and display  as a



function of  in Figures 11.16(c) and (d), respectively.
In the two figures, the two-photon correlation functions are
binned to only two periods , to increase
the signal-to-noise ratio per bin even further. From Figure
11.16(d) we can see that indeed a pattern with minimum
emission probability in the direction  is obtained if
the first photon has been recorded at . In this
case, the two-ion system has been projected approximately
into the anti-symmetric Dicke state , corresponding to
the regime of spatial subradiance [29, 91]. In contrast, in
Figure 11.16(c), we observe a pattern with maximum
emission probability for the second photon in the direction 

 in case that the first photon has been recorded at 
. For this setting, the two-ion system has

been projected approximately into the symmetric Dicke
state , i.e., we observe the regime of spatial
superradiance [29, 38, 39, 91].
To fully model the experimentally measured data, we
extend Eq. (11.57) by including the Debye-Waller factor 

, which describes the residual motion of the trapped
ions as well as the momentum transfer induced onto the
two-ion system by the absorbed and emitted photons.
Additionally, we take an offset of  into account
resulting from dark counts and events when the ions decay
into the metastable  state and have to be pumped back
into the fluorescence cycle by the laser near 866 nm [92] (

 6.5  of the deexcitations). The offset includes also a
loss of contrast due to the convolutions in the temporal and
spatial binning process outlined above. From Eq. (11.57),
we thus derive the theoretical model function



(11.58)

(11.59)

where  is given by [74]

Here , , describes the projection of the
momentum transfer vector  onto the basis
axis  of the underlying vibrational modes 
occupied by  phonons, where  are the frequencies of
the relevant vibrational modes . Note that
for a two-ion system, out of the six possible modes only the
contrast-reducing modes have to be taken into account,
namely the breathing mode , affecting the inter-ion
distance, and the two rocking-modes  and , acting
perpendicular to the ion distance vector  and describing
the shear movement of the ions along two orthogonal axes.
For the investigated two-ion system, the Debye-Waller
factors calculate to , taking into account
the chosen angle of  between the laser wave vector

 and the detector positions , , as well as the

residual phonon numbers , , and 

 after cooling the two-ion system to the Doppler-

limit (see Figure 11.3). The saturation parameter of the



cooling laser is determined to , derived
experimentally independently from the Rabi oscillations of
the auto-correlation function  using a single trapped
ion for different laser powers [84].
Turning to the discussion of the temporal features in the
measured photon correlation function , we observe that
the photon auto-correlation function 
displays antibunching for  and
bunching for , see Figure 11.16(e)
[43]. Combining both the spatial and the temporal aspects
of the collective light emision of the two ion system, we
recognize that the maximum of superradiance observed at
a position  is accompagnied by photon
antibunching, whereas the maximum of spatial subradiance
appearing at  comes along with bunching
of the photon stream (see also figures 11.16(a) and (b)).

11.9 Conclusion and Outlook

In this article, we have given a comprehensive overview on
the collective scattering of light by trapped ion crystals
serving as arrays of correlated emitters of indistinguishable
photons into free space. Since for trapped ions the mutual
Coulomb repulsion prohibits separations below the optical
transition wavelength, we have focussed the analysis on the
particular case of atoms with separations d >> λ. The
interatomic correlations are produced in this case in free
space via the detection of photons in the far field, i.e., by
excluding Welcher-Weg information. The collectively
emitted light is subsequently recorded in the far field by
pixelated cameras, which feature high spatial and high
temporal resolution. We observe classical interference
based on classical coherence of phase-coherently
oscillating synchronized dipoles if we aim for measuring



the first-order photon correlation function. However, we
observe quantum interferences based on quantum
coherence [49] of entangled ion arrays when measuring
higher-order photon correlation functions 
with . For a two-ion crystal, we recorded spatial
superradiance in combination with anti-bunching and
spatial subradiance in combination with bunching,
depending on the position of detection of the first photon
when starting from the fully excited state. We analyzed
theoretically how the observed features of collective light
emission from arrays of correlated ions result from
measurements projecting the initially non-entangled ions in
the fully excited state into entangled Dicke states. The
experiments with a two-ion crystal fully confirmed these
predictions.
In the future, we aim for scaling up the number of
correlated ions, extending the linear crystal structures
toward two-dimensional ion crystals as emitters of
indistinguishable photons. For the detection we will employ
high numerical aperture objectives in combination with
sets of single photon resolving cameras with high quantum
efficiency. The increased detection efficiency will boost the
photon correlation data acquisition rates, eventually
enabling us to conduct photon correlation measurements
with . We further aim for quantifying the state
fidelity of the projectively prepared multi-ion Dicke states
and the corresponding entanglement from the measured
multi-photon correlation interference patterns.
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12.1 Introduction

The impressive and unique characteristics of single-
molecule magnets (SMMs), systems possessing an energy
barrier to the relaxation of the magnetization at single-
molecule level, stimulated intensive investigation of these
systems for their implementation in technological
applications. The quantum properties exhibited by SMMs
could allow the long-sought control of quantum effects and
their implementation in practical applications. This goal
has been in the mind of scientists since the quantum
mechanical description by Erwin Schrödinger [1], with



scientists continuously exploring new quantum effects and
developing the understanding of the quantum properties.
The acquired knowledge of the quantum nature during the
so-called first quantum revolution allowed researchers to
understand the chemical properties and physics of systems,
e.g. semiconductors, ultimately leading to inventions such
as the laser and transistors. As a subsequent step, a so-
called second quantum revolution attempts to utilize the
acquired knowledge of the quantum principles to
engineering quantum systems to implement them in
technological applications [2, 3]. The continuous
miniaturization of technological devices, as described by
Moore's law, and the quantum nature taking over at the
molecular and atomic scale are the main driving forces.
The foreseen advantages offered by the implementation of
the quantum effects in practical applications are numerous.
For instance, by exploiting quantum coherence and
entanglement of electronic states, it is possible to measure
small fluctuations surpassing classical sensing devices,
offering new sensing tools with applicability ranging from
physics to biology [4–12]. Furthermore, quantum effects
can allow the simulation of specific quantum mechanical
problems, as proposed by Feynman [13] and Lloyd [14].
One of the most attractive implementations is related to the
development of a quantum computer, which would enable
the realization of extremely difficult and even unachievable
tasks, such as the factorization of large numbers, fast
computation of extremely large problems, to the true
universal simulation of large quantum mechanical
problems, among others. The development of a quantum
computer triggered the investment of several companies
and consortiums eventually resulting in a 16-qubit
processor developed by the IBM Q-experience [15], a 72-
qubit quantum chip developed by Google [16], a 19-qubits
computer tested by Rigetti [17], a silicon spin-based 2-



qubits processor achieved by QuTech [18], and even a
NASA–Google partnership has claimed quantum supremacy
[19].
Currently, there are several platforms explored for the
development and implementation in technological
applications. Among the several systems explored toward
this end, SMMs are very appealing due to the displayed
quantum effects and the tailored control over not just the
structural aspects of the systems, but also over their
electronic and nuclear properties. In this chapter, some key
aspects of SMMs for the integration in novel technological
applications such as quantum simulators, quantum sensing,
and quantum computing are discussed. We will also revise
the development of an emerging technology, known as
quantum communications, employing magnetic molecules,
in which the read-out and manipulation of the encoded
information can be realized by light.

12.2 SMMs and Quantum Effects

The development of new technologies based on quantum
mechanics is contingent upon the observed quantum
effects, such as quantization, superposition, entanglement,
tunneling, and coherence [2]. For the development of
quantum sensors, quantum simulators, and quantum
computers, a set of characteristics must be met, which are
very similar to the requirements for quantum bits [20]. In
this section, a brief description of certain key properties of
SMMs, which makes the candidates to be considered in
these novel technologies, is provided.

12.2.1 Quantization

One key aspect for molecular systems to be employed in
technological applications is the quantization of their
ground state. Quantization in a molecular system was first



observed in the archetypal [Mn12(μ3-O12)
(CH3COO)16(H2O)4]·2CH3COOH]·2H2O (or Mn12) complex
[21]. At low temperatures, an S = 10 ground state
characterized the Mn12 cage, which arises from the strong
interaction of an inner tetrahedron of Mn+4 and an external
octagon of Mn+3. For transition metals, although small, the
spin orbit coupling (SOC) plays an important role since it
induces magnetic anisotropy in the molecule. The latter can
be described by a spin Hamiltonian of the following form: 

, where D is the zero-field splitting
parameter and E is the rhombic term. When considering
the first term in the spin Hamiltonian, the S states are
quantized and labeled with the quantum numbers mS = –
S…S being doubly degenerated: , hence,
following a parabolic behavior with an energy barrier to the
relaxation with the form . In the parabola,
each side corresponds to an opposed orientation of the
magnetic moment; hence, D gives the approximate barrier
for the spin to flip its orientation. The reversal of the
magnetization occurs through the mS states via phonon
absorption (excitation of the spin system to the top of the
barrier) and emission (de-excitation to the bottom of the
other side of the barrier) (Figure 12.1). At the beginning of
the SMMs era, due to the spin dependence of the energy
barrier, transition metal SMMs with large spin multiplicity
were the aim.



Figure 12.1 Quantum Effects in Single-Molecule

Magnets: Schematic view of the energy diagram of Mn12
with S = 10 with Ueff = DS2. The reversal of the
magnetization occurs through the mS states, represented
by the red arrows between mS states.

Although quantization was first observed in transition
metal SMMs, undoubtedly, the most striking results in the
field of molecular magnetism were observed for lanthanide-
based SMMs [22]. The new era for the molecular
magnetism field began with the observation of an energy
barrier to the relaxation in a single lanthanide ion complex
with the formula TBA[TbPc2] [22]. The complex comprised
a Tb3+ ion sandwiched between two phthalocianinato (Pc)
anionic ligands and charged balanced by a
tetrabutylammonium (TBA) cation (Figure 12.2).



(12.1)

In stark contrast to transition metal SMMs, where
polymetallic cages were required, the SMM characteristics
of the 4f-SMMs arose from the intrinsic strong SOC due to
the large nuclear charge and the unquenched orbital
momentum. For 4f-elements their magnetic moment is best
described by the Russell–Saunders (RS) coupling scheme (J
= |L − S| ≤ J ≤ L + S), given that neither S nor L is a good
quantum number. For [TbPc2]− a S = 3 and L = 3, hence, J
= L + S = 6 and due to the large separation between the J =
6 and J = 5 (c. 2900 K), solely the J = 6 multiplet is
populated at normal conditions. Taking into account the
D4h symmetry the Tb3+ ion, sandwiched between the Pc
ligands, ligand field spin Hamiltonian takes the form [23]:

Figure 12.2 TBA[TbPc2] First 4f-SMM: (a) front and (b)
side view of [TbPc2]– SMM composed of two
phtalocianinato (Pc) ligands and a Tb3+ ion (Color code: Tb,
blue; N, cyan; C, light gray), with local D4h symmetry. TBA
counter cation and hydrogen atoms omitted for clarity.



where  are experimentally determined parameters.
Diagonalization of the spin Hamiltonian reveals that the
ligand field lifts the degeneracy of the 2 J + 1 states of the J
= 6 multiplet, rendering a mJ = ±6 ground state with a
separation of c. 600 K from the mJ = ±5 first excited states
(Figure 12.3 red and blue traces). The crystal field acting
upon the Tb3+ ion generates a quantization axis for the mJ

= ±6 ground state perpendicular to the Pc plane, which is
frozen below a certain threshold temperature.



Figure 12.3 Quantum Tunneling of the Magnetization:

Electronic energy level for TBA[TbPc2] (left) with the first
excited state (blue traces) separated by c. 600 K from the
ground doublet state (red traces). Zoomed region shows
the hyperfine split ground doublet state by nuclear spin I =
3/2 into mI = −3/2 (black), −1/2 (red), +1/2 (green), and
+3/2 (blue) square regions (right). The zoomed region of
the hyperfine levels shows the avoided level crossing
arising from transverse field. Reversal can occur via hf-
QTM through the barrier when the states are in resonance.

Source: Adapted from Moreno-Pineda et al. [24] with permission from The
Royal Society of Chemistry.

Another remarkable aspect of 4f-SMMs is their strong
hyperfine coupling, which is of utmost importance for the
observation of other quantum effects as well as their
implementation in quantum computing applications as
described later [25]. The electronic spin couples strongly to
the nuclear spin I = 3/2 of Tb3+ via the hyperfine and the



(12.2)

quadrupolar interaction. The spin Hamiltonian hence takes
the form [26, 27]:

with the second term being the Zeeman interaction, and
the third and fourth terms the hyperfine and quadrupolar
interactions, respectively. The hyperfine interaction splits
the mJ = 6 state further in 2I + 1 levels, i.e. mI = +3/2,
+1/2, −1/2, and −3/2, while the quadrupolar term couples
the electric field gradient of the magnetic moment, causing
an uneven separation between mI states (zoomed region in
Figure 12.3 (right)); this playing an important role for the
manipulation of the hyperfine levels.

12.2.2 Quantum Coherence

An important aspect for the implementation of SMMs in
quantum technologies is to be able to carry out logical
operations without losing the information before the
operation has been completed. Two parameters are
commonly employed to evaluate the performance of the
systems: the spin–spin relaxation time, T2, and the spin–
lattice relaxation time, T1. T2 is the coherence time and
dictates the superposition lifetime, i.e. the computational
time. More precisely, T2 is the time taken by the
magnetization to decay on the xy-plane after being tipped
90° from the z axis. T1 describes how long it takes for the
magnetization to return to the thermal equilibrium along
the z-axis after being tipped 90° (Figure 12.4). These two
relaxations are intertwined, as the coherence time is
limited by T1, as 2T1 ≥ T2, especially at high temperatures.
SMMs have been shown to possess relaxation times similar
or even better than common platforms and due to this



characteristic have been proposed as the basic unit of
quantum computers, i.e. the quantum bit or qubit.
Although the electronic ground state is expected to remain
frozen in a certain direction below certain temperatures,
the temperature-dependent relaxation mechanisms become
important when the thermal energy is comparable to the
barrier; thus, the system can relax via several thermally
activated processes. Spin–lattice relaxation or phonon-
assisted mechanisms contribute to the relaxation of the
magnetization greatly by modulating the ligand field via
vibrations, causing a modulation on the crystal field, hence,
inducing transitions between the different spin states.
These processes can occur through absorption and
emission of one or two phonons and are contingent upon
the nature of the ion involved, i.e. Kramers or non-Kramers
ions. For a Kramers ion, a minimum degeneracy of two is
always retained, while in non-Kramers ions the degeneracy
can be completely lifted. Overall, three processes are
mainly involved in the relaxation dynamics of f-SMMs: (i)
direct, (ii) Raman, and (iii) Orbach process (Figure 12.5).
In the direct mechanism, the relaxation takes place through
the emission of one phonon of energy. However, in Orbach
and Raman, the relaxation involves the absorption and
reemission of phonons. The difference is that while the first
process goes through a real excited state, the second uses
a virtual excited state to relax. The understanding of the
relaxation pathways [28–33] has allowed the synthesis of
SMMs with remarkably enhanced properties [34–36].



Figure 12.4 Quantum Coherence and Relaxation:

Schematic representations of (a) T2 and (b) T1 and common
sequences employed for their determination.

Figure 12.5 Quantum Coherence and Relaxation: (a)
Common relaxation mechanism in SMMs. (b) Energy
diagram for the relaxation occurring in SMMs. Red arrows
between mS and mS + 1 states represent the Orbach
relaxation, blue arrows are the Raman relaxation, while the
green arrows represent QTM.

12.2.3 Quantum Tunneling of the Magnetization

In addition to the temperature-activated relaxation
mechanisms, non-thermally activated relaxation can also
provide an alternative route for the relaxation of the



magnetization, through quantum tunneling of the
magnetization (QTM) [37] (zoomed region in Figure 12.3).
QTM permits spin reversal below the energy barrier if
superposition of the ±mJ states is present. The degeneracy
at the crossing can be converted into an avoided level
crossing, with a separation Δm,m′, consequence of the
transverse anisotropy terms and transverse magnetic
fields. At the avoided crossing, the eigenvectors of the
Hamiltonian are a linear combination of the positive and
negative spin projection, corresponding to a finite
probability of the spin to be at both sides of the barrier.
The resonance of the spin between both orientations is
denoted as spin tunneling. The tunneling probability, PLS,
between states m and m′ upon sweeping the magnetic field
at a rate, α, through the resonance is given by the Landau–
Zener–Stückelberg (LZS) model:



(12.3)

Figure 12.6 Quantum Tunneling of the Magnetization:

μSQUID hysteresis loops and hf-QTM events.
Source: Adapted from Moreno-Pineda et al. [24] with permission from The
Royal Society of Chemistry.

where ωT is the angular frequency of oscillation between
states m and m′, which is related to the tunnel splitting by 

. The field interval where tunneling is

predicted to occur is given by , known as
bare tunnel width.
Hyperfine-driven QTM (hf-QTM) has been observed in
TBA[TbPc2] (Figure 12.6) in μSQUID studies. Note that
despite having a large separation between the ground and
first excited state, hf-QTM acts as relaxation pathway for



the magnetization [26]. Although QTM acts as temperature-
independent relaxation pathways, considered a nuisance
for high-density data storage applications, it plays an
important role in the initialization, manipulation, and read-
out of nuclear spins in the TbPc2 complex, which ultimately
lead to the realization of Grover's quantum algorithm [25,
38]. QTM has also allowed the read-out of the hyperfine-
coupled nuclear spin states of a Tb2Pc3 SMM in a single
crystal [39] and more recently in a spin transistor
configuration [40].

12.2.4 Quantum Bits and Multilevel Systems

Due to the quantum characteristic exhibited by SMMs,
these systems have been proposed to act as quantum bits
or qubits. Unlike the classical bit, the quantum nature of
the qubit allows for the superposition of the |1〉 or |0〉
states, i.e. |ψ〉 = a0|0〉 + a1|1〉 where the squares of a0 and a1
are the amplitude of the probability following |a0|2 + |a1|2 =
1 (Figure 12.7). The non-orthogonal configurations
providing 2N states, with N being the number of qubits,
give QC the potential to perform immensely large and
complex operations.
Many SMMs have been shown to fulfill the so-called
DiVincenzo criteria [41], that is: (i) well-defined scalable
levels; (ii) long coherence times in order to carry out the
computational operation; (iii) to be able to initialize the
system in well-defined states; (iv) to be able to perform
universal quantum gates via entanglement and/or
superposition of states; (v) successful read-out of the
quantum states after the operation. For quantum
communications, two other factors are of importance [41]:
(vi) interconversion between dynamic and stationary qubits
and (vii) exact transmission of dynamic qubits. These two
prerequisites are essential for the effective transmission of



information when employing the entanglement of photons
and for non-local qubits [42].

Figure 12.7 Quantum Computer Building Blocks:

Schematic representation of qubit, with the four states
comprising it. For a qubit, the coherence should be long
enough to allow the manipulation, operation, and read-out
before the information is lost.

All the necessary characteristics for qubits are gathered by
SMMs. Due to the facile manipulation of the electronic
spins, these have been proposed as electron spin qubits
whereby through application of thermal stimuli, magnetic
fields, or electromagnetic pulses [43–49] they can be
manipulated. More recently, systems known as qudits
(Figure 12.8), where the d stands for the multilevel
character of the system, have gained much attention due to
the possibility to employ the multilevel nature of the
systems to perform complex algorithms in a single physical



unit [24, 40, 43, 44, 46, 50–58]. Additionally, qudits offer
several advantages over qubits, such as dN orthogonal
states, allowing parallelization in a single unit with lower
error rates [45, 59, 60]. The higher energy states in
magnetic molecules can be used for the realization of
complex quantum gates [20, 24, 40, 52]. Qudits are
promising systems since they have been shown to possess
numerous advantages over qubits, such as:

(i) do not require inter-qubit interaction to perform
qugates [44, 46, 54];
(ii) the number of gates required to execute a
computational task is reduced [59];



Figure 12.8 Quantum Computer Building Blocks:

Multilevel representation of a qudit (d = 4). The
different accessible excited states can be employed to
perform quantum gates in a single physical unit.

(iii) they can parallelize information in a smaller
number of physical units [45];
(iv) possess lower error rates [60, 61];
(v) complex gates can be implemented in a single unit
[43, 46, 53, 62];
(vi) entangled qudits are more suitable for quantum
cryptography [59];
(vii) simpler quantum simulations with similar Hilbert
space [63];



(viii) large dimensions of operational state with a
smaller number of processing units [61, 64].

12.3 SMMs for Single-Molecule

Devices

The integration of SMMs in single-molecule devices has
been shown to render extraordinary results, highlighting
the quantum nature of the complexes and the possibility to
not solely observe these effects, but also, implement them.
Through this approach, it has been possible to create
spintronic molecular devices, enabling the manipulation
and read-out of the spin states of the SMM to perform
quantum operations. In this section, we highlight some key
results of single-molecule devices and their quantum
characteristics.

12.3.1 Spin Transistors

A spin transistor is a three-terminal device, where electrons
are passed through an SMM, bridging the gap of the
junction, from the source to the drain electrode. This device
configuration has allowed the manipulation and read-out of
the electronic states of the SMM. The first experiment
involving an SMM in such configuration was attempted
with the archetypal Mn12; however, the structural integrity
of the system was compromised in such configuration [65].
Better results were obtained for an Fe4 [66] and TbPc2 [67–
71] molecules. The most important results for such
configuration employing SMMs have been achieved when a
TbPc2 complex is trapped into gold junctions through
electro-migration [67–71] (Figure 12.9).
The extremely stable redox state of the Tb3+ ion and the π-
radical delocalized over the Pc ligands allowing the
conduction of electrons while maintaining the SMM intact



[67–71]. An indirect coupling allows the read-out of the
nuclear spins. The read-out dot is achieved due to the
strong interaction between the π-radical and the Tb3+

spins, allowing the observation of change in conductance
near zero field. A single charge-degeneracy point with a
weak spin S = ½ Kondo effect, which is ascribed to the π-
radical delocalized over the Pc rings, was observed in
differential conductance (dI/dV) studies as a function of
drain–source voltage (Vds) and gate voltage (Vg). Due to the
ferromagnetic coupling between the S = ½ of the π radical
to the magnetic moment carried by the Tb3+ ion, and its
hyperfine coupling to the nuclear spin states of the Tb3+

ion, the spin cascade |S = 1/2〉||J = 6〉||I = 3/2〉 is reflected
by the transport properties (Figure 12.10). The spin
cascade allows the read-out of the nuclear spin states by
the spin-dot with experimental conditions close to a charge-
degeneracy point. Four abrupt jumps in the differential
conductance are obtained when sweeping the field,
corresponding to the reversal of the Tb3+ electron spin
through QTM at the nuclear spin crossing (Figure 12.9
[lower panel]).



Figure 12.9 TbPc2Quantum Spin Transistor: Pictorial
representation of molecular spin transistor, with a TbPc2
molecule embedded between the source and drain (top).
The conductance jumps correspond to the four level-
crossings associated with the nuclear spin I = 3/2 of Tb3+

(bottom).
Source: Thiele et al. [70] and Moreno-Pineda and Wernsdorfer [72] with
permission from Springer Nature (copyrights © 2014) and The American
Association for the Advancement of Science (copyrights © 2021),
respectively.



Figure 12.10 TbPc2Quantum Spin Transistor:

Schematic view of the read-out cascade occurring in
[TbPc2] in the transistor device.

Source: Thiele et al. [70] with permission from Springer Nature (copyrights
© 2014).

The highly efficient relaxation through QTM at low fields
(μ0Hz < ±50 mT) is of paramount importance for the
detection of the spin reversals at these four level-crossings
causing each time a change in the transport properties of
the read-out dot [67, 70]. Moreover, T1 and T2 of 20 and
300 microseconds, respectively, have been found, leading
to their implementation of Grover's algorithm using the
four states of the nuclear spin [25] (vide infra) and the
realization of an iSWAP gate [71]. Likewise, employing a



spin transistor configuration, incorporating a Tb2Pc3 unit, it
has been possible to the read-out of several nuclear spin
states, generated by the indirect coupling of the electronic
states of the Tb3+, leading to seven non-degenerated
nuclear states, opening the possibility of the
implementation of more complex algorithms [40] (Figures
12.11 and 12.12).



Figure 12.11 Tb2Pc3Quantum Spin Transistors: dI/dV

as a function of Vds and Vg for a Tb2Pc3 spin transistor
device. The conductance jumps correspond to spin reversal
at the allowed QTM crossings.

Source: Biard et al. [40] with permission from Springer Nature/CC BY-4.0.

Besides the direct coupling transistor configuration, it is
possible to integrate SMMs into hybrid architectures by
indirect coupling, in which the molecule is subjected to a
weaker back-action. In this configuration, the spin dot
(SMM) is connected to the electrodes by a non-magnetic



molecular conductor (read-out dot), where the coupling
between the spin dot and the read-out dot is regulated by
the gate voltage.

12.3.2 Spin Valve

Another configuration in which SMMs have been integrated
into devices is the supramolecular spin valve. Urdampilleta
et al. [73–75]. studied such a system composed of TbPc2,
acting as a spin dot, and a carbon nanotube (CNT), acting
as a read-out dot. The exceptional mechanical, structural,
and electrical characteristics of CNTs make them suitable
to act as read-out dot. The sensible coupling between the
SMM and CNTs, possessing 1D conductor character, along
with the Kondo effect and Coulomb blockade exhibited at
low temperatures, makes them conductance-sensitive to
charge fluctuations including the spin reversal process. In
this configuration, the CNT-TbPc2 device permitted the
determination of the electronic and nuclear spin
characteristic of the Tb3+ ion [73–75]. Read-out was
accomplished, through magneto-transport measurements,
due to the strong interaction between the TbPc2 molecules
suspended on CNTs [73–75]. A maximum in the
conductance is observed when the electronic spin of the
TbPc2 molecules, suspended on the CNT, was aligned in a
parallel configuration (ferromagnetic coupling).
Conversely, a minimum conductance was obtained when
the electron spin of the TbPc2 was antiparallel
(antiferromagnetic coupling) (Figure 12.13).



Figure 12.12 Tb2Pc3Quantum Spin Transistors: Spins
reversals correlation measurement. The x-axis corresponds
to conductance jumps during a magnetic field sweep, and
the y-axis represents the conductance jumps during
subsequent sweeps.

Source: Biard et al. [40] with permission from Springer Nature/CC BY-4.0.

Conductance jumps were observed between ±500 mT
corresponding to the direct relaxation process. Moreover,
the highly sensitive measurements revealed differently
oriented molecules attached to the CNT. Likewise for the



spin transistor, the nuclear spin states for each TbPc2
attached to the CNT were detected by measuring the
tunneling probability as a function of sweep rate (Figure
12.14). Nevertheless, in contrast to the spin transistor
configuration, where the four level-crossings of nuclear
spin I = 3/2 are associated to relaxation through QTM, the
relaxation in the spin vale occurs through the direct
relaxation mechanism. In the spin valve configuration, QTM
can be suppressed at low temperatures due to one-
dimensional phonons associated to the mechanical motion
of the CNT and its strong coupling with the TbPc2 unit [33,
76]. One-dimensional phonons, associated with the
mechanical motion of CNT, allow relaxation to occur solely
via a single mode (direct relaxation), associated with the
mechanical motion of the CNT. The so-called quantum
Einstein–de Hass effect could in principle allow coherent
spin manipulation of the spin states opening the possibility
of coherent manipulation of the spin and entanglement
[33].



Figure 12.13 Supramolecular Spin Valves: Schematic
view of the spin-valve device (top) and conductance
measurements as a function of the magnetic field. The red
curve corresponds to the conductance under increasing
field (−1 to +1 T) and the blue curve under decreasing
field. The conductance jumps around zero field are
attributed to molecules experiencing direct relaxation.

Source: Urdampilleta et al. [73].



Figure 12.14 Supramolecular Spin Valves:

Magnetization reversal of the Tb3+ when sweeping the
magnetic field μ0Hz resulting in an abrupt increase in the
differential conductance through the dot. The switching
field is contingent on the nuclear spin state (bottom).

Source: Ganzhorn et al. [76] with permission from Springer Nature
(copyrights © 2011).

Furthermore, it was shown that when two TbPc2 molecules
were suspended on the CNT, a supramolecular spin-valve
behavior was observed, acting as a spin polarizer-analyzer
revealing a strong magnetoresistive effect. The fine-tuning
and the electronic detection/manipulation of a single
magnetic moment were achieved for two working regimes
for the SMM-CNT device. A magnetoresistance of up to
300% was observed below 1 K, implying the individual
manipulation of a larger number of molecules on the CNT
through a local gate. This would allow the implementation
of complex quantum computing protocols.

12.4 SMMs for Quantum Technologies

Due to the observed quantum effects shown by SMMs,
these systems have been proposed in several technological
applications, such as quantum sensing, quantum
simulations, quantum computing, and quantum
communications. The advantages foreseen surpass any



classical analogue. SMMs possess all quantum
characteristics to be at the heart of these technologies.
Furthermore, in the previous section, it was shown that
these systems can be successfully integrated in spin-
transistor and spin-valve devices, paving the way to
quantum device hybrid architectures. In this section, a
brief description of the most important requirements of
SMMs for each application is discussed. Furthermore, an
emerging area in which light is employed for the read-out
of the information for quantum communication
technologies is also discussed.

12.4.1 Quantum Sensing

Quantum effects are at the heart of novel technologies,
where the goal is the utilization of these effects for the
realization of certain tasks not feasible with classical
systems. Quantum sensing, or Q-sensing, is an example of
the utilization and exploitation of quantum effects for the
development of measuring and sensing protocols. By
exploiting the sensitivity of quantum states, it is possible to
explore extremely small fluctuations or perturbations, as
demonstrated through the detection of gravitational waves
employing squeezed states of light by the Advanced Light
Interferometer Gravitational-Wave Observatory (aLIGO)
[77].
The development of Q-sensing is based on two important
properties: (i) quantum coherence and (ii) entanglement
[78–80]. Suitable systems for Q-sensing must be
characterized by well-defined levels, and it must be
possible to initialize them and read the final state out. Also,
in certain cases, the coherent manipulation of the states of
the system might be required. In contrast to the basic unit
of quantum computers, for a successful Q-sensing protocol,
the Q-sensor must interact with the system to be sensed,
i.e. the probe is prepared in a defined state, which is



dependent on the parameter to be determined. The
interaction between the Q-sensor and the systems to be
sensed causes some change in the initial properties of the
sensor, which is inferred in the final outcome of the
measurement. Based on the interaction between the sensor
and the system to be sensed, two possible configurations
are devised: (i) in the first configuration, the sensor is
prepared in an initial state ρ0, which is allowed to interact
with the system to be sensed or field under investigation
(red area in Figure 12.15). The system under study is
characterized by the unknown parameter γ (Figure
12.15a). After the interaction between the sensor and the
system under investigation, the quantum probe obtains
information about γ. Finally, measurements of the sensor
allow the extraction of information. (ii) The second
configuration consists of a quantum probe embedded in a
larger structure, and its state contains information about
the internal parameters of interest (Figure 12.15b).



Figure 12.15 Quantum Sensing Configurations: (a) The
sensor is prepared in an initial state and it's allowed to
interact with the system under investigation. During the
interaction, information of the unknown parameter is
obtained. Measurements of the final state of the sensor
allow the determination of the information of the system
under study. (b) In the second configuration, the sensor is
embedded in a structure, and its state contains information
on some internal parameters of interest.

Source: Troiani et al. [78] with permission from Elsevier B.V. All rights
reserved (copyrights © 2019).



The advantages of quantum sensors are based on the
exploitation of quantum effects, such as the superposition
of states and entanglement, hence allowing the sensing of
effects not achievable with classical sensors. Several
systems are actively considered as Q-sensors, ranging from
NV centers [5–12, 81, 82], superconducting circuits [79],
light [4, 77, 83], silicon vacancies [84, 85], and nuclear and
electronic spins embedded in magnetic molecules [78, 80],
among others. For sensing at a nanometer scale, the
quantum characteristics of single atoms and molecules are
better suited than any classical sensor, due to their spatial
resolution [78, 80]. Moreover, the chemical control over
the synthesis of magnetic molecules allows for the
engineering of the structural, electronic, and nuclear
characteristics. One main aspect for the implementation of
such a system as Q-sensors is the coherence and the
possibility of preserving such coherence in the presence of
noise; thus, long coherence times (T2) are essential for Q-
sensors [78–80]. In this sense, the thorough understanding
and the gained control of the synthetic methodologies for
the rational design of magnetic molecules have permitted
the observation of magnetic molecules with long coherence
times [86–88] (Figure 12.16). Long coherence times have
been observed in the well-known {Cr7Ni} wheels via pulsed
EPR. Likewise, through chemical design, it has been
possible to enhance the coherence times of these systems
[89], which can remain robust when attached to one [90–
92] or more units [93] ultimately leading to their proposal
for logic gates. Additionally, other examples show that
through a rational design, it has been possible to enhance
coherence by eliminating the decoherence source in the
environment of the molecule allowing the detection of long
T1 and T2 times at room temperature and in bulk crystals
[55, 94]. Moreover, it has been possible to observe long
coherence times in vanadyl-based complexes [50, 51, 55–



58, 95–98], yielding coherence times comparable to NV
centers [99].
Another strategy to achieve long coherence times consists
of the preparation of magnetic noise resilient systems,
eliminating the necessity of magnetic dilution. Magnetic
noise resilient systems are obtained due to an interaction
that mixes the qubit states, e.g. hyperfine interaction,
resulting in an avoided level-crossing, termed as “clock
transitions” (CTs). As a result, the spin qubits become
insensitive to external fluctuations of magnetic fields,
yielding long T2. A [Ho(W5O18)2]9− system (HoW10) with
D4d pseudo-axial symmetry was shown to be magnetic noise
resilient [98]. The combination of crystal field, hyperfine
interactions, and Zeeman splitting originate yields avoided
level-crossings between the mJ levels of the same mI. Long
T2 at 5 K was found at the CT, providing an alternative
strategy to achieve long T2 values in SMMs.



Figure 12.16 Coherence Times in SMMs: Temperature
dependence of the electron spin–spin relaxation (T2) for
several prospect qubits (left) and crystal structure of the
complexes (right). Color code: C, gray; S, yellow; N, blue;
Fe, dark red; Cr, green; V, aqua; Cu, orange; Yb, purple; O,
red; Ni, blue gray.

Source: Adapted from Moreno-Pineda et al. [24] with permission from The
Royal Society of Chemistry.

SMMs have been proposed as Q-sensors for the detection
of physical parameters, such as temperature, electrical or
magnetic fields, currents, nuclear spins, spins, and
magnons to dark matter [78, 80]. Magnetic molecules have
been shown to possess long coherence times, while the
quantum effects shown by magnetic molecules, as well as
their nanometric scale, offering spatial resolution, and their
tunability make these systems promising candidates for Q-
sensing. Furthermore, through chemical design, it can be
possible to position sensors on the desired systems by
exploitation of interactions. An example of Q-sensing is
given by a single TbPc2 molecule in a transistor
configuration, acting as a local thermometer [100]. In this
system, the TbPc2 molecule is coupled to a magnetic field
and is in equilibrium with the thermal bath, hence acting as
a temperature sensor. In the transistor configuration, the



TbPc2 molecule is embedded between two gold leads.
Current is passed through the organic radical
characterizing the TbPc2 molecule, acting as a quantum dot
for electrical read-out. Through electrical read-out and
monitoring of the spin-flip of the electronic spin of the Tb
ion, after application of non-resonant microwave pulses, it
was found that the spin flip rate follows an exponential law,
hence acting as a thermometer. Another example for local
sensing employing a single spin is the spin-polarized
scanning tunneling microscope (SP-STM) [101, 102] in
combination with electromagnetic pulses [78]. The Q-
sensing protocol consists of the application of a microwave
pulse, which induces an electronic transition, hence,
changing the population of the center, which is
subsequently detected by the SP-STM tip [72, 103–109].
Similarly, it has been shown that through an analogous
protocol, it is possible to detect the electronic and nuclear
spin properties of a TbPc2 system. Likewise, spin assembles
can allow the detection of magnetic fields in the strong
coupling regime and for the detection of dark matter [78]
(Figure 12.17).



Figure 12.17 SMMs for Quantum Sensing: Scheme of a
spin ensemble in a microwave cavity. The system is driven,
at low temperatures, in the strong coupling regime for the
efficient transfer of magnetic excitation to microwave
photon.

Source: Troiani et al. [78] with permission from Elsevier B.V. All rights
reserved (copyrights © 2019).

12.4.2 Quantum Simulations

In the early 1980s, Richard Feynman hypothesized that
quantum systems would be able to simulate quantum
effects, highlighting the limitations of classical computers



[13]. Quantum simulators are systems that can be prepared
so that they can mimic the dynamics of complex quantum
mechanical problems. Magnetic molecules are particularly
appealing systems given that these have shown all the
requirements to act as qubits [24, 86–88, 110, 111].
Furthermore, they can mimic the evolution of quantum
mechanical problems due to their quantum properties, and
their structural and electronic characteristics can be tuned
through chemical means. An important aspect for the
realization of quantum operation is the possibility of
bringing two qubits into proximity to realize quantum
gates. Chemically, it has been shown that the SMMs can be
linked leading to the proposal of quantum gates [90, 91,
112–117]. Magnetic molecules with a switchable
interaction between two units have been proposed for
quantum simulations. Example of this is the {Cr7Ni} dimers
to simulate quantum gates [91, 118–120]. Through ab initio
many body calculations, and the experimentally determined
magnetic couplings, it has been shown that the switchable
interaction mediated by a metallic linker between {Cr7Ni}
units allows the simulation of CNOT and  quantum
gates with high fidelities [91g, 118–121] (Figure 12.18).
Furthermore, the multilevel character of these systems can
be exploited, utilizing the various two-level systems as
qubit units [24, 122]. In this respect, multilevel systems, or
qudits, are especially appealing due to the possibility of
implementing complex algorithms in a smaller number of
physical units, with smaller error rates [24, 40, 43, 44, 46,
50–58, 114]. An important example of quantum simulation
using a multilevel molecular system was shown by Atzori
and coworkers [114]. The demonstration was carried out
employing a dimeric vanadium(IV) complex with formula
[PPh4]4[(VO)2(L1)2] (L1 = tetraanion of C6H3(OH)2–CONH–
C6H4–CONH–C6H3(OH)2), exploiting both the electronic



and nuclear spins. In the dimer, the electronic spins of the
V(IV) are coupled via an exchange interaction, while the
electronic and nuclear states are coupled via a hyperfine
interaction, as revealed by EPR spectroscopy. The
generated states can be separated according to the total
MS component in the applied field. The generated logical
states of the qubit, |1〉 and |0〉, are encoded in the ms =
−1/2 state of the electron spin of the MS = −1 level, and
the four states of the (2I + 1) [2] nuclear spin manifold. The
states correspond to the mI = 7/2 and mI = 5/2 states of
each V nucleus. Single qubits rotations can therefore be
carried out between the mI = 7/2 and mI = 5/2 states
(Figure 12.19).



Figure 12.18 Quantum Simulations with Switchable

{Cr7Ni} wheels: Schematic representation of coupled
{Cr7Ni} qubits linked by a metallic switchable linker (top).
Simulation of  employing a {Cr7Ni}Co complex
(left) and calculated fidelities (right).

Source: Adapted with permission from Ferrando-Soria et al. [91] Springer
Nature/CC BY 4.0.

Due to the interaction, the rotation of the electronic states
is contingent upon the nuclei; hence, the system can be
implemented in two-qubits gates, where an indirect
interaction between the electronic spins coupled to the
nuclear states acts as a switch. The long coherence and the
strong hyperfine interaction made the system very
appealing [50, 55, 56, 96, 123, 124]. Exploiting the
multilevel character of the complex, it was possible to
perform a controlled-shift (Cϕ) two qubits gate, which
generates entanglement between the qubits adding a phase
to one of states, while leaving the remaining three states
unaffected. Employing this system as a quantum simulator,



it was possible to simulate the quantum tunneling of the
magnetization for S = 1, with high fidelities (Figure 12.20).
More recently, a multilevel molecular system, qudits unit
[24, 40, 43, 44, 46, 50–58], comprising a dimer based on
two spins, i.e. an S = 1/2 and S ≥ 3/2 spins, which can be
manipulated by microwave pulses, has been proposed as
quantum simulators for light–matter interactions. The
proposal is based on the exploitation of the spin S ion to
encode the photon field enabling the digital simulation of a
wide range of spin–boson models with a higher efficiency
than multi-qubit registers [125].



Figure 12.19 Simulation of QTM with a Vanadyl

Electron-nuclear Spin Dimer: Pictorial view of vanadyl
dimer (top). Zeeman diagram for the vanadyl complex
based on experimental EPR data, and the rf pulse for a
single-qubit rotation. The dashed arrows represent the
implementation of a Cϕ gate.

Source: Atzori et al. [114] with permission from The Royal Society of
Chemistry.



Figure 12.20 Simulation of QTM with a Vanadyl

Electron-nuclear Spin Dimer: Quantum simulation of the
oscillation of the magnetization for an S = 1 spin
experiencing QTM.

Source: Adapted from Atzori et al. [114] with permission from The Royal
Society of Chemistry.

12.4.3 Quantum Computing

Quantum computing was first proposed by Richard
Feynman, in the early 1980s, when he observed that
certain properties of systems could not be simulated
efficiently with classical computers [126]. Feynman's
proposal [13] was later on backed by Shor [127], Grover
[38], Lloyds [14], and others, when they showed that a
quantum computer would offer unparalleled advantages
over classical computers. Nowadays, the field of quantum
computing is an active field, in which several companies



and consortiums have invested staggering amounts of
money in the quest for a functional quantum computer.
Due to the relatively facile manipulation of electronic spins,
these systems have been proposed to act as qubits,
whereby the manipulation is achieved via thermal stimuli,
magnetic fields, or electromagnetic pulses [43–49]. One of
the proposed methods for manipulation of the electronic
spins of magnetic molecules is electron paramagnetic
resonance (EPR) pulses. The {Cr7Ni} antiferromagnetic
wheels are an example of electron spin qubits, which can
be manipulated via EPR pulses. The strong
antiferromagnetic coupling between the Cr3+ and Ni2+ in
the wheel, leads to a well-defined spin S = ½ ground state,
isolated from excited states below 10 K [128]. In addition to
transition metal complexes, lanthanide-based magnetic
molecules have also been proposed as qubits [98, 116, 129]
owing to their inherent magnetic anisotropy and ground
doublet state characteristics. A representative example is
an asymmetric lanthanide dimer in which a small
interaction between the Ce3+ and Er3+ lanthanide ions
could in principle be addressed through manipulation of
the resonance frequencies or fields, leading to the proposal
of a CNOT gate [116].
Furthermore, the first manipulation of the electronic states
embedded in a qudit was shown employing a gadolinium
polyoxometalate complex with the formula
K12Gd(H2O)P5W30O110·27.5H2O (GdW30) [130, 131]. The
large spin multiplicity, S = 7/2, and a small, yet sizable
anisotropy ensure eight possible states for manipulation, as
shown by EPR studies [110] (Figure 12.21).
T2 ranging between 400 and 600 ns and T1 values between
2.3 and 2.6 μs were determined for the GdW30 complex.
Furthermore, Rabi oscillations and a controlled-controlled-



NOT (CCNOT) or Toffoli gate were carried out employing
the molecular qudit, demonstrating the advantages of
multilevel systems (Figure 12.22).
Although the electronic spin in magnetic molecules is
actively explored for their applicability as qubits, the
electron spin is very susceptible to interactions with the
spin bath. Furthermore, the vast majority of their studies
have been carried out in crystals on large ensembles, which
would compromise the initialization step due to
inhomogeneity effects. This is of high importance when the
ultimate goal is their integration in hybrid spintronic
devices, in which the magnetic molecules would be in
direct contact with metallic leads [132]. The TbPc2
molecule is an example of a nuclear spin qudit, in which the
four nuclear states have been employed to perform a
quantum algorithm. Due to its remarkable stability, the
TbPc2 has been deposited in a large range of substrates
[132] and integrated transistors and spin valve
configurations (vide supra). Initialization of the nuclear
states is achieved at sub-kelvin temperatures and low
applied fields, corresponding to four nuclear qudits states,
i.e.  and [68, 70], while
manipulation of these states is possible by employing pulse
sequences corresponding to the uneven separation
between the states arising from the quadrupolar
interaction [70]. Long T1 and T2 values have been obtained
for these systems, which are in combination with the ability
to read out, initialize, and manipulate the nuclear states.





Figure 12.21 Three-qubits CNOT Gate in a

GdW30SMM: (A) X-band cw EPR spectrum on a single
crystal of Y0.99Gd0.01W30 (top) and Zeeman diagram with
accessible qubits states (bottom).

Source: Jenkins et al. [130] with permission from the American Physical
Society.

Figure 12.22 Three-qubits CNOT Gate in a

GdW30SMM: Rabi Frequencies ΩR,n and damping rates 1/
τR,n for the oscillations (left). Rabi oscillations for transition
(1) showing the coherent evolution between |000〉 and |001〉
three-qubit states (Right).

Source: Jenkins et al. [130] with permission from the American Physical
Society.

The algorithm is achieved by a succession of two gates: (i)
a superposition of all qudit states is generated with a
Hadamard gate, and (ii) amplification of the amplitude of
the sought state, initially labeled via its phase or energy, is
obtained by the Grover gate. Employing the quantum
amplitudes to determine the probabilities of an event, the
sought state is found. The Hadamard gate plays an
important role in the algorithm since it creates
superposition of states, i.e. for a n number of qubits
prepared at an initial state, a Hadamard gate applied to
each qubit, creating a total of n-qubits superpositions. The
superposed states embody all possible combinations of the



n qubits from 0 to 2n – 1, i.e. 
, representing all

possible solutions of a given problem, acting as shortcuts
accelerating the computation process. The highly
superposed state created by the Hadamard gate allows the
Grover's algorithm to succeed in a quadratic speed up,
compared to classical algorithms [38]. Through
multifrequency pulses, the simultaneous manipulation of
the mI states allows the superposition of the four nuclear
spin states creating a qudit (with d = 4 for I = 3/2) (Figure
12.23). Once the superposition of states has been achieved,
pulses parameters are tuned to reach a resonance
condition for the sought state. Consequently, the qudit
populations oscillate and the population of the labeled state
increases. This experiment demonstrated for the first time
the experimental Grover's algorithm on an SMM [25].
An important aspect for the realization of quantum
computing is to be able to protect the quantum information
from decoherence sources and quantum noise. To this end,
quantum error correction (QEC) is essential for the
development of fault-tolerant universal quantum
computing, since it can reduce errors arising from noise,
quantum gates errors, faulty initialization, and
manipulation of the information and measurements. QEC
schemes encode the quantum information into systems
possessing more than two energy levels “logical qubits”;
these qubits bring the system into a defined state outside
the computational subspace, making errors detectable and
correctable. The common approach for QEC is based on
encoding the logical qubits into extra states encoded in
several other physical units [91, 98, 114–116, 118, 121,
124]. This approach, however, possesses some difficulties,
due to the requirement of non-local states in distinct
objects to carry out QEC and quantum computation. An



alternative approach to circumvent this problem is to
encode the logical qubit into a single multilevel quantum
object [24, 40, 50–52, 55–58].
In this regard, the multilevel characteristics, at the
electronic and nuclear level, of SMMs make them viable
architectures to encode and protect the qubit through QEC.
An example of an SMM employed for QEC schemes is a
heterometallic trinuclear [ErCeEr] complex, with an
interaction connecting the Er�Ce pair, as determined by
SQUID magnetometry, heat capacity, and EPR
spectroscopy (Figure 12.24b,c) [133]. Through numerical
simulation, it was shown that the complex can be exploited
in a three-qubit repetition code to protect qubits from
single bit or phase flip errors (Figure 12.24a) [134]. The
correction scheme comprises encoding, decoding, and
correction steps. The encoding step involves two
controlled-NOT (cNOT) two-qubit gates inducing a flip on
the target qubit, which is protected from error due to
entanglement. A memory time stores the qubit, while the
decoding (reverse encoding) is implemented after.
Correction is finally implemented via a single controlled-
controlled-NOT (ccNOT) gate applied to the qubit.
Numerical simulations show that the SMMs can efficiently
protect the encoded qubit from decoherence.





Figure 12.23 Grover Algorithm with TbPc2Spin

Transistor: (a) The Grover algorithm is implemented using
four different steps: initialization, Hadamard gate, Grover
gate, and final read-out. (b) (left) Evolution of the
population as function of the Hadamard gate pulse length.
(Right) Evolution of the population in function of the
Grover gate pulse. Starting from a superposed state
(obtained by an Hadamard pulse sequence), the system
oscillated between this superposed state and a desired
state (black points).

Source: Adapted from Moreno-Pineda et al. [24] with permission from The
Royal Society of Chemistry.

Another example of molecular magnetic systems for QEC
schemes is {Cr7Ni}-Cu system, in which the electronic state
of the {Cr7Ni} and the nuclear state embedded in the Cu
ion can be exploited for error correction [135]. Execution of
complex quantum algorithms required idle times, in which
the qubits remain idle between sets of quantum operations
for long times. The nuclear spins embedded in the Cu2+,
can, therefore, be employed as quantum memory to store
information during idle times. Simulation shows that by
exploiting the nuclear states in the Cu2+, acting as storage
states with quantum error correction, information can be
protected for times much longer than the processor
coherence. Undoubtedly, these examples paved the way for
SMMs for universal fault-tolerant quantum computer
architectures [136].



Figure 12.24 Quantum Error Correction with SMMs:
(a) Quantum circuit for a three-qubit phase-flip repetition
code. The central qubit carries the information, while the
remaining are auxiliary qubits. (b) Molecular structure of f-
SMM (Er, green, and Ce, light red) corresponding to the
qubits of the circuit shown in (a). (c) Energy levels as a
function of the external field B applied along z (the Er�Ce
direction).

Source: Macaluso et al. [133] with permission from The Royal Society of
Chemistry.

12.4.4 Quantum Communication

The implementation of quantum effects in communication
technologies could revolutionize specific areas such as
secure communication and computing. For quantum
communication or distributed quantum computing, optical



connection between photons and qubits is essential [137].
For the creation of quantum networks nodes, the
integration of local error corrections is necessary, since
they can enable secure communication and distributed
quantum computing, and it is the basic component of a
future quantum internet. For such implementation, qubits
with long-lived memory, that is, long coherence times,
efficiently interfaced to photons is required.
Among the proposed building blocks for quantum
communication and networking, lanthanides have been
shown to have promising properties since they possess
nuclear spin states with very long coherence times [138] in
which quantum states can be stored. Moreover, lanthanide
ions provide 4f-4f optical transitions with remarkable
coherence times [139], which can be exploited for direct
optical read-out and control of the spin states. Due to these
characteristics, lanthanides systems are promising
candidates for the creation of long-lasting quantum
memories and qubits for the realization of quantum gates.
Optical manipulation of individual ions has been shown
[140–142], evidencing the potential for scalability
lanthanide systems. Despite the remarkable results, the
exceptional results are limited to a very small number of
high-quality bulk single crystals and nanomaterials, such as
Y2SiO5 [140, 143, 144]. Unfortunately, these inorganic
materials lack the systematic control over their synthesis
and pose some difficulties in their integration into photonic
structures. Furthermore, these inorganic photonic crystals
lack the tunability capability and scalable synthesis and are
limited to near-infrared wavelengths, whereas promising
species, e.g. for the realization of quantum gates (Eu3+,
Pr3+) need to be addressed in the visible region.
On the molecular magnetism side, the field of
optospintronic has emerged as method for the manipulation



and read-out of the electronic properties employing
photons. The rationale behind this is that even though
remarkable results have been obtained for SMMs
incorporated in devices, for practical applications the read-
out and manipulation of the electronic and nuclear states is
too slow. Optospintronic seeks to employ light as means to
manipulate and control the spin states of the SMMs,
leading to more efficient read-out methodologies. For
optospintronic devices, high-quality quantum emitters are
required, allowing the optical read-out of the spin states of
the SMMs, without altering their quantum states. Optical
techniques such as optical fiber scanning cavities [145],
surface-enhanced fluorescence [146], and surface-
enhanced Raman scattering [147, 148] could be employed
to enhance the light–matter interaction leading to reliable
and faster optical read-out. In this scheme, a quantum
emitter is adapted to the size of the SMM, probing it
locally. The quantum emitters can be linked at specific sites
of molecules, allowing a read-out at specific positions.
Furthermore, by employing fluorophores, with different
fluorescence, could in principle enable the independent
read-out of different spin centers on the same molecule.
This is one of the main advantages of this approach, where
several different fluorophores can be chemically attached
to the same molecule, whereas attaching two electrodes to
the same molecule is extremely demanding. Recently,
Bayliss and coworkers have reported the optical read-out
and manipulation of the electronic states of a transition
metal complex with formula CrR4 (with R = o-tolyl, 2,3-
dime- thylphenyl, 2,4-dimethylpheny) [149] diluted in the
diamagnetic hots. Employing a variation of our proposed
approach, Bayliss et al. were able to determine the
relaxation times and also induce Raby oscillations in the
molecule, highlighting the novelty and richness of the
growing field. Although these are important results in the



field of optospintronic, the coherence time remains short
for quantum communication applications.
Despite the short times, these results highlight the
versatility of molecular systema for technological
applications due to the tunable characteristics. The first
demonstration of the importance of magnetic molecules for
quantum communication applications was shown in a Eu3+

complex. Through spectral hole burning (SHB) in a
dinuclear compound, lifetimes of a few seconds, long
enough to allow efficient optical pumping, were observed
[150]. Subsequently, longer optical coherence times, up to
10 μs, were determined in mono-nuclear Eu3+ complex
[151] (Figure 12.25). The optical coherence times in the
mononuclear Eu3+ complex were found to be four orders of
magnitude narrower than those reported to date in
molecular complexes. A suitable system would in principle
allow coherent spin–phonon interactions with lifetimes
limited by the linewidth of the photons. Additionally, the
inhomogeneous linewidth is comparable systems such as
Y2O3. For the Eu3+ complex, narrow-linewidth spectral hole
burning with spin pumping over 90% was accomplished.
Furthermore, optical storage, employing the atomic
frequency comb quantum memory protocol, was achieved
and optically controlled phase shifts, showing the basic
mechanism of two qubit gates, were observed. The results
highlight the importance and potential of lanthanide-based
magnetic molecules. In addition, spectroscopic studies
indicate that important improvements could be achieved at
mK temperatures.





Figure 12.25 Long Optical Coherence for Quantum

Communications: (a) Hole burning experimental
spectrum of the 151Eu3+ (blue) and simulation (red). (b)
Two-pulse photon echo decay for the 7F0 → 5D0 transition.

Source: Serrano et al. [151] with permission from Springer Nature
(copyrights © 2022).

12.5 Conclusions

Since the discovery of magnetization relaxation in magnetic
molecules in the early 1990s, SMMs have been at the heart
of many studies. These systems have been shown to exhibit
bewildering quantum effects, leading to their proposal of
several futuristics applications. The systematic control
gained over their syntheses makes them promising
building-block architectures. This has been exemplified by
the development of SMMs operating above liquid nitrogen
temperatures [34–36], systems possessing remarkable long
coherence times [86–88] and the manipulation of their
quantum states to their integration of hybrid spin
architectures [40, 67–71, 73–75], ultimately, leading to the
implementation of a quantum algorithm [25]. The
aforementioned examples highlight the results of the first
quantum revolution, that is, the acquired knowledge gained
of quantum effects.
Toward the true implementation of quantum effects in
practical application, the second quantum revolution
attempts to engineer these effects and implement them in
hybrid devices. At this stage, due to the extraordinary
control of SMMs, not solely over their structural synthetic
aspect, but also over their electronic and nuclear
characteristics, SMMs are at the point of being integrated
into novel technologies. The coherence, along with the
entanglement and spatial resolution, makes them prospect
quantum sensors. Furthermore, they have been shown to



possess all the properties to execute quantum simulations
and fault-tolerant quantum computing architectures. More
recently, to realize quantum networks, the characteristics
of SMMs for quantum communications are being
investigated, yielding promising results [151]. Clearly,
SMMs have been shown to possess all the characteristics to
be integrated into futuristic technologies, thus, bringing
the research field to verge toward novel technological
devices governed by quantum effects.
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13.1 Introduction

Over the past years, the development of experimental
methods that enable the control of single isolated quantum
systems has made impressive progress. While sophisticated
techniques for the cooling and coherent manipulation of
atomic systems are now well established and form the basis
for their application in modern quantum science including
quantum computation, quantum simulation, and precision
measurements [1–5], their adaption to molecular systems
has remained a persistent challenge. The complexity of the
molecular energy-level structure reflecting electronic,
vibrational, and rotational motions as well as electronic-
and nuclear-spin degrees of freedom poses, in general,
severe difficulties for their translational cooling as well as
the preparation, manipulation, and readout of individual
quantum states. While direct laser cooling of diatomic
molecules like SrF [6] and CaF [7, 8] as well as polyatomic
molecules like CO [9], CaOH [10], and  [11] has
been demonstrated, the vast majority of molecules cannot
be laser cooled because they lack closed optical-cycling
transitions. Thus, alternative cooling schemes have to be
implemented [12]. By the same token, sensitive optical-
cycling methods that are used for state readout in atomic
systems [13–15] cannot readily be applied.



While the additional degrees of freedom offered by
molecules, in particular rotations and vibrations, impose
challenges for their quantum control, they at the same time
provide a rich resource for new applications. Spectroscopic
transitions in molecular systems span a wide range of
frequency bands from the kHz to the PHz, many of which
are not easily accessible in atomic systems. Within the high
density of interacting molecular levels, transitions with
excellent coherence properties, which are scarce in atomic
systems, can readily be identified. Such transitions are
attractive candidates for qubits and for precision
measurements [16]. Moreover, molecules offer prospects
as novel platforms for tests of fundamental physical
concepts such as the electric dipole moment of electron
(eEDM) [17, 18] and possible parity violation effects at the
molecular level [19–21], for precise determinations of
fundamental constants [22–26], for precision spectroscopic
measurements [27, 28], for tests of ab initio calculations
and molecular quantum theory [26, 29, 30], and for
investigations of state- and energy-controlled atom–
molecule [31, 32] and ultracold molecule–molecule [33]
collisions. Molecules are also being increasingly considered
for new frequency standards and clocks [16, 34–36]. Last
but not least, molecules are the building blocks of
chemistry giving access to a vast variety of chemical and
biochemical phenomena, the study of which immensely
benefits from precise experimental methods [37–39].
In this chapter, we discuss upcoming quantum technologies
for the coherent control and manipulation of molecular ions
in radiofrequency (RF) traps and their application in
various domains of molecular science. Quantum-logic
schemes in which single molecular ions are trapped
together with single atomic ions in ion traps have recently
emerged as general and flexible approaches to the
nondestructive quantum-state manipulation of single



molecules. In such experiments, operations that cannot
directly be performed on the molecular ion due to its
complex energy-level structure can be implemented via the
co-trapped atomic ion. This new methodology constitutes a
paradigm change in how molecules are interrogated: single
molecules are used instead of large ensembles,
investigations can be performed in a completely
nondestructive and even quantum-non-demolition manner,
and dramatic improvements in measurement sensitivity and
precision can therefore be realized. As will be reviewed in
this chapter, such protocols have so far successfully been
employed for the cooling of molecular ions to the motional
ground state of the trap, for the preparation and
nondestructive detection of molecular quantum states, for
extremely sensitive spectroscopic measurements, and for
the implementation of coherent operations [40–46], while a
variety of further applications has been proposed.
We begin by discussing the basic concepts and methods
used in ion trapping and cooling. To contrast with recent
developments, we briefly summarize destructive techniques
that have been used in the past to probe trapped molecular
ions. We then give an overview of the most recent
developments in molecular-ion quantum technologies with
a focus on advances in the nondestructive manipulation and
coherent control of single molecular ions. Finally, we
conclude with an outlook on future developments in the
field.

13.2 Experimental Techniques

13.2.1 Ion Trapping

The experiments discussed here all rely on the confinement
of ions in RF traps, also referred to as Paul traps. The
theory of RF traps has been extensively treated in text



books and review articles, see, e.g. Refs. [13, 47–52]. Here,
we briefly discuss the principles of linear-quadrupole RF
traps (LQTs), which are of particular relevance in the
present context.
Figure 13.1 shows a schematic of a generic linear Paul trap
consisting of four cylindrical electrodes arranged in a
quadrupolar configuration. Note that LQTs can be
configured in a variety of three- and two-dimensional
electrode geometries including cylinders, wires, blades,
wafers, and surface structures [50, 51]. Because
Earnshaw's theorem forbids the generation of an
electrostatic potential minimum, ion traps employ RF fields
in order to confine ions dynamically. A dynamic trapping
field in the radial ( , ) directions is generated by
applying a time-varying voltage  to a pair
of diagonally opposed electrodes (shown in red in Figure
13.1). Spatial confinement of the ions along the axial ( )
direction is provided by applying static potentials, , to
the endcaps of the trap (shown in blue in Figure 13.1).
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Figure 13.1 Schematic representation of a linear-
quadrupole radiofrequency ion trap consisting of four
cylindrical electrodes arranged in a quadrupolar
configuration. Ions are confined in the center of the trap by
applying radiofrequency voltages  and static voltages 

 to the electrodes as indicated.

An LQT is designed to generate an approximately
quadrupolar electric potential close to the trap center. The
equations of motion for a single ion in such a trap take the
form of Mathieu equations [47, 49, 53],

where . The Mathieu parameters,  and ,
are given by,

and
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where  and  are the mass and the charge of the trapped
ion, respectively, 2  is the distance between the endcaps,
2  is the distance between two diagonally opposed
electrodes, and  is a geometry parameter describing the
stiffness of the static axial trapping potential that is
considered to be harmonic [49]. Stable trapping of ions is
possible for certain ranges of the  and  parameters,
which is usually represented in terms of stability diagrams
[49].
In the limit of ,   1, the motion of a trapped ion
according to Eq. (13.1) can approximately be described in
terms of two superimposed components, a slow, “secular”
harmonic motion with frequency  and a fast
“micromotion” at the frequency  of the RF drive. The
trajectory of the ion can thus be expressed as [54],

where  is a phase describing the ion's initial position and
velocity, and , , and  are the amplitudes of the
motion. In Eq. (13.3), the first term corresponds to the
secular and the second term to the micromotion. The
secular motional frequencies are given by

In the quantum limit, the secular motion of the ion can be
represented by a quantum harmonic oscillator with discrete
motional states  characterized by motional quantum
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numbers , 1, 2, 3, … and energies 
. For an ion in the motional ground

state , the extent of its wavefunction is given by,

In the interaction of the ion with light, the quantity 
(the “Lamb–Dicke parameter”) represents the ratio
between the wavelength of the radiation with wave number

 and  [13]. In the Lamb–Dicke regime, defined
as , where  represents the average
motional quantum number of the ion in the trap, the extent
of the ion's wavefunction is much smaller than the
wavelength of the radiation coupling to the ion. In this
regime, first-order Doppler shifts due to the motion of the
ion vanish and transitions between different motional
states appear as discrete sidebands modulated onto an
ionic spectrum [13].
Figure 13.2a depicts the combined internal-motional
energy levels of a hypothetical two-level ion, with internal
ground ( ) and an excited ( ) state, trapped in a
harmonic potential. As the ion's motional frequencies (of
order MHz) are usually much smaller than its internal
transition frequencies (typically hundreds of THz for
electronic transitions), transitions involving motional
energy levels appear as modulations on electronic
excitations. Transitions of the form  or 

 in which the ion is excited or de-excited
without a change in the motional quantum number are
termed as carrier transitions (gray arrows in Figure 13.2a).
Transitions in which the motional quantum number of the
trapped ion changes are known as sideband transitions.
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When a sideband appears at a higher frequency than the
carrier (blue arrows), i.e.  or 

, the transition is termed a blue
sideband (BSB). By contrast, a transition of the form 

 or  is termed a red
sideband (RSB) featuring a lower frequency than the
carrier (red arrows). In Figure 13.2a, only first-order
sidebands with  are indicated, but it should be
noted that also higher order sidebands with  exist
[13].
In the context of experiments with multiple trapped ions,
the Coulomb interaction between the charged particles
couples the motion of the individual ions. The collective
motions of a string of ions are then described in terms of
normal modes [55, 56]. For quantum-logic experiments
with two ions of mass  and , the axial secular motion
of the two-ion string can be described by an in-phase (IP)
mode with a frequency  and an out-of-phase (OP) mode
with a frequency  given by [56],



Figure 13.2 (a) Illustration of the combined internal-
motional energy levels of a two-level system trapped in a
harmonic potential. In the Lamb–Dicke regime, transitions
between the quantized motional states of the particle
appear as red and blue sidebands (red and blue arrows,
respectively) modulated onto carrier transitions (gray
arrows). (b) Probability ( ) for exciting the 

transition in  (also see Figure 13.4) for a –  two-
ion Coulomb crystal as a function of the laser frequency, ,
around the carrier frequency, . Red ( ) and blue (+)
sidebands of the in-phase (IP) and out-of-phase (OP) axial
motional modes of the ion crystal are observed.

Reproduced from Ref. [42] with permission from the Royal Society of
Chemistry.

where  is the axial secular frequency of the ion with the
higher mass, , and  is the mass ratio of the
two ions. Figure 13.2b shows a typical spectrum of a – 



 two-ion chain in an ion trap depicting the carrier and
the red- and blue-sideband transitions (represented by “ ”
and “ ” signs, respectively) corresponding to the IP and
OP axial modes.

13.2.2 Generation of Molecular Ions and Their

State Initialization

For quantum experiments with trapped molecular ions, the
clean chemical preparation of the ions in the trap and their
initialization in the required internal state is imperative.
Molecular hydrides like  and , which are
frequently used species in the present context, are usually
produced by chemical reactions 43–46, 57–59 of the
relevant laser-cooled alkaline-earth ions with hydrogen gas
leaked into the vacuum chamber. Homonuclear ions like 

, ,  and their isotopomers can be generated by
photoionization [60–64] or electron-impact ionization [65]
of their neutral precursor molecules.
The initialization of the molecular ions in specific internal,
i.e. electronic, vibrational, rotational, and even hyperfine-
Zeeman, states (usually the absolute ground state) can be
achieved by a variety of methods. Polar molecular ions
whose rotational–vibrational (rovibrational) degrees of
freedom couple to dipole radiation can be prepared in
specific rovibrational levels by blackbody-radiation-assisted
optical pumping techniques [43, 44, 66, 67], see Figure
13.3a for examples. Extensions of these schemes have also
been used for hyperfine-state preparation [69]. As a further
development, broadband optical-pumping schemes using
femtosecond lasers that address multiple rotational
transitions simultaneously have been shown to achieve
state preparation on considerably reduced timescales [70].



By contrast, homonuclear diatomic ions like  and  do
not feature a permanent electric dipole moment.
Consequently, their rovibrational degrees of freedom do
not couple to dipole radiation, which renders direct optical-
pumping schemes inefficient. As an alternative, state-
selective photoionization schemes can be implemented for
producing the ions in well-defined rotational states. The
technique relies on optical selection and propensity rules,
which lead to the population of a limited number of
rotational states in the ion upon photoionization of its
neutral precursor molecule. By exciting the neutral
molecule to a well-defined intermediate electronic state in
a first step and subsequently setting the photoionization
energy slightly above the lowest ionic state accessible due
to selection rules (threshold photoionization), molecular
ions could be generated in single rotational levels, see
Figure 13.3b [62, 63].





Figure 13.3 Rovibrational quantum-state preparation
techniques for molecular ions: (a) Trapped (i) [66]
and (ii) [67] molecular ions are prepared in the
rovibrational ground state ( ) by continuously
pumping population from selected rotational levels in the
ground vibrational state ( ) to excited levels using
infrared lasers (red arrows). The excited molecules can
decay to the ground state ( ) by spontaneous
emission (blue wavy arrows). Coupling to the ambient
blackbody-radiation field (BB; black arrows) leads to a
redistribution of the level populations, which ultimately
accumulate in the rotational ground state.

Willitsch [68]/Springer Nature.

(b) Two variants of state-selective photoionization schemes
for the preparation of  molecular ions in the rovibronic
ground state [62, 64]. Both schemes start from rotational
levels of the vibrationless ( )  ground electronic
state, but differ in the choice of intermediate electronic and
vibrational states for the resonance-enhanced
photoionization sequence. In (i), the  state is
employed [62] while in (ii) the  state is chosen
[64]. In both cases, the wavelength of the ionization laser is
selected so as to only populate the rotational ground state
of the cation.
Finally, a probabilistic state preparation of the molecular
ions can also be achieved by the state-readout schemes
discussed in Section 13.4 below.

13.2.3 Cooling of Trapped Ions

Ions loaded into a trap are typically hot with secular
translational temperatures vastly exceeding room
temperature. Thus, multistage cooling schemes are usually
required to prepare the ions in their motional ground state,
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which is the starting point for the advanced experimental
protocols discussed in this article.
In a first Doppler-cooling stage, photons are repeatedly
scattered from a closed optical transition with a laser
frequency slightly detuned to the red from resonance [71].
Alkaline-earth ions like , , , , and 
exhibit simple energy-level structures that enable the
implementation of the required closed optical cycles. As an
example, Figure 13.4 depicts the Doppler-cooling scheme
employed for  ions. As most molecular ions do not
possess optical-cycling transitions suitable for laser
cooling, their motion has to be cooled sympathetically by
the interaction with simultaneously trapped, laser-cooled
atomic ions [59]. The limiting temperature achievable by
Doppler laser cooling is given by [71],

where  is the natural linewidth of the cooling transition, 
 is the reduced Planck constant, and  is the Boltzmann

constant.  is typically on the order of 1 mK, which under
typical trapping conditions is usually sufficient for the
establishment of the Lamb–Dicke regime. Under these
conditions, the ions localize in the trap forming “Coulomb
crystals” in which individual particles can be observed,
addressed, and manipulated, see Figure 13.5 [59, 74, 75].
Following Doppler cooling, a second cooling stage needs to
be implemented that repeatedly addresses red-sideband
transitions to optically pump the ions into their motional
ground state. This can either be direct sideband cooling on
a narrow optical transition, e.g. the 

 transition in 
 (Figure 13.2) [76], Raman sideband cooling as is



frequently used in  [77], or electromagnetically induced
transparency (EIT)-based sideband cooling [78, 79]. In a
mixed-species ion chain, sideband cooling in the Lamb–
Dicke regime needs to address specific collective modes of
the ion motion [80]. For many protocols, it is sufficient to
cool only one mode of motion to its ground state, e.g. the IP
or OP axial mode.





Figure 13.4 Energy-level scheme for the laser cooling of
 40  ions. Cooling to temperatures close to the Doppler
limit is achieved by the repeated scattering of photons on
the  transition at 397 nm. A second
laser beam at 866 nm is required to repump population
from the metastable  state in order to close the
laser cooling cycle. Red sidebands can be addressed
repeatedly on, e.g. the narrow 

 electric-
quadrupole transition in order to cool the ion to the
motional ground state. In this case, an additional
repumping laser at 854 nm is employed in order to drive
the  transition (omitted for clarity in
the above representation) from which the ion can relax to
the ground state by spontaneous emission.

With permission of American Association for the Advancement of Science,
from Sinhal et al. [40]; permission conveyed through Copyright Clearance
Center, Inc.

13.3 Destructive State-Readout

Techniques

Prior to the advent of quantum-logic-spectroscopic readout
schemes, various action-spectroscopy techniques have been
used in order to probe Coulomb-crystallized molecular ions.
As chemical changes of the trapped molecular ions can, in
principle, be detected with unit probability using mass
spectrometry [81], these methods are highly sensitive and
have been widely used in various spectroscopic
experiments and for the measurement of state populations.
As an example, laser-induced charge transfer (LICT) was
implemented for performing electronic and vibrational
spectroscopy of  molecular ions co-trapped with atomic 



 ions (Figure 13.5a) [62, 63, 72]. These experiments
capitalized on a state-dependent charge-transfer reaction
of  with Ar atoms according to 

 which only occurs in excited
vibrational states of  with vibrational quantum numbers 

 on energetic grounds [82]. Starting from the
vibrational ground state, vibrationally excited states were
populated either





Figure 13.5 Destructive state detection and spectroscopic
techniques for trapped molecular ions: (a) Fluorescence
images of a Coulomb crystal of  and  ions before and
after laser-induced charge transfer (CT) with Ar atoms
following their infrared excitation to the first excited
vibrational state [72]. The images were obtained by
recording the laser-induced fluorescence produced during
Doppler cooling of the  ions. Molecular ions appear as a
dark, nonfluorescing region in the center of the crystal. The
number of molecular ions disappearing from the crystal
due to CT was found by comparison of the experimental
fluorescence images (red panel) with molecular-dynamics
simulations (green panel).

Germann et al. [72]/with permission of Springer Nature.

(b) Resonance-enhanced multiphoton dissociation (REMPD)
state-detection scheme implemented for rovibrational
spectroscopy of  at 1.4 m [73]. A single photon at
266 nm was employed to dissociate  ions from the 

 vibrational state following excitation with the
spectroscopy laser.

Reproduced with permission from [73]. Copyright 2007 by the American
Physical Society.

(c) REMPD of sympathetically cooled  ions [66]. The
images on the left-hand side show (I) the initial pure 
Coulomb crystal, (II) the crystal after loading  ions
(visible as the nonfluorescing region at the extremities of
the crystal), and the crystal after (III) one, and (IV) four
REMPD cycles. The figure on the right-hand side shows the
number of ions deduced from the images as a function of
the experiment time.

Staanum et al. [66]/with permission of Springer Nature.

(d) REMPD of Coulomb-crystallized  ions produced by
the chemical reaction of laser-cooled  ions with  gas



[58]. The  ions are photodissociated thus
regenerating the original  crystal. The figure on the
right-hand side shows the total fluorescence yield of the 

 ions as a function of the exposure time to the
dissociation laser for various laser wavenumbers.

Calvin et al. [58]/with permission of American Chemical Society.

in direct infrared excitation [72] or indirectly via excitation
to the first excited electronic state followed by spontaneous
emission [62, 63]. The latter scheme was used to map out
rotational state populations following the generation of the
ions by state-selective threshold photoionization.
A complementary technique is resonance-enhanced
multiphoton dissociation (REMPD), which relies on the
dissociation of the molecular ions following their excitation
to a suitable intermediate molecular state. Such a scheme
was employed, for instance, in the high-resolution infrared
spectroscopy of trapped  molecular ions
sympathetically cooled by laser-cooled  ions [25, 26, 73,
83], as shown schematically in Figure 13.5b, and in the
rotational spectroscopy of  [84]. The technique was
also employed for the read-out of rotational state
populations following rotational laser cooling and buffer-
gas cooling of sympathetically cooled  ions [66, 85]
(Figure 13.5c). REMPD techniques were also used for the
vibronic [57] and rovibronic [58] spectroscopy of
sympathetically cooled  ions (Figure 13.5d).
A major drawback of action-spectroscopic methods is their
inherently destructive nature. They rely on a chemical
change of the molecular ion following photoexcitation and
thus necessitate a complete reinitialization of the
experiment every experimental cycle. The duty cycle of
such experiments is therefore low which impairs
measurement statistics and, therefore, sensitivity and
precision. As a consequence, these experiments typically



employ large Coulomb-crystallized ensembles of ions to
improve statistics [25, 26, 72, 85]. This invariably entails
higher translational temperatures and thus Doppler and
other line broadening effects due to ensemble averaging
(except in special cases in which spectroscopic experiments
can be performed in the Lamb–Dicke regime under these
conditions, see, e.g. Ref. [84]). However, in the context of
advanced applications such as coherent and ultrahigh-
resolution experiments on molecular ions, it is
advantageous, and in many cases necessary, to work with
single particles. It thus became expedient to develop novel
techniques capable of interrogating single molecular ions
that do not destroy the molecule and, ideally, also preserve
its quantum state.

13.4 Quantum-Logic Experiments on

Single Trapped Molecular Ions

Over the past few years, a range of coherent protocols have
been developed for manipulating and probing trapped
molecular ions. These schemes can be regarded as variants
and extensions of the “quantum-logic spectroscopy,” which
was originally conceived in the framework of the  ion
optical clock [86] and adapted to molecular species. These
schemes are inherently nondestructive, thus mitigating the
problems associated with the destructive techniques
discussed in the previous section, and pave the way for a
range of new applications of trapped molecular ions within
the realms of quantum science and precision
measurements.
In the context of experiments with single trapped molecular
ions, we discuss the following three different
implementations of quantum-logic protocols. As a first
example, we consider the quantum-non-demolition state



detection of a single  ion performed via a co-trapped 
 ion [40, 42]. The scheme relies on the coherent

motional excitation of the ions using molecular-state-
dependent optical-dipole forces (ODFs). This approach
enabled the tracking of molecular quantum state with a
high time resolution as well as rovibronic molecular
spectroscopy. In an extension of this scheme [41], specific
molecular states embedded within a dense energy-level
structure could be identified. As a second example, we
discuss the nondestructive state detection of  ions
[43]. In these experiments, an ODF was implemented in
order to map the molecular state onto a motional qubit
which was then read out on a co-trapped  ion. As a
final example, we highlight molecular state manipulation
schemes implemented for  ions via co-trapped 
ions [44, 45]. These experiments relied on exciting
motional sidebands with Raman transitions on the molecule
and allowed for coherent spectroscopy of selected
molecular rotational states. Moreover, entanglement
between the molecule and the atom could be demonstrated
[46].

13.4.1 Quantum-Nondemolition Molecular State

Readout by State-Dependent Coherent

Motional Excitation

Figure 13.6 illustrates a quantum-non-demolition
experiment for the measurement of the spin-rovibronic
state of a single  via a co-trapped  ion [40, 42]. In
the first step of the experimental protocol, the IP mode of
the –  two-ion string was cooled to the ground state
of the trap. An optical-dipole force (ODF), the strength of
which depended on the molecular state, was then used to
map the state information onto the motion of the two-ion



string. In case the  was in the state targeted by the ODF
(  in Figure 13.6a), the –  string experienced a
large ODF which was used to coherently excite the motion
of the previously cooled IP mode. By contrast, for all other
molecular states (summarily labeled { } in Figure
13.6), the magnitude of the ODF was significantly reduced
so that only negligible motional excitation occurred.
Subsequently, the motional excitation of the two-ion string
was detected by Rabi sideband thermometry on the  ion
thus revealing the information about the internal state of
the  ion.





Figure 13.6 Quantum-non-demolition state detection of
molecular ions: (a) simplified energy-level scheme of the 

 ion relevant for the quantum-logic-based state
determination technique implemented in Refs. [40, 41]. (b)
Schematic of the protocol implemented for the state
readout of . Two counter-propagating laser beams form
a one-dimensional optical lattice interacting with a –
two-ion string cooled to the motional ground state of the in-
phase (IP) mode in a harmonic trap. One of the lattice
beams is detuned by the frequency of the IP mode, , to
resonantly excite its motion by an optical dipole force
(ODF) depending on the internal state of the  ion. (c)
Calculated magnitude of the ac-Stark shift, , which
gives rise to the ODF, experienced by the  ion as a
function of the laser-frequency detuning, , from a strong
spin-rovibronic transition in the molecule. At the lattice-
laser wavelength indicated by the vertical black dotted line,
the  ion experienced a larger ac-Stark shift in its ground
rovibronic state ( ) compared to the all other states ({

}) leading to the state selectivity of the detection
scheme. In the experiments, the  ion was shelved in an
excited state  in which it experienced a negligible ac-
Stark shift (green-dashed line) in comparison to the  ion.
Conversely, a  ion in its ground state would experience
a considerably increased ac-Stark shift (purple-dashed line)
leading to a spurious background signal in the experiment.
(d) Rabi spectroscopy on the  blue-
sideband (BSB) transition for  ion in the  state
(blue) and in one of the { } states (red) as a function of
the BSB pulse length , following coherent motional
excitation by the state-dependent ODF.  denotes
the population in the  state. The green trace
represents a background measurement of the Rabi



oscillation signal without ODF. (e) Time trace of  state-
detection attempts (blue and orange dots) for measuring
the molecular state. A threshold of 0.25 (gray-shaded area)
was used to distinguish between  in the  or { }
states. A histogram of the state detection attempts is shown
in the inset.

Sinhal et al. [40]/American Association for the Advancement of Science.

The ODF for the state detection was implemented by two
counter-propagating laser beams that formed a one-
dimensional optical lattice. In order to coherently excite the
IP mode of motion, the amplitude of the ODF was
modulated by detuning one of the lattice beams by the
mode frequency,  (Figure 13.6b). The magnitude of the
ODF experienced by the –  string was dependent on
the ac-Stark shift experienced by the  ion due to the
lattice laser. Figure 13.6c depicts the calculated ac-Stark
shift, , for  (here designated as the rovibronic
ground state of the molecule) and the { } states as a
function of the lattice-laser detuning from a rovibronic
transition (here the 
line [87], where  represents the vibrational quantum
number of the upper(lower) electronic state originating
from the  state of . The frequency of the lattice
laser,  (black-dotted line), was set such that a
molecule in the  state experienced a large ac-Stark
shift and hence a large ODF. Conversely, molecules in
excited rotational or vibrational states experienced a much
weaker ODF due to the lattice laser being farther detuned
from any possible spectroscopic transition originating from
these states thus resulting in a smaller motional excitation.
For the lattice intensity and polarization chosen in these
experiments, a  ion in the ground 

 state (Figure 13.4b) experienced a



large, nearly detuning-independent ac-Stark shift (purple-
dashed line in Figure 13.6c) leading to a background ODF
originating from , which impaired the signal-to-noise
(SNR) ratio for the detection of the state of the  ion.
Thus, in order to minimize the coupling of the atomic ion to
the lattice laser, the  ion was shelved in the 

 state that experienced a negligible
ac-Stark shift (green- dashed line) resulting in no
appreciable motional excitation due to the  ion.
Figure 13.6d shows the results of Rabispectroscopy
experiments performed on  ion after the
implementation of the ODF. For  in the  state,
significant motion was excited resulting in Rabi oscillations
(blue trace) on the BSB of the IP mode of the  

 transition. By contrast, for molecules in the {
} states, no Rabi oscillations were observed (orange

trace) as BSB transitions could not be excited when the ion
string remained cooled to the ground motional state of the
IP mode. Indeed, the signal obtained was comparable to a
background measurement of the blue-sideband oscillations
on a ground-state cooled –   chain without the
application of any ODF (green trace). Each of the traces in
Figure 13.6d resulted from thousands of measurements
performed on the same molecular ion which was possible
due to the nondestructive nature of the state-detection
scheme.
Figure 13.6e depicts the results of the experiments as a
function of molecular-state detection attempts. Each data
point represents the average of 22 Rabi experiments for
which the pulse time was set within the region of maximum
contrast indicated by the light-blue area in Figure 13.6d. In
this case, a single state-detection attempt took only few
100 ms, which allowed for tracking of the molecular state



with a high time resolution. For the measurements
recorded at the beginning of the experiment (blue dots),
the molecule was determined to be in the rovibronic
ground state 105 times with zero false events when setting
the detection threshold above the gray-shaded area in
Figure 13.6e. Subsequently, the molecule changed its state
and was detected not to be in the rovibronic ground state
163 times with zero false detection attempts (orange dots).
In this experiment, the fidelity for the faithful detection of
the rovibronic ground state amounted to 99%.
An application of this state-detection protocol is shown in
Figure 13.7. Since the magnitude of the excited motion is
dependent on the ac-Stark shift giving rise to the ODF that
in turn depends on the detuning of the lattice laser from a
spectroscopic transition in the molecule, the scheme can be
employed for noninvasive spectroscopy on the molecular
ion. By extracting the magnitude of the ac-Stark shift from
the observed Rabi oscillations as a function of the lattice-
laser detuning, the spectral line shape of the resonance
could be mapped out (Figure 13.7a). From the determined
ac-Stark shifts, quantitative spectroscopic parameters like
vibronic Einstein-A coefficients, , were obtained
(Figure 13.7b). Both line positions and Einstein coefficients
were in very good agreement with literature values (green-
dashed lines in Figure 13.7) thus validating the accuracy of
the scheme.





Figure 13.7 Noninvasive molecular spectroscopy of single
molecular ions: (a) line shape of the 

 rovibronic transition
in  measured by determining the ac-Stark shift
experienced by the ion at various lattice-laser detunings
(blue data points) [40]. The line center was found by a fit
(orange trace) to the measurements in very good
agreement with the literature values (green-dashed lines).
(b) Vibronic Einstein  coefficients, , extracted
from the measured ac-Stark shifts in panel A at various
detunings (blue data points). The mean of the
measurements (orange line) was found to be in very good
agreement with previous literature values (green-dashed
lines).

Sinhal et al., [40]/American Association for the Advancement of Science.

In a variation of this scheme, not only the magnitude, but
also the sign of the ac-Stark shift was retrieved [41]. As the
ac-Stark shift changes sign across a resonance, its sign
encodes the direction of the detuning from resonance (red
or blue) and thus valuable additional information for
molecular-state identification, which is particularly useful
in molecules with a dense energy-level structure. Figure
13.8 depicts an experiment on a –   chain in which in
addition to the  ion also the  ion experienced a finite
and constant detuning-independent ODF. An
interferometric measurement as shown in Figure 13.8A
was then performed in order to detect the molecular state.
As before, the measurement started with preparing the 

–   string in the ground state of the IP mode of
motion. The  ion was then prepared in the  state
such that it was always red-detuned from its closest
resonance and experienced an ODF in the direction of
higher lattice intensity. The  ion was generated in an



arbitrary excited rotational state with the aim to identify
this state within the dense Zeeman-spin-rotational energy-
level structure in this region. Thus, for  the amplitude
and sign of the ac-Stark shift (and hence the ODF)
depended on its specific rovibronic, hyperfine, and Zeeman
state, while it remained constant and negative for . In
order to identify the molecular state, two combined
measurements were then performed. In the first
experiment, the two ions were placed in the trap such that
their separation corresponded to an integer multiple of the
lattice nodes. This lattice configuration was denoted as
“same phase” (SP). In the SP configuration, the ODFs on
the molecule and the atom acted in the same (opposite)
direction when the molecular ion was red (blue) detuned
from its closest resonance (  and  in Figure 13.8A).
In the second experiment, the distance between the ions
was changed by half a lattice spacing, such that the two
ions always experienced an opposite gradient of the lattice
field, i.e. the “opposite phase” (OP) of the lattice. In the OP
configuration, the forces acted in the same (opposite)
direction when the molecular ion was blue (red) detuned (

 and  in Figure 13.8A). Figure 13.8B depicts Rabi
oscillation signals on the  BSB transition for
the SP (blue) and OP (purple) lattice configurations after
an ODF pulse for two different molecular states (panels a
and b). In panel a, the stronger SP signal (larger frequency
and amplitude of the Rabi oscillation) suggested that the
lattice laser was red detuned from the closest molecular
transition. By comparing the measured amplitude and sign
of the ac-Stark shift with theory, the spin-rotational state of
the molecule could be identified as , , where
in this case  and  are the rotational and spin-rotational
quantum numbers, respectively. In panel b, the stronger
OP signal suggested that the lattice laser was blue detuned



from the closest molecular transition. In this case, all
rotational levels  could be excluded.

Figure 13.8 Phase-sensitive forces for molecular state
identification. (A) Same-phase (SP) and opposite-phase
(OP) configurations of the positions of a  (orange dots)
and  (blue dot) ion in an optical lattice in order to
measure the amplitude and phase of the ODF experienced
by the  ion. The  ion was always red-detuned from
its closest resonance and thus always experienced an
approximately constant negative ac-Stark shift,  and
therefore a positive ODF. Depending on the molecular
quantum state, the  ion was either red ( ) or blue (

) detuned from its nearest resonance resulting in
attractive and repulsive optical forces, respectively. (B) If
the ODF on  and  have the same sign (subpanel a), a
stronger combined force and therefore stronger Rabi signal
are measured on the  ion after motional excitation in
the SP configuration (blue trace) compared to the OP
configuration (magenta trace). Conversely, if the ODF on 

 and  have opposite signs, the OP configuration
gives a stronger Rabi signal (subpanel b). The relative sign
of the ODF on both ions thus yields additional information
on the molecular state that is particularly valuable for state
identification within dense energy-level structures.

Najafian et al. [41]/Springer Nature.



13.4.2 Molecular State Detection and

Spectroscopy via a Motional Qubit

Figure 13.9 shows a complementary approach to
molecular-state identification in the presence of a spurious
detuning-independent ODF experienced by the atomic ion.
In these experiments [43], which represented the first
quantum-logic spectroscopy performed on a molecular ion,
a specific motional state was engineered on a – 
two-ion chain. An ODF was then implemented in order to
map the state of the molecular ion onto the motion that was
subsequently detected by sideband measurements on the
atomic ion. The experimental sequence is shown in Figure
13.9A. Here, both the IP and the OP motional modes of the
two-ion chain were cooled to the ground state by resolved
sideband cooling [89]. In a first step, the motion was
initialized in a state  corresponding to
one quantum of excitation in the IP mode. The atomic ion
was prepared in an excited state . An ODF was then
applied using a 1D optical lattice with parameters chosen
such that the motional state of the two-ion crystal was
changed to  by the ODF acting solely on
the atom in case the molecular ion was not in the 
rotational state (Figure 13.9B(b)). By contrast, if the 
ion was in the targeted rotational state, the – 
two-ion chain experienced an additional state-dependent
ODF due to the molecular ion resulting in a different
dynamics on the Bloch sphere of the motional qubit (Figure
13.9B(c)). For suitably chosen experimental parameters,
the protocol corresponds to a CNOT logic gate performed
on the motional qubit with the molecular state as the
control allowing to detect the  rotational state in the
ground vibronic manifold. In a subsequent step, a sideband
measurement on the atomic ion was used to detect the
motional state of the two-ion chain resulting in the



determination of the molecular state. Figure 13.9C shows
the probability of exciting the sideband on the  ion
after the ODF pulse as a function of the detuning, , of
the lattice laser frequency on both the red and blue sides of
a molecular transition starting from the  rotational
state. The theoretical estimates, including the
measurement uncertainties, are given by the green areas
and the experimental realizations are represented by the
data points. By determining the strength of the ODF acting
on the molecular ion, a spectroscopic measurement on the
relevant molecular transition was performed as shown in
Figure 13.9D.

13.4.3 Molecular Quantum Logic Spectroscopy

Using Resolved-Sideband Raman Transitions

A different approach to molecular-state preparation and
detection was implemented by Chou et al. [44] in 
(see Figure 13.10). As in the previously discussed
protocols, the experiment was started by cooling the
shared motion of a –   two-ion chain and preparing
the  ion in an excited state. In the room-temperature
environment of the experiment in Ref. [44], the molecules
were prepared in their electronic and vibrational ground
state and preparation of a specific rotational state relied on
blackbody-assisted population redistribution. Raman laser
beams were then applied in order to drive specific BSB
transitions in the molecule such that a change in the
molecular state was accompanied by an excitation of the
shared motion of the two-ion chain (Figure 13.10a). The
excited motion was subsequently detected by driving a RSB
on the atomic ion followed by fluorescence detection
leading to projection of the molecule into a specific
quantum state by the measurement. By allowing sufficient
time for the molecule to re-equilibrate with the blackbody
environment, Raman spectra of several molecular



transitions could be recorded by sideband measurements
on the atomic ion.





Figure 13.9 (A) Schematic representation of the quantum-
logic spectroscopy implemented for the state detection of 

 in Ref. [43]. See text for details.
Reproduced with permission from F. Wolf for [88].

(B) Circuit diagram of the state-mapping process from the
molecular to the motional state (panel a). A Bloch-sphere
representation depicting the final motional qubit state for
the  (panel b) and  (panel c) rotational states is
also shown. (C) Theoretical estimation (green-shaded
region) and experimental observations (data points) for the
population measurement in the ground state  of the 

 ion provided that the molecule is in the 
rotational state, after the implementation of the state-
dependent force. (D) Mapping of a rovibronic transition in
the  ion by application of the nondestructive state
detection technique.

Panels (B)–(D)

are reproduced with permission from the Springer Nature
Customer Service GmbH: Springer Nature for Wolf et al.,
[43], Copyright 2016.
Since the times for population redistribution of the
rotational states by blackbody radiation (BBR) were long
(about 100 ms to more than 2 seconds at room temperature
for ) compared to the time required to drive
transitions ( 5 ms), the population of the rotational states
could be accumulated in specific magnetic sublevels by
optical pumping and the targeted quantum states could
then be coherently manipulated. The eigenstates of 
are labeled by the quantum numbers , where 

 is the rotational angular momentum
quantum number in this case, 

 denotes the sum
of the components of the rotational angular momentum and



the proton spin along the magnetic field direction. 
 indicates the relative sign of a superposition of

product states with the same  but opposite proton spin.
Figure 13.10b depicts coherent spectroscopy and
operations on the molecular ion on the 

 transitions for 
(panels 1, 2, and 3) and  (panels 4, 5, and 6).
Based on these state detection and preparation techniques,
a high-resolution rotational spectrum of a single 
molecule was recorded with a linewidth 1 kHz and an
accuracy of 1 part per billion [45]. The spectra were
obtained by coherently driving stimulated-Raman rotational
transitions using an optical frequency comb (Figure
13.10c). Here, the molecule was prepared in the 

 state followed by probing the 
 transition where . The

probabilities of the molecule being in either states as a
function of the Raman difference frequency from the
resonance are shown in panels 1 and 3. When prepared in
the  state, the coherent Rabi flops to and from the 

 state are shown in panels 2 and 4.
Moreover, by applying tailored pulse sequences on the 
and  ion, a quantum entanglement was generated
between the atom and the molecule [46]. Figure 13.10d
shows parity measurements of entangled states of the atom
and a low-frequency ( ) as well as a high-frequency (

) molecular qubit. The state parities, , were
measured as a function of the phase of an “analysis” pulse, 

, and oscillate as  where  is an offset in
phase and  is the observed contrast. The fidelities for
the generation of the low-frequency and high-frequency
entangled states in this experiment were estimated to be 



 and  indicating bipartite
entanglement for both cases [90].





Figure 13.10 Nondestructive state determination and
coherent manipulation of  ions. (a) Schematic of the
quantum-logic technique implemented for molecular-state
detection and projective preparation in Ref. [44] (MI = 
molecular ion, AI = atomic ion). See text for details. Note
that the definition of a red sideband as indicated in the
third panel of Figure 13.10a adopted by the authors in Ref.
[44] differs from the one used throughout this chapter (for
example see Figure 13.2a where such a transition would be
labeled as a blue sideband). (b) Coherent spectroscopy and
manipulation on the  (panels 1, 2, and 3) and 
(panels 4, 5, and 6) rotational states of the  ion on
transitions of the form .
Frequency scans are shown in panels 1 and 4, Rabi flops
are depicted in panels 2 and 5, Ramsey fringes as a
function of the relative phase between two  pulses with
a wait time of 15 ms are shown in panels 3 and 6.

Chou et al., [44]/American Association for the Advancement of Science.

(c) High-resolution frequency spectra (panels 1 and 3) and
Rabi flops (panels 2 and 4) driven by an optical frequency
comb for  rotational transitions in a single  ion.

Chou et al., [45]/ American Association for the Advancement of Science.

(d) Parity measurements of entangled states between an
atom and a low-frequency ( ) as well as a high-
frequency ( ) molecular qubit.

Reproduced with permission from the Springer Nature Customer Service
GmbH: Springer Nature for Lin et al., [46], Copyright 2020.

13.5 Outlook on Future Developments

and Conclusions

In addition to the already realized experiments discussed
earlier, alternative quantum-logic protocols have been



proposed for molecular ions. Mur-Petit et al. [91] have
suggested temperature-independent geometric-phase gates
based on state-dependent forces for nondestructive
molecular-state detection. These operations are insensitive
to the motional state of a trapped atom-molecule two-ion
crystal and can thus be applied to Doppler cooled ions
possibly leading to simpler and faster experimental
implementations.
Loh et al. [92] have proposed a state-detection technique
relying on state-dependent magnetic  factors, which lead
to distinct Zeeman splittings for electronic, rotational, and
hyperfine quantum states of a molecule. Such a Zeeman-
splitting-assisted quantum logic spectroscopy (ZSQLS)
scheme would employ lasers far detuned from one-photon
transitions in the molecule to drive Raman transitions
between Zeeman sublevels without scattering photons and
thus preserve the quantum state of the molecular ion.
Apolar molecules like  and polar molecules like , 

, and  could be probed by the ZSQLS technique
under suitable experimental conditions [92].
As an extension of the  state-detection scheme
implemented by Chou et al. [44], Wolf et al. [93] proposed
a quantum-logic technique for nondestructive state
detection of  ions that would allow for amplification of
the state detection signal, which is particularly important if
single-shot readout of the atomic ion is not possible for
technical reasons. The scheme employs bichromatic far-
detuned Raman lasers to drive red and BSB transitions
between selected Zeeman states simultaneously. For
specific rotational states, the phase of the bichromatic
drive can be chosen such that a Schrödinger cat state of
the form  is produced, where 

 and  denotes a coherent
state with complex amplitude . By detecting the



depletion of the motional ground state due to the
emergence of the Schrödinger cat state after application of
the Raman pulses, the successful drive of the transition can
be detected on the atomic ion making it possible to infer
the molecular state.
Another series of proposals explored the potential of using
the dipole moments of trapped polar molecular ions as a
resource for quantum logic, either by capitalizing on direct
dipole–dipole couplings between the molecules [94] or the
coupling of the dipoles to the normal modes of a Coulomb
crystal [95, 96]. The latter approach offers possibilities for
implementing protocols which do not require a direct
optical addressing of the molecules and their cooling to the
motional ground state. Proposals for further developments
of the dipole–phonon toolbox include the application of
microwave fields to address both the internal states and
the motions of the trapped polar ions [97].
A variant of quantum-logic spectroscopy makes use of the
recoil imparted by the absorption or emission of photons to
the motion of ground-state cooled ions. The resulting
change of motional state can then be detected by the usual
sideband-spectroscopy techniques. This approach has
proven useful in the precise measurement of strong, dipole-
allowed transitions in atomic ions [98]. Extensions of this
method to infrared spectroscopy [99] and to probing the
vibrational dynamics of trapped molecular ions [100] have
recently been proposed.
The new coherent methods for molecular ions discussed
are not only of interest for applications like quantum
science and precision spectroscopy, but also have a
considerable potential in completely different realms such
as collision studies and chemistry. Proof-of-principle
experiments were presented in Refs. [16, 40] in which
changes of the internal state [40] and of the chemical



identity [16] of single  ions were tracked as a
consequence of collisions demonstrating the utility of the
present methods as noninvasive probes for investigating
inelastic and reactive collisions of molecular ions.
In parallel to the methodological advances outlined earlier,
new technological developments are addressing an ever-
growing variety of molecular systems. Recently, laser
cooling and optical-pumping schemes for molecular cations
like  [101],  [102, 103],  [104], , and 

 [105] and anions like  [106] have been explored
theoretically. Apart from the systems already used in
current experiments, i.e. , , and , quantum-
logic techniques for molecular ions like  and its
isotopologues [23, 35, 36],  [93, 107] and polyatomics
such as cyanoacetylene [100] and propanediol [108] have
been explored in various proposals. Clearly, with the vast
number of molecular systems available, the possibilities are
virtually endless.
The coherent experimental tools available for trapped
molecular ions have now reached a similar level of
sophistication as the ones employed for atomic ions.
Although the field of molecular-ion quantum technologies is
still in its infancy, the presently realized experiments as
well as the current proposals for future advances discussed
in this review illustrate the immense potential for the
quantum control and manipulation of molecular ions and
the ensuing applications in precision spectroscopy,
quantum science, and even chemistry.
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14.1 Introduction

While the present development of quantum technology is
intensely focused on what is called a “second generation”
of devices that make use of quantum features like
superposition and entanglement, the atomic clock can be
seen as a prominent example of quantum technology of the
“first generation.” It makes use of the resonant frequencies
of electromagnetic radiation that is absorbed by atoms in
the transition between electronic energy levels. Provided
that a transition is used that is experimentally well
accessible and not easily perturbed by external
interactions, this can be applied to define a universal
reference frequency and to build a frequency standard of
very high accuracy. The concept was devised by I. I. Rabi
and his group at Columbia University in the early 1940s
based on the successes of their experiments with
radiofrequency spectroscopy of atomic beams. He proposed
to use the ground-state hyperfine transition at 9.193 GHz in

Cs atoms [1]. The first atomic clock based on this
principle became operative in 1955 in the British National
Physical Laboratory [2], and since then, this technology has
been progressively introduced in all fields of precision
metrology of time and frequency. Atomic clocks have
enabled the realization of global navigation satellite



systems like GPS, a technology that is now applied
ubiquitously in mass-market devices.
The development of atomic clocks has pushed the frontier
of accuracy of time and frequency measurements since the
1950s by about 10 orders of magnitude into the 
range. For the present definition of the SI second with Cs
clocks, the lowest uncertainty is about , making
time intervals and frequencies the most precisely
measurable quantities in physics. The relative uncertainties
in state-of-the-art mechanical and electrical measurements
are in the range from  to . Just to give an
impression of the scale factor , in terms of time, it
corresponds to 0.5 seconds relative to the age of the
universe of 14 billion years. Given the fundamental role
that time plays as one of the coordinates of space-time, it is
not surprising that experiments with atomic clocks are
used in research on the foundations of the physical
theories, both in the quantum domain and in special and
general relativity. The motivation of these studies is to find
indications of “new physics” as deviations from the
predictions of the established theoretical framework of
general relativity and the standard model, and that such
experimental results may serve as a guide or a test case in
the development of a unified theoretical description of
physics. The concept is to use the high precision of
frequency comparisons to detect small effects in table-top
atomic physics experiments as an alternative to high-
energy experiments in particle physics [3].



Figure 14.1 Schematic of an optical atomic clock: a laser
oscillator is locked to an atomic transition frequency . An
optical clockwork is used to provide a standard output
frequency or a 1-pulse-per-second time signal.
Atomic clocks derive their stability from an ideally long-
lived and unperturbed coherent superposition of two
atomic energy levels  and  via the relation 

 with the Planck constant  (see Figure
14.1). An oscillator is stabilized to the atomic resonance
frequency and provides a macroscopic signal for
distribution and comparison to other oscillators. In the case
of microwave clocks, the oscillator is commonly derived
from an oscillating quartz or another piezoelectric crystal,
whereas for an optical clock, it is a prestabilized single-
mode laser. The research on atomic clocks and frequency
standards has been strongly influenced over the past 30 
years by the application of methods of laser cooling and
trapping of atoms. Being able to observe atoms at rest, for
extended periods of time and well isolated from external
perturbations, has led to advances in the accuracy of
atomic clocks by several orders of magnitude. This chapter
will focus on the ideas, concepts, and recent achievements



in the field of optical atomic clocks, necessarily leaving
some technical details and rigorous derivations aside. For a
more in-depth coverage, I recommend the comprehensive
review article Ref. [4] on optical atomic clocks.

14.2 Optical Atomic Clocks

Before we start to look in more detail at the development of
optical atomic clocks, let us start by briefly summarizing
the present status of microwave cesium clocks with laser-
cooled atoms [5]. A modern primary cesium clock is a so-
called atomic fountain. Cs atoms are collected from a dilute
vapor or a slowed atomic beam, are laser-cooled to a
temperature of a few K in a region created by several
counterpropagating laser beams (optical molasses) and
then accelerated by an optical force and thrown upward
against gravity to a launch height of about 0.5 m above the
cooling zone, providing a free time of flight of about one
second after the interaction with the laser light. During this
time, the ground-state hyperfine splitting is probed while
the atoms pass twice through a microwave cavity fed with a
9.19 GHz field, once during ascent and once during
descent. This realizes Ramsey's method of separated
oscillatory fields [6]. This method is essential for clocks
based on atomic beams or atoms in free flight because it
allows to probe the atoms phase-coherently even though
they move by much more than one wavelength (of 3.3 cm in
this case) during the interrogation cycle. The spectroscopic
signal obtained in this way resembles a two-slit
interference pattern in frequency space and therefore is
called Ramsey fringes. The central fringe shows a linewidth
of about 1 Hz determined by the free flight time of the
atoms between the two passages through the cavity. The
ratio of 1 Hz linewidth over 9.19 GHz transition frequency
is nearly six orders of magnitude higher than the



(14.1)

achievable systematic uncertainty in the low  range,
showing that a good understanding of the lineshape and
long averaging times of several hours is needed to achieve
this low level of uncertainty in a frequency measurement.
This observation shows the importance of the operation
frequency for the stability of a clock signal, and it explains
why progress in the development of clocks proceeds in
parallel with increases of this frequency. This has already
been the case in the past, when large steps were made
from 1 Hz in mechanical clocks, to  Hz in quartz
clocks to  Hz in microwave atomic clocks. The next
step will lead to  Hz in optical clocks.
The optical clock provides key advantages against the
microwave clock in terms of stability and accuracy. The
stability of an atomic clock is generally described by an
Allan deviation , a two-sample deviation calculated
from a sequence of frequency measurements during
intervals of duration . If technical noise of the oscillator
or in the atom detection is minimized, the limit to the
atomic signal-to-noise ratio and to the stability of the clock
is set by quantum projection noise resulting from the state
measurement at the end of the interrogation cycle [7].
Especially in the case of a clock with a single atom, the
importance and character of quantum projection noise
become obvious: while the atom can in principle be
prepared in any superposition state 

, the outcome of a single-
state measurement will only be one of the two states  or 

. For a clock with  atoms, the Allan deviation  is
given by:



where  is the linewidth,  the frequency,  the time
required for one interrogation cycle, and  a numerical
constant of order unity [4]. It is implicit here via the factor 

 that all clocks with laser-cooled atoms are operated in
a cyclic fashion, where the atom is first prepared, then
interrogated, and finally, its state is read out. In order to
obtain maximum sensitivity of the atomic signal to
frequency fluctuations of the oscillator, the cycle time
should be used as much as possible for the interrogation,
with the time used for laser cooling and state readout as
short as possible. In order not to lose signal contrast, the
interrogation time must not exceed the coherence time of
the laser, i.e. the inverse linewidth of the prestabilized
laser. A second limiting criterion is given by heating of the
motion of the atom from coupling to the thermal
environment during the interrogation when laser cooling is
not active. In practice, most optical clocks are operating
with an interrogation time in the range from 0.2 to 2 
seconds.



The accuracy of a primary atomic clock is ultimately
determined by the uncertainty in the realization of the
unperturbed atomic transition frequency to which it is
referenced. The ideal clock would reproduce the atomic
resonance as it would be in the absence of any interactions
with the environment. An uncertainty evaluation has to
take all the external perturbations and possible
measurements errors into account that would lead to a shift
of the clock output frequency. In many cases, the shift can
be analyzed and corrected for, and only the uncertainty of
the correction enters the final uncertainty budget of the
clock. The atom is regarded as unperturbed when it is at
rest in the reference frame of the clock and in the absence
of external fields. These conditions can be well
approximated by cooling the atoms as well as their
environment close to . For practical purposes,
however, in many cases, only the atoms are laser-cooled,
while the environment remains at room temperature. The
Zeeman and Stark shifts that atomic energy levels undergo
in the interaction with external magnetic and electric fields
depend on atomic parameters like the magnetic moment
and polarizability in the specific electronic configuration. A
given magnetic or electric field strength therefore induces
a characteristic level energy shift, and the influence via the
relative shift of a transition frequency is smaller when the
frequency is higher. Consequently, optical clocks are
generally less sensitive to field-induced frequency shifts
than microwave clocks.
This reasoning that the perturbation is relatively less
important at higher frequency  does not hold for all types
of systematic frequency shifts. The relativistic Doppler shift
resulting from motion of the atom is given to second order
in  by:



(14.2)

where  denotes the velocity of the atom parallel to the
wave vector of the light field. The shift is proportional to ,
so going to higher frequency does not mitigate the
problem. The first-order term can be made to vanish by
interrogating trapped atoms, confined in space around a
fixed average position. If the confinement is provided by a
harmonic trap with an oscillation frequency that is higher
than the linewidth of the clock signal, the frequency
modulation from the linear Doppler effect results in
sidebands that are separated from a “Doppler-free” carrier.
If, in addition, the amplitude of motion is smaller than the
transition wavelength , the sidebands are weaker
than the carrier, so that most of the transition strength
remains measurable in a single spectral line. This criterion
is known as the Lamb–Dicke regime [8]. The second-order
Doppler shift can be seen as a form of time dilation
between the moving atom and the stationary oscillator of
the clock. Since , the shift can be
reduced by cooling the atoms: At  mK, as readily
reached with laser cooling and for an atomic mass 
amu, the second-order Doppler shift becomes 

.

The first detailed proposal of an optical clock was made by
Hans Dehmelt in the 1970s, bringing together the
techniques of high-resolution laser spectroscopy with laser
cooling and trapping of ions in radiofrequency ion traps
(Paul trap). In a publication from 1981, Dehmelt formulated
the target for this research: “Thus the current promise of
an atomic line spectral resolution of 1 part in  or 
times better than achieved to date may be realized in the
not too far future.” [9]. Envisioning an improvement by



eight orders of magnitude through the use of a single
trapped and laser-cooled ion, the idea was regarded as
visionary but was also considered as highly optimistic by
many experts at the time. Nevertheless, it rapidly became
established as the goal and challenge for scientists working
on optical frequency standards. The level of the challenge
can be seen by looking at simple proportions: Obtaining
such an uncertainty necessitates the counting of optical
oscillations at  Hz over 1000 seconds without losing
more than a single cycle. In terms of a systematic
frequency shift, it corresponds to the relativistic time
dilation  observed for a clock that moves at slow
pedestrian speed of  m/s.
The method of ion trapping in radiofrequency (RF) Paul
traps [10] (see Figure 14.2) provides the strong advantage
that the Coulomb force that is used to localize the ion acts
on the integral charge but exerts only a minimal influence
on the internal level structure. This is in contrast to the
trapping of neutral atoms where a force (other than
gravity) can only be applied by displacing electronic energy
levels in spatially inhomogeneous electric or magnetic
fields. Coulomb repulsion between like charges on the
other hand also introduces a disadvantage of trapped ion
experiments: They work at very low density or particle
number, in extremum just with a single ion, at the deficit of
signal strength in comparison to an experiment with many
atoms. This summarizes the dominant characteristics of the
two main directions of research in terms of the preparation
of the atomic systems for optical clocks: the ion trap and
the optical lattice.
Ion traps used in modern optical clocks are geometrical
variants of the classic three-electrode Paul trap [10] that
have in common that they make use of an electric
quadrupole potential that results in a time-averaged
harmonic trap for the ion. For experiments with single ions,



the so-called endcap trap [11] is a convenient choice
because it provides open access for laser beams from
different directions. If structured trapping potentials for
several ions are required, more complex electrode patterns
can be realized in 2D or 3D in the fashion of printed circuit
boards [12, 13].
The optical lattice (see Figure 14.2 for schematics of 1D
and 2D configurations) is an interference pattern of two (or
more) intersecting laser beams that form a spatially
periodic structure of intensity maxima (and minima) that
produce an array of traps for atoms that are attracted by
regions of higher (or lower) electric field strengths.
Depending on the wavelength of the laser, i.e. on its
detuning from the atomic resonances, each atomic level
will be shifted with a specific sensitivity. It is therefore
possible to tune the laser to a “magic” wavelength where
the displacement of the lower and the upper level of the
reference transitions is identical, so that the atom can be
trapped without shifting the frequency of a selected
transition [14–16], like for the ion in an ion trap. The
optical lattice clock could ideally be regarded as a massive
parallel version of a single-ion clock, with an important
resulting gain in signal-to-noise ratio. The individual traps
could be populated by a single or multiple atoms, leading to
a trade-off between atom number and potential collisional
frequency shifts. Most experiments so far have been
performed with a one-dimensional optical lattice, resulting
in a stack of traps with oblate atomic density distributions
in each trap. In special experiments, a 3D configuration
with single-atom occupancy has also been investigated [17,
18].



Figure 14.2 Types of traps used in optical atomic clocks:
(a) the simplest atom trap for an optical lattice clock is
created by a standing wave laser beam shown here
schematically (not to scale). In the beam direction, the
intensity maxima in which the atoms are trapped are 400 
nm wide, the lateral extension is typically 150  m. (b)
Schematic of the trap potential in a two-dimensional optical
lattice, created by interference of four laser beams. (c)
Radiofrequency ion trap (endcap trap) used at PTB for
experiments with Yb  ions: Ions are held in the center
between the two conical gold-coated electrodes where an
oscillating quadrupole potential is created. For loading of
the trap, ions are created from an atomic beam (source not
shown) by photo ionization or electron impact.

Dehmelt also made a far-sighted proposal for the type of
reference transition to be studied. In general, one will
employ an optical resonance line for laser cooling and
fluorescence detection, and a “forbidden” transition as the
reference of the clock, i.e. one that does not fulfill the
angular momentum selection rules for electric dipole
radiation. This criterion follows from the requirement of



obtaining a narrow (ideally sub-Hz) linewidth that is not
limited by the lifetime of the excited state for radiative
decay. It could be fulfilled by transitions within a fine
structure multiplet (same parity, , magnetic dipole
transition) or by excited states that differ by  from
all lower levels (higher order multipole radiation). Dehmelt
pointed out that using a transition between levels with
vanishing electronic angular momentum presents
advantages in avoiding or reducing frequency shifts
induced by electric and magnetic fields because of the
intrinsic symmetry of such levels. Such states are obtained
when two valence electrons couple with oppositely oriented
spins to a  state or with aligned spins to . In the
absence of any -mixing, symmetry-breaking interaction, a
radiative single-photon transition between two such levels
would be rigorously forbidden by the conservation of
angular momentum. In the presence of a nuclear spin, or a
symmetry-breaking external magnetic field, a small
admixture of  and  is created and the transition
becomes weekly dipole allowed. This type of configuration
appears, for example, in the level schemes of the neutral
alkaline earth elements and in the singly charged ions of
group 13. The first optical clock that reported an
uncertainty evaluation resulting in a value below  in
2010 has been built at NIST using this type of transition in
Al  [19]. The predominantly scalar interaction of the 
and  levels with far detuned light fields has also made
this type of transition the best choice for the optical lattice
clock [14], where Sr, Yb, and Hg are presently the elements
that are investigated most.
Figure 14.3 shows the main elements of an optical clock
(see also Figure 14.1): Besides the atomic reference, the
laser oscillator and a femtosecond-laser frequency comb
are required. The reference laser obtains its linewidth and



short-term stability from locking to a stable passive Fabry–
Perot cavity. Two highly reflective mirrors are optically
contacted to a rigid spacer with vanishing or small
coefficient of thermal expansion, mounted inside a vacuum
tank on a vibration-isolation platform. Significant advances
in the frequency stability of such laser systems have been
obtained, reaching into the regime of . The
frequency stability is fundamentally limited by the
thermomechanical noise (Brownian motion) of the mirror
spacing. In recent years, it has been possible to understand
and model this noise quantitatively and to reduce it
significantly by using materials of high mechanical stiffness
and working at cryogenic temperature. In general, the
effect of thermal noise can always be reduced by making
the mirror spacing and the beam diameter on the resonator
mirrors as large as possible. Good results have been
achieved with resonators operated at 124 K whose spacer
and mirror substrates are made of silicon monocrystals
[20]. Further improvements are obtained by going to 4 K
and by using low-noise monocrystalline mirror coatings
[21].



Figure 14.3 Main elements of an optical clock (cf. Figure
14.1). (i) Atomic reference with a -level scheme for laser
cooling and reference transition. (ii) Laser oscillator used
for interrogation of the atom and as a frequency flywheel.
(iii) Femtosecond laser frequency comb, acting like a ruler
in frequency space and serves as an optical clockwork for
division of optical frequencies into microwaves. The
frequency of each optical mode of the femtosecond laser 

 can be related to two measurable microwave
frequencies  and : .

The conversion of the optical reference frequency to the
microwave domain is performed with a femtosecond laser
frequency comb generator [22, 23]. This is an essential
element of an optical clock for all applications that require
an oscillator with electronically countable cycles, for



example for establishing a timescale. The central element
of the frequency comb is a mode-locked fs-laser that emits
a very regular temporal sequence of pulses that each have
a duration of a few optical cycles only. In the frequency
domain, this produces a comb of equally spaced optical
frequencies . The pulse repetition rate 
and  can be measured and controlled in the microwave
domain, and the mode number  is a large integer of order

, which can be determined and fixed. In the first
experiments, Ti:Sa lasers have been used with a spectrum
around 800 nm that was further broadened over more than
one octave by supercontinuum generation through self-
phase modulation in a nonlinear photonic crystal fiber. For
reasons of robustness and reliability in continuous
operation, the erbium-doped fiber laser frequency comb
with wavelengths around 1500 nm is today the most
commonly used system. Harmonic generation and
frequency mixing can be applied to reach different
wavelength regions from the visible to the near infrared.
The femtosecond laser frequency comb generator may
work as an optical synthesizer or as an optical clockwork,
for example by adjusting  to zero and by stabilizing one
comb line  to the optical frequency  so that  is an
exact subharmonic to order  of . The precision of this
transfer scheme has been investigated and was found to be
so high that it will not limit the performance of optical
clocks at a  systematic uncertainty.
Over the past two decades, and more than 40 years after
the initial proposals, the field of optical clocks has seen
huge progress in different systems, with laser-cooled atoms
and ions of different elements and with different types of
transitions [4]. Until the end of 2021, groups at four
institutes in the USA, Japan, and Germany have reported



systematic uncertainties in the  range (see Table
14.1).
In comparison to primary cesium clocks – cesium fountains
with laser-cooled atoms – this represents an improvement in
accuracy by two orders of magnitude. Table 14.1
summarizes the key specifications of experiments that have
reported a relative systematic uncertainty below .
This status has been obtained with two different types of
reference transitions so far: The  transition
mentioned above, studied in neutral Sr, Yb, and in the Al
ion. The second transition in this field is even more special:
the electric octupole (E3) transition of Yb . The spectrum
of Yb  is in some properties similar to those of the
elements with a single valence electron. It possesses a 
ground state and strong  resonance lines. But the
lowest excited state arises from an excitation of the filled 4f
shell, leading to a  state that because of the large
difference in electronic angular momentum 
can decay to the ground only under the emission of
octupole radiation, with a lifetime of about 1.58 years [35].
Since the electrons of the 4f shell are on average closer to
the nucleus than the outer 5s or 6s electrons, the excited
state is not easily polarizable by external fields, providing
low sensitivity to systematic frequency shifts. At the same
time, the motion of the 4f electrons is highly relativistic in
the electric field of the nucleus, making this Yb  transition
frequency sensitive in fundamental tests that search for
variations in the value of the fine structure constant [36] or
in violations of local Lorentz invariance [31].



Table 14.1 List of optical atomic clock experiments with a
reported systematic uncertainty below .

Atom Transition Lab. Syst.

unc.

s (2

systs.)

References

Cs GS HFS
200

20 200

Al 0–0 NIST 8.6 2.8 18   7 [19]
Yb 0–0 NIST 0.32 [24]
Sr 0–0 JILA 6.4 0.34 28   

54
[25]

Sr 0–0 RIKEN 7.2 0.18 2   10 [26]
Sr 0–0 JILA 2.1 0.22 [27]
Yb E3 PTB 3.2 5 [28]
Yb 0–0 NIST 0.06 [29]
Yb 0–0 NIST 1.4 0.15 0.7   

1.0
[30]

Yb E3 PTB 2.7 1 2.8   
4.2

[31]

Al 0–0 NIST 0.94 1.2 [32]
Sr 0–0 JILA 2.1 0.048 [33]
Sr 0–0 RIKEN 3.5 0.3   

4.7
[34]

The second column of Table 14.1 lists the instability 
obtained for  second of averaging. From this value the
instability at longer averaging times can be estimated
based on the scaling . One can distinguish the
single-ion clocks where this number is about , limited
by the quantum projection noise [7]: A single-state



measurement on a single atom can provide a signal-to-noise
ratio of only 1, and if the measurement is performed on a
1-Hz-wide line at  Hz, this leads to an instability in
the range of  in 1 second. For the lattice clock with
the higher atom number , the limit can be lower by a
factor . However, in most of the practical
realizations of lattice clocks so far, the short-term
instability has been limited by the laser oscillator.
The column (2 systems) indicates the best agreement
that has been observed between two similar systems built
by the same group. One may see that this crucial test of
performance has not yet been performed for all systems.
This, and the measurement of optical frequency ratios
between the different transition frequencies, will likely be a
key aspect of the work for the next few years, in order to
establish a fully consistent evaluation of this new
generation of clocks. The measurement of frequency ratios
provides a highly valuable diagnostic because they can be
determined as dimensionless numbers with a relative
uncertainty that is not limited by the available primary
frequency standards [37].

14.3 Optical Clocks with a Single

Trapped Yb  Ion

As a specific example of an optical clock and for the kind of
considerations that enter into an uncertainty evaluation in
the  range, we discuss the Yb  clocks that are
developed at PTB in Germany, NPL in the United Kingdom
and in other laboratories. The work on this ion has shown
several important, partly unexpected advantages and has
made it possible to obtain one of the lowest systematic
uncertainties at present. The isotope Yb  with nuclear
spin  is used. Here, the electron and nuclear spins



couple to a hyperfine level of the ground state with
vanishing total angular momentum  (see Figure 14.4
for the level scheme). This level is nondegenerate and can
therefore be prepared easily by hyperfine optical pumping,
and its energy is insensitive to the magnetic field. The high
atomic mass leads to small Doppler shift at a given
temperature. In experiments with trapped Yb  ions, very
long storage times exceeding several months have been
observed [38], facilitating the long-term continuous
operation of the clock. While in other ions, chemical
reactions with background gas ultimately limit the storage
time, and this loss process is prevented for Yb  by the
photodissociation of the product ion Yb  with the cooling
laser light. Two optical reference transitions in Yb  are
being studied: the  electric quadrupole (E2)
transition [39] and the  electric octupole (E3)
transition [40]. The octupole transition between the 
ground state and the lowest excited  state is unusual
because of its extremely small natural linewidth in the
nanohertz range [35]. While allowing for very high
resolution, at the limit imposed by the linewidth of the
interrogation laser, an associated disadvantage is a
significant light shift of the transition frequency [41]. This
shift is proportional to the laser intensity so that a -pulse
with Fourier-limited spectral width  causes a shift
proportional to . The shift contains both scalar and
tensorial contributions and scales like  Hz  if
the polarization and magnetic field orientation are chosen
to maximize the excitation probability [42]. To treat this
problem, we use modified versions of Ramsey's method of
separated oscillatory fields [43–45], optical excitation
schemes that consist of a sequence of excitation pulses and
dark periods during which the atomic coherence and the
laser phase evolve freely and the atom is not subject to



light shift. Pulse sequences can be applied to produce a
resonance signal essentially from the dark period, which is
immune to the light shift and other shifts of the transition
frequency that are correlated with the probe pulses [45].
With the excellent control of laser intensity and pulse areas
that is possible in a trapped ion experiment, such schemes
are ideally suited to an optical clock based on the E3
transition of Yb .

Figure 14.4 (a) Scheme of the lowest electronic energy
levels of Yb , showing the cooling transition (E1) and
the two reference transitions E2 and E3. (b) Excitation of a
single Yb  on the E3 transition, obtained with pulses of
335 ms duration and 50  W laser power, showing a
Fourier-limited linewidth of 2.4 Hz.

Apart from the light shift, the sensitivities of the Yb
octupole transition frequency to static electric field–
induced shifts are relatively low as has been pointed out in
theoretical estimates [46] and measured in the frequency
standards [42]. Qualitatively, this can be explained by the
electronic configuration  of the  level that
consists of a hole in the 4f shell that is surrounded by the
filled 6s shell. Comparing the sensitivity factors for field-
induced shifts of the E2 and E3 transitions, the quadratic



Zeeman, quadratic Stark (scalar and tensor), and electric
quadrupole shifts of the latter are smaller by factors of 25,
8, 62, and 68, respectively, for identical external fields. It is
therefore very efficient to use the E2 transition in the same
ion as an in situ diagnosis for perturbations through
external fields and to deduce the much smaller corrections
and uncertainties of the E3 frequency from these
measurements. Table 14.2 presents the systematic shifts
and related uncertainties of the Yb  E3 optical clock as
evaluated at the PTB in 2016 [28].

Table 14.2 Fractional frequency shifts  and
related relative uncertainties  in the realization
of the unperturbed  transition
frequency  of a single trapped Yb  ion.

Source: From Huntemann et al. [28]/American Physical Society.

Effect

Second-order Doppler shift 2.1
Blackbody radiation shift 1.8
Probe light related shift   0 1.1
Second-order Zeeman shift 0.6
Quadratic dc Stark shift 0.6
Background gas collisions   0 0.5
Servo error   0 0.5
Quadrupole shift   0 0.3
Total 3.2

The remaining largest shift of the transition frequency is
caused by the Stark shift induced by the thermal blackbody
radiation (BBR) emitted by the ion's environment. It is an
advantage of trapped ion optical clocks that they generally
have smaller BBR shifts than those based on neutral atoms



[4]. This is primarily due to the tighter binding of the
remaining electrons after ionization, which shifts the
atomic transitions to shorter wavelengths, further away
from the infrared thermal radiation. A complication in the
determination of the BBR shift for trapped ions is that the
strong radiofrequency electric fields used to confine the
ions will heat the trap structure via dielectric losses in the
insulators and joule heating in the conductors. Heat
dissipation from the trap is provided by conduction and
radiation. A combination of finite element modeling with
measurements made with an infrared camera and
temperature sensors at test points of a copy of the
operational trap has allowed us to determine the effective
temperature rise of the radiation seen by the ion as
2.1(1.1) K [47]. An optimized trap design with an exclusive
use of low-loss dielectrics and improved thermal contact
from the trap electrodes to the vacuum feedthrough allows
one to reduce the temperature rise and uncertainty further
[48].
Correction of the BBR shift requires knowledge of the
temperature and of the differential polarizability between
the ground and excited state. While the polarizability of
neutral atoms can be measured by placing the atoms in a
static electric field, ions can only be held in alternating
fields, for example in the focus of an infrared laser beam.
For the Yb  E3 transition, the problem is facilitated by the
fact that all electric dipole transitions that are relevant for
the differential Stark shift are at wavelengths smaller than
380 nm so that the wavelength dependence of the
polarizability in the infrared range is essentially flat. A
precise measurement of the differential polarizability has
been performed by measuring the light shift induced by
several near-infrared lasers between 0.85 and 1.5  m [28].
Combining the results of the thermal analysis of the trap
[47] and the polarizability measurements, the BBR shift for



the Yb  E3 transition is 45 mHz and the contribution to
the relative uncertainty of the frequency standard 

 [28].
In total, the 2016 evaluation of the Yb  E3 optical clock has
resulted in a systematic uncertainty of , with the
largest contribution caused by the relativistic Doppler shift
from residual motion of the ion [28]. Since then, an
improved ion trap with gold-coated electrodes (see Figure
14.2) has resulted in lower motional heating rates and a
better thermal homogeneity. With additional measures like
ground state cooling of the ion, it seems realistic to obtain
a systematic uncertainty for this clock below .

14.4 Outlook on Future Developments

Since the demonstrated accuracy and stability obtained
with several different optical clocks have now surpassed
the performances of primary cesium clocks, discussions
and preparatory work have been started toward a new
definition of the International system of units (SI) second
[49–51], where the 9.19 GHz cesium reference frequency
would be replaced by one of the more stable and accurate
reference frequency signals in the optical range. Since until
now cesium clocks and the infrastructure of timekeeping
and frequency standards in the microwave range serve the
vast majority of practical applications very well, the
question has not obtained the same momentum as that for
the redefinitions of the electrical units and the kilogram
that have been redefined in terms of fundamental constants
in 2019. In preparation for the use of optical frequency
standards, a working group of the consultative committee
for time and frequency CCTF is collecting and evaluating
the results of frequency measurements of suitable
transitions, in order to calculate and publish a set of
recommended frequencies for so-called secondary



realizations of the SI second [52]. Presently, nine different
transitions are recommended: the hyperfine frequency of 
Rb, three species of neutral atoms in optical lattices Sr, 

Yb, and Hg, and five transitions in trapped ions: Al ,
Sr , Yb  (with two reference transitions), and Hg .

The variety of promising candidates and the rapidly
progressing development of techniques and methods do not
allow us today to identify a front-runner as the successor of
cesium. It should rather be seen as a sign of the scientific
vitality of the field that the rankings of the “best” optical
clocks are changing frequently.
In addition, novel systems that have been proposed and are
in earlier phases of experimental realization may possibly
reach the leading group within a few years. I would like to
briefly discuss two new types of reference systems: highly
charged ions (HCI) [53] and the nucleus Th with a low-
energy nuclear transition [54, 55]. In HCI, the remaining
electrons are tightly bound and therefore less polarizable
and less prone to level shifts through external fields. One
would expect intuitively that with increasing charge state,
relevant electronic transition wavelengths are moved away
from the optical range and into the X-ray region. However,
transitions of the fine or even hyperfine structure are now
appearing in the optical range. In addition, there is a large
class of investigated optical clock candidates in HCI that
are based on so-called level crossings between different
configurations like 5s and 4f that approach each other (or
cross) as a function of charge state, leading to forbidden
transitions with attractive properties in the visible spectral
range. Some pioneering experiments in this field have been
performed with a fine structure transition in Ar  at a
wavelength of 441 nm, making use of sympathetic laser
cooling of the Ar ions and quantum logic readout of their
laser excitation [56].



Based on the experimental finding that the Th nucleus
possesses a low-energy isomer, initially located at 3.5 eV
transition energy, nuclear laser spectroscopy and a nuclear
optical clock have been proposed [54]. A distinctive feature
of the nuclear clock in comparison to present atomic clocks
is that the electronic environment (charge state, electronic
state, etc.) under which the nuclear reference transition is
probed can be selected to provide almost complete
immunity to field-induced systematic frequency shifts [54,
57]. Despite this strong motivation and various
experimental approaches, a direct laser excitation of the
nuclear transition, now expected at about 8.2 eV or 150 nm
wavelength, has not been demonstrated so far (see [58, 59]
for reviews of recent experimental work). Experiments are
under way to develop the required laser systems in this
vacuum ultraviolet (VUV) region, together with the
methods to trap and cool Th ions or to prepare them in
suitable wide-bandgap transparent host crystals. Besides
the interest for metrology, these systems promise insights
into so far inaccessible domains of atomic and nuclear
physics, regarding the motion of electrons in the strong
electric field close to the nucleus, and the collective
dynamics of a heavy nucleus that will be measurable in
unprecedented detail.
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15.1 Introduction

Semiconductor quantum dots (QDs) provide three-
dimensional geometric confinement of charge carriers on
the nanometer-scale and, in that sense, mimic atoms in
nature. Electronic excitations in atoms or ions are
prototypes for quantum bits due to their well-defined
character and long-lived coherence, the latter of which is
connected to the isolation from the environment. It was
natural to study QDs as hardware for quantum information
applications [1–3], as they promise also rather long
coherence times due to the suppression of relaxation
mechanisms related to free carrier motion. Further,
semiconductor-based systems offer a variety of attractive
features such as established fabrication tools providing
reproducibility, possible integration with conventional
electronics, controllable properties through external
perturbations, etc. In addition, QDs possess large electric
dipole moments for excitation across the band gap by



which optical manipulation on picosecond timescale may be
achieved.
On the other hand, excitations in QDs, despite the
similarity to atoms, are nevertheless embedded in a
potentially hostile environment. This environment, even if
ideal, can host excitations coupling to the quantum bits
such as lattice vibrations or nuclear spins. Deviations from
ideality like charge fluctuations aggravate the situation.
Due to the high quality of the material, the main
corresponding activities have been focused on QDs based
on epitaxially grown nanostructures. Remarkable
achievements have been obtained such as the
demonstration of high-quality sources of single and
entangled photons. On the other hand, also challenges have
been identified such as the limited coherence of quantum
bits compared to atoms. Disregarding the nuclear spins of
the host lattice, the longest coherence time has been
demonstrated for confined carrier spins, for which many
threats can be suppressed: vibrations can be frozen out by
cooling the sample to cryogenic temperatures, charge
fluctuations can be reduced by resonant excitation of
optical transitions. Still, even for these conditions, the
coupling to the nuclear spins limits the spin coherence in
semiconductor QDs to microsecond times.
Colloidal nanocrystals (NCs) are semiconductor particles of
nanometer size with very strong confinement of charge
carriers (electrons and holes). NC is the general term used
for nanoparticles of different shapes: a spherical QD, an
elongated nanorod (NR), or an atomically flat nanoplatelet
(NPL). The confinement and shape determine the
electronic and spin-level structure of NCs, making them
attractive for basic research and applications [4–6].
Colloidal NCs can be fabricated by chemical synthesis in
solution, which is a widely used technology, or by synthesis
in a glass matrix. Different semiconductors can be used for



that, among them II–VI materials, like CdSe and CdS, are
very popular and mostly studied. Also various III–V
materials, like InP [7], and recently lead halide perovskites
( , ) with high quantum yield at room
temperature [8] became available.
The possibility of using colloidal semiconductor NCs as
sources of single photons in photonic quantum technologies
has been studied for more than 20 years [9]. The following
features of state-of-the-art colloidal NCs contribute to their
application in this field: (i) the size-dependent emission
color across a wide spectral range from the UV to near IR,
(ii) the high photoluminescence (PL) quantum yield, (iii)
the suppressed PL blinking. Depending on the charge state
of a NC, its emission is governed either by neutral excitons
or charged excitons. All those features make colloidal NCs
also interesting for applications in spin-based electronics or
quantum information.
A great amount of knowledge has been accumulated
nowadays for the optical and spin properties of
semiconductor QDs grown by molecular-beam epitaxy.
Thus, it is attractive to use this knowledge for
understanding colloidal NCs, but this has to be done
carefully, with taking into account their specifics. Here we
list important differences distinguishing colloidal NCs from
epitaxially grown QDs.

Strong carrier confinement provided by the small NC
size down to 1 nm and high (practically infinite)
barriers between semiconductor and organic ligands or
glass matrix.
Strong enhancement of the Coulomb interaction
between electrons and holes due to the large dielectric
contrast between the semiconductor and its ligand
environment. For example, in CdSe NPLs the exciton



binding energy reaches 315 meV, which is 20 times
greater than in bulk CdSe [10].
Large exchange splitting between bright and dark
exciton states (  up to 20 meV) and important role
of the ground dark exciton state, whose emission is
prohibited [11–14].
Important role of surface spins in NCs for the spin
dynamics and radiative recombination of the dark
excitons [15–17].
Complexity of doping of NCs [18]. However, singly
charged NCs as key elements of quantum technologies
can be obtained by long-lived photocharging. For that a
controllable surface modification to provide surface
capture of either electrons or holes can be used [19,
20].
Great variety of shapes of colloidal NCs and their
arrangement in supercrystals.
Variety (commonly random) of orientation of NCs in
ensemble, which complicates theoretical treatment and
interpretation of experimental data [21, 22].
Carrier spin coherence observed up to room
temperature [23, 24], evidencing that spin relaxation
mechanisms in colloidal NCs is less efficient. One of the
reasons could be the absence of the phonon reservoir of
the surrounding barrier, which is unavoidable for
epitaxially grown QDs.

A further comparison of colloidal and epitaxially grown QDs
can be found in Ref. [25].
In this chapter, we give an overview of the spin properties
of semiconductor colloidal NCs and of related spin
dependent phenomena. We consider the energy and spin
level fine structures in colloidal QDs and NPLs and their



modification in an external magnetic field. We show how
spectroscopic, time-resolved, and magneto-optical
experimental approaches can be used for colloidal NCs in
order to get information on exciton states as well as the
spin dynamics of excitons and charge carriers. We
demonstrate that spin-dependent phenomena give access to
further properties of colloidal NCs, like the surface states
and their spins, the photocharging dynamics, the carrier
localization within a NC, etc.

15.2 Spin-Level Structure of Neutral

and Charged Excitons

Colloidal NCs can be synthesized from different
semiconductors and their combinations and in plenty of
different shapes and sizes. This allows one to tune widely
not only the absorption spectra of NCs, but also the fine
energy structure of neutral and charged excitons, which
controls their emission and spin-dependent optical
properties. For instance, in colloidal quasi-two-dimensional
NPLs, the neutral or charged excitons formed by the heavy-
hole and light-hole states are strongly split (with the heavy-
hole exciton being the ground state) similar to epitaxially
grown quantum wells and self-organized QDs. In one-
dimensional nanorods, on the contrary, the ground state is
the light-hole exciton. In colloidal QDs, the total anisotropy
splitting  between the heavy and light holes is determined
by the non-spherical shape and the presence of the crystal
field in wurtzite semiconductors like wz-CdSe [12].
The fine energy structure of the negatively charged exciton
(negative trion comprising two electrons with opposite
spins and one hole) for the case  is shown in Figure
15.1a. Importantly, the electron–hole exchange interaction
is compensated in the singlet state of the negative trion and
both heavy-hole and light-hole trion states are bright. As a



result, the temperature-induced redistribution of their
relative populations, as well as the state mixing induced by
any perturbation including an external magnetic field, does
not affect the PL dynamics.
For neutral excitons, the electron–hole exchange
interaction is drastically enhanced due to both the spatial
and the dielectric confinement in colloidal NCs. It mixes
the heavy-hole and light-hole exciton states. In spherical or
“quasi-spherical” NCs with  [26], the exciton states
split by the electron–hole exchange energy  are
characterized by the total spin  and . The joint
action of the exchange interaction and the anisotropic
splitting results in formation of five exciton states labeled
by the total spin projection  on the anisotropy axis 

 shown in Figure 15.1 for the limits  (b), 
 (c), and  (d). The values of  and 

scale differently with the diameter of spherical NCs,
resulting in a size dependence of the exciton energy level
splitting that is controlled by their ratio [11].



Figure 15.1 Negative trion (a) and neutral exciton spin-
level structure in NCs of various symmetry for (b) 

, (c) , and (d) . The states are
marked by the hole spin projection for the negative trion
and by the total momentum projection  for the neutral
exciton on the anisotropic -axis. The upper indexes  and 

 correspond to the lower and upper exciton states with
the same  as was first introduced in Ref. [11]. Bright
(dark) trion and exciton states are shown by blue (red)
lines. Scheme of the Zeeman splitting of spin states in
magnetic field is shown for .  is the angle
between the anisotropy axis and the magnetic field
direction.

Source: Adapted from [11].

The energy splitting  between the lowest state of the
exciton fine structure, which is a nominally dipole-
forbidden dark exciton with projections , and the
lowest dipole-allowed bright exciton state  can
amount up to 20 meV. As a result, the dark exciton
determines the low-temperature PL properties. In turn, it
can be used as a probe of the interaction of charge carriers
with magnetic ions and surface spins, which activates its



recombination. The same exciton-level structure remains
valid for quasi-two-dimensional NPLs, where the anisotropy
splitting  caused by the strong quantization normal to the
plane is much larger than the enhanced electron–hole
interaction  (Figure 15.1b). Importantly, the
temperature-induced redistribution of the populations
between the dark (red lines) and bright (blue lines) neutral
exciton states or the bright-to-dark exciton state mixing
induced by any perturbation including an external
magnetic field directly affects the PL dynamics.
The key parameter in spin physics is the Landé factor (or 
-factor) of charge carriers. It determines the response of
electrons and holes, as well as of excitonic complexes that
they form, to an external magnetic field including the
Zeeman energy splitting between spin sublevels (Figures
15.1 and 15.3a), and the Larmor frequency of the spin
precession (Figure 15.5a). Therefore, it is important to
know how the effective -factors are changed with respect
to their known bulk values, depending on the shape and
size of the NCs. The change of the electron -factor, , in
colloidal NCs is mostly controlled by the electron
quantization energy, which modifies the admixture of the
valence band states to the conduction band and results in a
corresponding  size dependence (see Figure 15.5b) [27,
28]. The renormalization of the hole -factor, , is mostly
related to the modification of the heavy- and light-hole
mixing caused by a strong spin-orbit interaction in the
valence band and is strongly affected by the particular
shape of a NC [27]. Its size dependence is weaker than for
the electrons and is mainly caused by the admixture of the
spin–orbit split valence band states. The Zeeman splitting
of the heavy-hole states (angular momentum projection 

 on the anisotropy axis) and the light-hole states
( ) (and of the respective trion states) in the



(15.1)

magnetic field  directed along the anisotropy -axis is
defined as [27]

Here  is the Bohr magneton. In anisotropic structures
with , the splittings  acquire a factor 

 describing their dependence on

the angle  between the magnetic field and the anisotropy 
-axis. In spherical NCs, .

The exciton Zeeman splitting comprises the electron and
hole -factors in a complicated way depending on the ratio

. The limiting cases are shown in Figure 15.1. In
the case , all exciton states with  split with the
anisotropic Zeeman splittings  proportional to the
component of magnetic field parallel to the anisotropy -
axis as far as the Zeeman splitting is smaller than the fine
structure splittings at zero magnetic field. In stronger
magnetic fields, this component can also mix the exciton
spin levels with the same projection , while the
perpendicular component of the magnetic field mixes the
light-hole to the heavy-hole states with , as well as
bright to dark exciton states with . Importantly,
the anisotropy results in a dispersion of the exciton
parameters in the ensemble of NCs with different
orientations of the NC axis.
Experimentally, the exciton fine structure and its
modification in magnetic field can be addressed by various
optical and magneto-optical techniques, which also allow
one to distinguish between neutral and charged excitons
[29, 30]. Examples for CdSe NPLs are given in Refs. [10,
14, 31, 32].



15.3 Photoluminescence in Magnetic

Field

The exciton emission line from a single CdSe QD at liquid
helium temperature can be as narrow as 0.02 meV, if its
spectral wandering related to charge fluctuations is
suppressed [33]. In a QD ensemble, the PL spectrum has
considerable inhomogeneous broadening of a few tens of
meV caused by the size dispersion of the colloidal QDs. This
broadening is larger than the typical fine structure splitting
(e.g. ), Zeeman splitting (which is about 1 meV at 

 T for the spin states with ), exciton
diamagnetic shift, and binding energy of charged trions,
which limits the use of spectral filtering for exciton
spectroscopy. One of the experimental approaches to
bypass this limitation is the fluorescence line narrowing
(FLN) technique based on resonant excitation within the
inhomogeneously broadened exciton line [34]. For that, a
narrow laser line excites a small subensemble of QDs with
the corresponding narrow spectral distribution, which
results in narrowing of the Stokes shifted emission lines
from the dark exciton and from LO photon-assisted replica.
Alternative approaches for exciton spectroscopy are time-
resolved measurements of recombination dynamics and
magnetic-field-induced circular polarization (degree of
circular polarization [DCP]) of the PL. Here, we
demonstrate their potential to identify and distinguish
between neutral and charge excitons and to give insight in
their recombination and spin dynamics.
As representative examples we use two samples of
core/shell CdSe/CdS QDs with 5 nm diameter of the CdSe
core [35]. One sample has a 2-nm-thick CdS shell, which is
too thin to provide efficient photocharging even at
cryogenic temperatures, so the emission of these QDs is
dominated by neutral excitons. In another sample with a



10-nm-thick shell, the photocharging is efficient, here the
hole is captured by surface states and the electron is left in
the CdSe core. As a result, its emission is dominated by
negative trions. However, the PL spectra on both samples
are quite similar showing a broad band with about 60 meV
width (Figure 15.2b).
As we described in Section 15.2, the main difference
between the trion and exciton fine structure is the presence
of the lowest dark exciton state determining the PL at low
temperatures, while all trion states are bright (Figure
15.1). However, the  dark exciton state (denoted as F in
Figure 15.2a) is not completely dark in colloidal QDs and
NPLs, as its radiative recombination becomes possible due
to admixture of the bright exciton states by various
perturbations [13]. At liquid helium temperatures, the long-
living recombination from this state can be seen as a long
tail in the PL decay with a characteristic lifetime of the
order of hundreds of nanoseconds (Figure 15.2c). With
increasing temperature, the lifetime shortens due to
population of the next higher-lying bright exciton state 
(denoted as A), and the PL decay is accelerated. Also, a
shortening of the lifetime can be induced by a magnetic
field, which admixes the bright exciton state to the dark
one (inset). In the case of the trion, the lowest fine
structure state is a dipole-allowed state, so the trion
lifetime  is independent of magnetic field and
temperature (Figure 15.2d).
Insight into the spin properties of excitons and trions, as
well as identification of the trion type (negative – two
electrons and one hole, or positive – two holes and one
electron) can be obtained from DCP studies. The DCP
method exploits the Zeeman splitting  of exciton and
trion spin states in magnetic field. For the magnetic field
being parallel to the -vector of the emitted light (Faraday
geometry) and to the anisotropy -axis, the emission from



different spin states has opposite circular polarization
(Figure 15.3). At low temperatures, when the thermal
energy  is comparable with , the lowest spin state
is predominantly populated and the emission is circularly
polarized. It is remarkable that the inhomogeneous
broadening, which is typically much larger than the
Zeeman splitting, makes no effect on the circular
polarization degree, so that NC ensembles with large
inhomogeneous broadening can be studied.





(15.2)

Figure 15.2 Photoluminescence of neutral and charged
CdSe/CdS QDs [35]. (a) Energy-level scheme of neutral
exciton and negative trion. A, F, and G denote bright
exciton, dark exciton, and crystal ground state,
respectively.  is the bright–dark splitting.  is the
spin–relaxation rate from the bright to the dark exciton
state.  is the thermally activation rate from the dark to
the bright state.  and  are recombination rates of
bright and dark excitons. The spin of the negative trion
state  is contributed by the heavy hole. A resident
electron with spin  is left in the CdSe core after trion
recombination. (b) PL spectra of thin-shell (2 nm) and
thick-shell (10 nm) CdSe/CdS QDs under continuous-wave
excitation. Diameter of CdSe core is 5 nm. (c,d) PL decay in
QDs with different shell thickness measured at  T for
two temperatures of 4.2 and 20 K. Insets: normalized PL
decays at  and 15 T for  K.

Source: Adapted from [35].

The DCP is defined by

Here,  are the  circularly polarized PL intensities.
They can be measured with pulsed excitation in the time-
resolved regime (Figure 15.3b, so that intensities  give
the  dynamics according to Eq. (15.2)), or with
continuous-wave excitation (Figure 15.3c). The DCP sign
allows one to distinguish between negative and positive
trions if the sign and value of the electron and hole -
factors are known, i.e. are measured by other magneto-
optical techniques. One can see from the scheme in Figure
15.3a, that in CdSe-based QDs with , where the
electron -factor is positive and the hole -factor is
negative, negative and positive trions have opposite signs



of DCP. The PL is stronger in  polarization for the
negative trion and in  for the positive trion. In thick-shell
CdSe/CdS QDs, where the trion emission was identified
through the recombination dynamics [35],  emission is
stronger in magnetic field (Figure 15.3b,c). This allows one
to identify the emission as stemming from the negative
trion. The same behavior was reported for CdSe/CdS NPLs
with thick shells [31].

Figure 15.3 Magnetic-field-induced circular polarization of
thick-shell (10 nm) CdSe/CdS QDs.

Source: [35]/American Physical Society.

(a) Schematic presentation of spin-level structure and
optical transitions between these levels for negative and
positive trions in an external magnetic field for  and 

. Short blue and red arrows indicate the electron and
hole spins, respectively. Polarized optical transitions are
shown by red  and blue  arrows. The more intense
emission, shown by a thicker arrow, comes from the lowest-
in-energy trion state with spin  for the negative trion
and with spin  for the positive trion. (b) Dynamics of
circularly polarized PL and polarization degree of negative
trions measured under pulsed excitation. (c) Circularly
polarized PL spectra measured at  and  T under
continuous-wave excitation.



(15.3)

The time evolution of  gives access to the spin
relaxation time . One can see in Figure 15.3b that at 

 the dependence  saturates at the equilibrium
value , which is controlled by the  ratio at the
given magnetic field. The DCP values measured with
continuous-wave excitation correspond to the time-
integrated values , obtained from . The
magnetic field dependences of  and  measured
for negative trions in CdSe/CdS QDs are shown in Figure
15.4a [35]. The difference between  and  is caused
by the so-called dynamical factor ,
describing the competition between spin-relaxation and
recombination:



Figure 15.4 (a) Magnetic field dependences of equilibrium
 and time-integrated  DCP in thick-shell (10 nm)

CdSe/CdS QDs.
Source: Adapted from [35].

(b) Magnetic field dependences of trion spin relaxation
time  and PL decay time .
In the case of the negative trion, the anisotropic splitting 

 is given by Eq. (15.1) with the factor .
The trion recombination time  ns is independent of
magnetic field, while its spin relaxation time  drastically
decreases with increasing field (Figure 15.4b). As a result,
the nearly order-of-magnitude difference between  and 

 at small magnetic fields becomes negligible at  T
(Figure 15.4a).
As the spin relaxation of the negative trion is determined
by the hole, this allows us to evaluate the longitudinal spin
relaxation of the hole,  ns, at  T. Its magnetic
field dependence is caused by the light-to-heavy hole
admixture through the perpendicular to -axis component
of the applied magnetic field. Therefore, in the analysis of
the trion DCP from the ensemble of randomly oriented



NCs, one has to take into account that not only the Zeeman
splitting , but also the dynamical factor 
are functions of the angle  [35].
For the DCP from the neutral excitons, one has to consider
the anisotropic Zeeman splitting of the dark excitons 

 in Eq. (15.3) (Figure 15.1b,c), the
dependence of the dark exciton recombination time 
(and thus the dynamical factor  on the magnetic
field and NC orientation, and the mechanisms of the dark
exciton radiative recombination [17, 22]. Importantly, the
strong exchange interaction between the electron and the
hole in a neutral exciton not only complicates its fine
structure, but is responsible for the extremely fast spin
relaxation in colloidal NCs, also in external magnetic fields
[35, 36]. As a result, the spin relaxation time  between
the Zeeman split sublevels of the neutral exciton is of the
order of 1 ns, even in weak magnetic fields, so that  is
close to unity and . This additionally allows one to
distinguish the emission from charged and neutral excitons
[35]. Examples of the exciton and trion spin properties
studied by means of polarized PL can be found for
chemically synthesized [37–40] and glass-embedded [22]
CdSe QDs, CdSe/CdS QDs [35, 41, 42], CdTe QDs [43],
CdSe/CdS dot-in-rods [21], CdSe [17] and CdSe/CdS NPLs
[31], and  perovskite QDs [44].
Spin-polarized excitons can be generated using polarized
resonant excitation even at zero magnetic field [45].
Optical orientation (for circularly polarized excitation) and
optical alignment (for linearly polarized excitation) of
excitons were reported for  QDs [46] and CdSe/CdS
NPLs [47].

15.4 Time-Resolved Faraday Rotation



Time-resolved pump-probe Faraday rotation (FR) is a
powerful technique to study carrier spin coherence and
measure various spin parameters, such as -factors, spin
relaxation times, hyperfine interaction constants with
nuclei, etc. [48, 49]. It was successfully used for
investigating the coherent spin dynamics in colloidal NCs,
both at cryogenic and room temperatures. Most of these
studies were performed on chemically synthesized CdSe
QDs [19, 20, 23, 26, 50–56], but also CdS QDs [24, 56–61],
CdSe/ZnS QDs [19] and CdSe, CdSe/CdS as well as
CdSe/ZnS NPLs [31, 62] were investigated. Coherent spin
transfer between coupled CdSe QDs was demonstrated [63,
64]. For NCs in glass the reported data are limited to 

 QDs [65] and CdSe QDs [66].
Time-resolved FR uses pulsed lasers with pulse durations of
100 fs to few ps. The laser beam is split into the pump and
probe beams. The circularly polarized pump generates
spin-oriented carriers. The spin dynamics of these carriers
is monitored via the rotation of the polarization plane of the
linearly polarized probe (FR) by varying the time delay
between pump and probe pulses. In some cases, it is more
convenient to measure the ellipticity instead of the FR [67].
At zero magnetic field and in Faraday geometry, when the
magnetic field is parallel to the light propagation direction,
the longitudinal spin relaxation time  can be measured.
In Voigt geometry, when the magnetic field is
perpendicular to the orientation of the photogenerated
carrier spins, the spins precess about the magnetic field. In
this case, the FR signal oscillates with the Larmor
frequency, . It decays with the ensemble spin
dephasing time  due to various mechanisms: -factor
dispersion, spin relaxation, electron–nuclear hyperfine
interaction, and electron–hole recombination. This allows
one to evaluate the -factor and identify the type of
carriers (electrons or holes) contributing to the signal.



The time-resolved ellipticity dynamics of CdSe QDs
measured at room temperature is shown in Figure 15.5a
[19]. As-grown QDs in toluene solution demonstrate a
single Larmor frequency in ellipticity corresponding to 

 (blue line), see also the inset showing fast
Fourier transform (FFT) spectra. When the hole acceptor
Li[ BH] is added in solution, the spin signal amplitude
(red line) increases strongly and signal corresponding to a
second Larmor frequency with  appears. The hole
acceptor captures photogenerated holes, which leads to
QDs charged with electrons.



Figure 15.5 Coherent spin dynamics of CdSe QDs
measured in solution at room temperature. (a) Time-
resolved ellipticity of as-grown and n-type photodoped
CdSe QDs (diameter 6.9 nm) using the hole acceptor Li[
BH].

Source: [19]/American Chemical Society.

Inset shows FFT spectrum for frequency . 
T. (b) Electron -factor as a function of QD diameter.
Experimental data from [19] are shown by filled circles.
Open circles show experimental results from Refs. [26, 50,
54]. Solid line shows calculated electron -factor, , for
the lowest quantum confined state in CdSe QDs.

Source: Adapted from Refs. [26, 27, 50, 54].

The dependences of the -factors  and  on the
diameter of wz-CdSe QDs reported in Ref. [19] are shown
in Figure 15.5b by filled circles. They are in good
agreement with the data from previous pump-probe studies
[26, 50, 54] shown by open circles. Recently, we found the 

-related signal in CdSe QDs in a glass matrix [66]. The 
-value can be confidently assigned to the resident electron 

-factor  [26, 27], while the origin of the -related
signal had remained unclear. In Ref. [26], it was suggested
that this signal corresponds to the precession of the lowest
level excitons in quasi-spherical QDs with the frequency



corresponding to the splitting between  and  states,
shown for  in Figure 15.1d. However, an accurate
analysis shows that the exciton precession should occur at
half of this frequency, and with realistic values for the hole 

-factor, , one cannot describe the  size dependence
within the exciton model [27, 66].
In Ref. [19], we show that a specific spin component can be
enhanced by the choice of the acceptor type for core-only
CdSe QDs, while in core/shell CdSe/ZnS QDs, the spin
signals are significantly weaker. This evidences that
surface states play an important role in the appearance of
the spin signals, and both Larmor frequencies are related
to the coherent spin precession of electrons. Namely, the
lower frequency signal  can be indeed assigned to
the electron confined inside the QDs, while the higher
frequency signal  is associated with the electron
localized in the vicinity of the QDs surface.
It was found that two types of hole acceptors, Li[ BH]
and 1-octanethiol, result in a distinctly different electron
spin dynamics in CdSe QDs [55]. The differences include
the electron -factors, spin dephasing, and spin relaxation
times as well as mechanisms. This reveals that the
condition of the surface and the surrounding can strongly
affect the electron spin dynamics in NCs.

15.5 Dynamics of Photocharging

Visualized via Electron Spin

Coherence

Photocharging of colloidal NCs results from spatial
separation of photogenerated electron–hole pairs, after
which the core keeps an electron or a hole (negative or
positive photocharging, respectively), while the carrier with



opposite charge is trapped at the NC surface or ejected
from the NC into the surrounding matrix [68]. Because of
the large surface-to-volume ratio in colloidal NCs,
photocharging is a common phenomenon with significant
consequences for the optical and spin properties.
Time-resolved FR is a powerful tool to study the
photocharging dynamics in colloidal NCs, especially that it
works for NCs in solution and at room temperature [24,
58]. The -factor evaluated from the Larmor frequency
allows one to identify the type of the carrier and also the
carrier location, e.g. whether an electron is in the center of
the NC or in the vicinity of its surface. For that, the
common two-pulse technique is modified for a prepump-
pump-probe protocol (Figure 15.6a) by adding a third
linearly polarized prepump, which photogenerates
unpolarized carriers. By that the photocharging dynamics
can be studied across a large temporal range from 1 ps up
to 1 ms using a laser with a low repetition rate of 1–35 kHz
[24].





Figure 15.6 Photocharging dynamics in CdS QDs (5.5 nm
diameter) measured by time-resolved ellipticity at room
temperature.

Source: Adapted from [24]/American Chemical Society.

(a) Scheme of prepump (linearly polarized) – pump
(circularly) – probe (linearly) experiment. (b) Ellipticity
dynamics showing electron Larmor precession measured at
1 ns and 33 s delays after prepump. Inset shows
corresponding fast Fourier transform spectra. For short
delays, the spectra show one mode at 11.77 GHz (

), while at long delays a second mode with 11.17
GHz ( ) dominates. (c) Simulation of the
dynamical evolution from negative to positive
photocharging in CdS QDs on basis of the experimental
data. Parameters: hole trapping time 0.2 ns, hole
detrapping time 1 ns, electron trapping time 60 ns. The
photocharging dynamics covers the temporal range from
100 ps to 1 s.  and  are the probabilities for a QD to
be charged by an electron or a hole, respectively.  is the
probability of QD photoexcitation.
Typical results for CdS QDs are shown in Figure 15.6b. In a
magnetic field of 0.43 T and at room temperature, the
electron spin dephasing time  extracted from the signal
decay exceeds 1 ns. The Larmor precession frequency
changes with delay time between the prepump and pump
pulses, which is well seen in the FFT spectra (inset). It
corresponds to  at a short delay of 1 ns, which is
associated with QDs each charged with an electron, i.e. the
photogenerated hole is captured by the surface. At a long
delay of 33 s, the FFT spectrum has two components, and
the dominating one with  corresponds to
precession of the electron in the positively charged exciton
(trion), which is formed in QDs each charged with a hole.
That means that the initially established negative



photocharging changes for the positive charging at a
timescale from 100 ns to 10 s, which is a rather
surprising behavior. The photocharging dynamics
evaluated from experiment with a rate-equation model is
shown in Figure 15.6c. It allows us to suggest the following
scenario [24]. Upon laser irradiation, an electron–hole pair
is generated in the QD core. Then, the QD became
negatively photocharged due to fast surface trapping of the
hole within 7–500 ps. Meanwhile, due to thermally
activated hole detrapping, an equilibrium is established
between core and surface hole states. The core electron
depopulates owing to electron–hole recombination and
electron trapping at the dot surface. During 100 ns, hole
detrapping from the surface and electron trapping at the
surface convert the QD to positive photocharging, which is
maintained for hundreds of microseconds. These findings
help to understand the photophysical processes in colloidal
QDs, especially PL blinking. It is important to note that
even at room temperature, the photocharging can be
upheld for hours and even up to a month [20], which makes
it a valuable approach for providing the necessary
hardware for spin manipulation in singly charged NCs.

15.6 Spin–Flip Raman Scattering

Spin–flip Raman scattering (SFRS) is a coherent optical
process involving spin excitation in an external magnetic
field [69–71]. The SFRS signal intensity is strongly
enhanced when the exciting laser photon energy is tuned to
the exciton resonance, which serves as an intermediate
state for the light scattering. The scattered light is shifted
from the laser energy by the Zeeman energy ,
which is the splitting between the initial and final spin
states of the exciton or resident charge carriers
participating in the process (Figure 15.7a). The Raman



shift can be used for evaluation of the -factor and its
anisotropy. The polarization properties of the scattered
light measured in linear and circular polarizations deliver
information about the origin of the involved electronic
states, their symmetry and the underlying spin–flip
mechanisms. Neutral excitons, negative trions, and positive
trions can be identified by SFRS [71–74]. The SFRS signals
are detected in close vicinity of the laser line with shifts as
small as 0.1 meV. For that, high-end double or triple
spectrometers are needed to provide large dispersion and
high suppression of the laser light.

Figure 15.7 Spin-flip Raman scattering in CdSe NPLs [73].
(a,b) Mechanisms of single electron spin–flip resulting in
the 1e line and double electron spin–flip for the 2e line. 

 and  are the energies of the incident and scattered
photons, respectively. (c) SFRS spectra of four monolayer
thick CdSe NPLs measured in parallel linear polarization
(HH) in the Voigt geometry for various magnetic field
strengths. Green line at zero Raman shift indicates the
laser photon energy at 2.541 eV, resonant with the exciton.

In nanostructures, the SFRS intensity is drastically
increased by the presence of resident carriers interacting
with photogenerated excitons. As discussed above, resident
carriers in colloidal NCs can be created by photocharging
processes. In two-dimensional NPLs, the emission from
neutral excitons and negative trions can be spectrally
separated [32, 73]. A set of SFRS spectra measured on



CdSe NPLs [73] with the excitation slightly above the
exciton emission line is shown in Figure 15.7c. The two
lines corresponding to a single electron spin–flip (1e) and a
double electron spin–flip (2e) shift linearly away from the
laser line with increasing magnetic field. Both signals
become enhanced when additional illumination of the NPLs
providing photocharging is applied. The corresponding
electron -factor is . Note that the double spin–
flip is unusual and a rare phenomenon for diamagnetic
semiconductors [75, 76]. The theoretical analysis of the
polarization selection rules evidences that this process is
provided by two resident electrons interacting with the
same exciton (Figure 15.7b). Moreover, the developed
theory for single and double electron spin flips in NPLs [74]
demonstrates that the observation of the double spin flip
signal is possible only when the exchange interaction
between the electrons is much smaller than the electron–
hole exchange interaction in the exciton. In the opposite
case, when a negative trion state is created as intermediate
state, the double electron spin flip is less probable. For
example, only the single electron SFRS signal due to the
presence of resident electrons is observed in thick-shell
CdSe/CdS NPLs with efficient photocharging and dominant
trion emission [31]. Here, the intensity of the spin-flip line
in the Faraday and Voigt geometries provides information
about the preferential orientation of the NPLs in the
ensemble. We found it to be random in dense ensembles,
while the NPLs are lying flat on the substrate in diluted
ensembles.
A SFRS process for the spin flip of a neutral
photogenerated exciton should be accompanied by
emission or absorption of acoustic phonons with energy
equal to . It can be distinguished from the SFRS
process on a resident electron by the selection rules for
circular polarized light in the Faraday geometry. In



addition, the spin flip of a neutral exciton can be observed
via the resonance excitation of the biexciton state, also with
the selection rules different from those for the spin flip of
the resident exciton [77].

15.7 Surface Magnetism

Due to the small NC size of a few nanometers only, the
surface plays a very important role for the radiative and
nonradiative recombination of excitons in colloidal
structures. Also, the spin properties and spin dynamics can
be strongly influenced by surface spins, which are
unavoidably present in nominally nonmagnetic
(diamagnetic) NCs [16, 17]. The origin of the surface spins
is associated with the spins of dangling bonds. The
chemical bonds of ions at the NC surface are passivated by
organic ligands. But the passivation is not perfect and the
surface has a considerable concentration of dangling
bonds, which can carry charge and spin.



Figure 15.8 Magnetic polaron on surface spins in CdSe
QDs [16]. (a) Schematics of the DBMP formation. Arrows
are electron (red), hole (blue) and surface (black) spins.
The bright exciton ( ) is photogenerated, after a spin–flip
of the electron it relaxes into a dark exciton ( ), which
recombination requires a flip-flop of the electron spin with
a surface spin. After many acts of dark exciton
recombination all surface spins are polarized and the
DBMP is formed. (b) PL of zero-phonon line (ZPL) and one
LO-phonon-assisted line (1PL) for selective excitation at
various temperatures. (c) Parametric dependences of PL
line energy vs. PL intensity ratio tuned by a temperature
increase. Red lines are model calculations.

Source: Adapted from [16].

Inspired by theoretical predictions on the mechanism
providing radiative recombination of spin-forbidden dark
excitons via interaction with surface spins and on the
formation of a dangling bond magnetic polaron (DBMP)
[15], we found both effects experimentally in CdSe QDs
[16]. The experiment is schematically presented in Figure
15.8a. The laser excites resonantly the bright exciton state
(  shown by the green line), which emits in a resonant
decay at the same energy so that it cannot be detected. The
bright exciton relaxes to the dark exciton ( ), which either



recombines without involvement of phonons (zero-phonon
line [ZPL], red line) or assisted by emission of one LO
phonon (1PL, blue line). The ZPL emission requires an
electron spin flip, which is provided by a flip-flop process of
the electron in the dark exciton with a surface spin (middle
scheme). The relative intensity of the ZPL and 1PL lines is
proportional to the number of surface spins with suitable
orientation. After many recombination events of dark
excitons in a QD, the surface spins become dynamically
polarized (bottom scheme). As a result, they cannot assist
anymore the dark exciton recombination, but form all
together a DBMP.
The DBMP binding energy  can be measured from the
additional spectral shift , where  is the polarization
of the surface spins. With increasing temperature from 1.56
to 25 K, the polaron is destroyed, due to which the ZPL line
exposes a high energy shift and increases its intensity
(Figure 15.8b). The parametric dependences of the ZPL
and 1PL emission shown in Figure 15.8c allow us to
evaluate  meV (the total exciton-surface spins
exchange energy) and a number of 60 surface spins in a QD
[16, 78]. Note that the DBMP has similarity with the
exciton magnetic polaron (EMP) in diluted magnetic
semiconductors (DMSs) (Section 15.8), while they differ in
their formation mechanisms. In the EMP the  spins
are polarized in the exchange field of the exciton, which is
mainly contributed by the hole exchange. In the case of the
DBMP, this mechanism is too weak to provide sufficient
polarization, which is gained under illumination via
dynamic polarization of surface spins [16, 78].



Figure 15.9 Surface spins in CdSe NPLs.
Source: [17]/Springer Nature.

(a) PL-spectra of CdSe NPLs (4 monolayers thickness)
synthesized in argon (red) and in air (blue) and of
core/shell CdSe/ZnS NPLs (green). (b) Magnetic field
dependence of DCP in the NPLs from panel (a) with 
in sample 1 (red) and  in sample 2 (blue). In sample
3 (green) .

In CdSe NPLs, the surface spins are monitored by DCP
measured in magnetic fields, namely by the strongly
nonmonotonic dependence  [17]. The emission
spectrum of CdSe NPLs at  K comprises the two
narrow lines of excitons and negatively charged trions [32]
(Figure 15.9a). Adding a ZnS shell shifts and broadens the
emission lines, making excitons and trions spectrally
unresolvable. In CdSe/ZnS NPLs, where excitons are well
isolated from the surface by the shell, the 
dependence increases linearly reaching  in a
magnetic field of 15 T (green symbols in Figure 15.9b),
which is the expected behavior for thermal spin
polarization (see Section 15.3). But in CdSe NPLs grown in



argon (red symbols),  increases much faster reaching 
 already at 3 T and then decreases its value down to 
 at 15 T. The behavior reminds to DMSs, while here

the surface spins play the role of the magnetic ions. We did
not find such unusual behavior for the negative trion, which
polarization is controlled by the hole, as the two electrons
are in a singlet state. From that we conclude that in the
exciton, the electron interaction with the surface spins
provides the main mechanism. It is interesting that the
polarization sign depends on the synthesis conditions, as in
weak fields  is positive for NPLs grown in air (blue
symbols). The theoretical analysis shows that the exciton
exchange interaction with the surface spins polarized by
the external magnetic field modifies the intrinsic Zeeman
splitting  of the dark exciton (Eq. (15.1)) by the value 

, thus affecting the DCP depending on the sign of the
exchange energy  (Figure 15.9). In addition, the DCP in
CdSe NPLs is contributed by the spin-dependent
recombination of the dark exciton, which is also caused by
its interaction with polarized surface spins [17].

15.8 Diluted Magnetic Semiconductor

Colloidal NCs

To extend the spin-dependent phenomena, one can use the
approach of fabricating DMSs and implement magnetic 

 ions with spin 5/2 in colloidal NCs. Quantum
confinement greatly enhances the interaction of carriers
(electrons and holes) with the magnetic ions, which results
in a strong modification of the spin dynamics and giant
Zeeman splitting. A strong decrease and even a sign
reversal of the exchange integral of the electron interaction
with localized  spins in QDs were predicted in Ref.
[79]. The importance of  spin fluctuations increases as



their effective field acting on the electrons in 
Se/CdS QDs reaches 15–30 T [80]. Also carrier and exciton
magnetic polarons, both in the fluctuation and collective
regimes, gain energy in confined systems [79, 81].
We give here a few examples of magneto-optical effects in
DMS colloidal NCs. In CdSe/ S NPLs, the
magnetic ions are located in the barriers, therefore,
electrons and holes, being mostly confined in the CdSe
core, interact with them through the tails of their wave
functions [82]. The  concentration of 0.009 (i.e. 0.9%)
is very low. Despite of that, the exciton Zeeman splitting is
controlled by the hole interaction with the magnetic ions,
as we conclude from the sign of the DCP and its
characteristic dependence on magnetic field with a
saturation (red symbols in Figure 15.10a). Note that the
DCP is negative and monotonously increasing in
nonmagnetic CdSe/CdS NPLs (green symbols). The
exchange interaction between holes and magnetic ions
contributes to the Zeeman splitting and changes the sign of
the DCP in DMS NPLs.
The -factor of heavy holes in NPLs is strongly anisotropic
(Figure 15.1) with the in-plane component close to zero.
This allows us to induce multiple  spin–flips in a
magnetic field applied in the Voigt geometry and detect
them via Raman scattering (Figure 15.10b), similar to
previous reports for Te-based quantum wells
[79]. Also, resonant heating of the  spin system in the
condition of magnetic resonance [84], when the applied
microwave radiation of 60 GHz matches the  Zeeman
splitting, was demonstrated in CdSe/ S NPLs [85].
The dynamics of the induced changes in DCP and
luminescence intensity by the microwave radiation allow us
to measure the spin–lattice relaxation time of the 



spin system and suggest a method for evaluation of the Mn
concentration in colloidal NCs.

Figure 15.10 Diluted magnetic semiconductor colloidal
NCs. (a) Magnetic field dependence of DCP in CdSe/

S NPLs with  and 0.009 [82].  K.
Inset shows scheme of electron (red) and hole (yellow)
wave functions confined in NPL. (b)  spin-flip Raman
scattering spectra in CdSe/ S NPLs with 
measured at  K [82]. Up to 7 (3) resonances are
observed in the Stokes (anti-Stokes) spectral ranges. (c)
Exciton magnetic polaron in Se QDs ( )
[83]. PL-spectra measured under resonant excitation of
excitons at 2.11 eV in various magnetic fields at  K.
Arrows mark magnetic polaron maximum shifted from the
laser line by EMP energy. Inset shows schematically
orientation of  spins within the exciton volume at the
exciton photogeneration moment (initial) and after
formation of magnetic polaron (final).

Source: (a, b) Adapted from [82]. (c) Adapted from [85].

An EMP is formed in DMS due to polarization of 
spins within the exciton volume through the hole exchange
field [81, 83]. For localized excitons in bulk Te or
confined in Te-based quantum wells, the EMP is
formed for large Mn concentrations exceeding 0.1 (i.e.



10%). However, in Se colloidal QDs even at very
small  large polaron binding energies up
to 26 meV are observed [83]. They result from a strong
effective exchange field of about 10 T of the confined
exciton on the  spins. Resonant excitation of the
exciton PL provides direct access to the EMP binding
energy via its Stokes spectral shift from the laser photon
energy [81]. The EMP part of this shift is suppressed in
external magnetic fields polarizing the  spins (Figure
15.10c).
The coherent spin dynamics of  spins triggered by the
exchange field of spin-polarized holes were studied in 

Se QDs by means of pump-probe FR [80, 86]. A
giant Zeeman splitting of electrons resulting in their
Larmor precession at frequencies exceeding 2 THz in
magnetic field of 7 T has been reported.

15.9 New Materials: Perovskite QDs

Lead halide perovskite semiconductors APbX  (A = Cs, MA,
or FA and X = I, Br, or Cl) is a class of materials that attract
recently great attention due to their high potential for
photovoltaics, optoelectronics, sensorics, etc. Bulk
perovskites show strong response to optical and magneto-
optical techniques used in spin physics (optical orientation,
spin polarization of carriers and excitons in magnetic field,
time-resolved Faraday/Kerr rotation, spin–flip Raman
scattering, optically detected nuclear magnetic resonance,
etc.) [44, 87–89]. The coherent and incoherent spin
dynamics of carriers are sufficiently long-lived and
comparable with III–V and II–VI semiconductors. Also an
efficient interaction of carriers with the nuclear spin
system is found, where the hole interaction is considerably
greater than the electron one. Perovskites offer a new



testbed due to “inverted” band structure, which is highly
attractive for basic research, as here the holes are
dominating in many spin-dependent phenomena, namely
due to the stronger interaction with the nuclear spins [88].
Spin phenomena have been also studied in perovskite QDs.
Figure 15.11a shows the coherent spin dynamics
contributed by negatively- and positively charged solution-
grown  QDs, evidencing two Larmor frequencies
[90]. The respective -factors for the electrons and holes
are  and  and the spin dephasing times
reach 5 ns.



Figure 15.11 Carrier spin coherence in perovskite QDs.
(a) Time-resolved Faraday rotation dynamics in solution-
grown  QDs.

Source: Adapted from [90].

Inset shows the magnetic field dependences of the Larmor
precession frequencies of electrons (red) and holes (blue)
and corresponding Zeeman splittings. (b) Spin mode
locking in CsPb( )  QDs in glass.

Source: Adapted from [91].

Laser photon energy is 2.737 eV.

For CsPb( )  QDs in glass we have found the spin
mode locking effect for holes with  (Figure
15.11b) [91]. It occurs for periodic laser excitation (here
with a repetition rate of 75.6 MHz and a repetition period 

 ns) when the spin coherence time of the resident
hole, , which allows for accumulation of spin
coherence in spin synchronized Larmor precession modes
[49, 92, 93]. Experimentally, it shows up as a spin coherent
signal at negative time delays with increasing amplitude by
approaching the pump pulse at zero delay time. This



unusual spin phenomenon has been found previously only
in singly charged (In,Ga)As/GaAs QDs grown by molecular-
beam epitaxy [49, 92, 93]. It may be enhanced by the
nuclear focusing effect to tune all QDs in an
inhomogeneous ensemble to the same Larmor precession
frequency and extend the ensemble spin dephasing time 
(on the order of a nanosecond) up to the spin coherence
time  of a single QD of few microseconds [94, 95]. We
evaluate for the studied perovskite QDs  exceeding 13
ns.

15.10 Conclusions

The experimental methods of spin physics developed for
semiconductor bulk materials and epitaxial nanostructures
have been successfully used for colloidal NCs. New spin-
dependent effects are found, among them the DBMP
formation as most surprising one, and detailed information
on the spin parameters of colloidal NCs and their
properties has been obtained. Colloidal NCs differ in many
respects from the epitaxially grown quantum wells and
QDs. Therefore, the “common knowledge” about the spin
properties of epitaxial structures can be transferred only
with caution onto colloidal NCs.
Still one has to admit that coherent spin physics as
required for quantum information technologies is at an
initial stage for colloidal structures, compared to the status
achieved for epitaxial systems. As indicated above, for them
carrier spin coherence times of tens of nanoseconds were
demonstrated, during which spins can be initialized and
manipulated multiple times by ultrashort laser pulses.
However, progress in colloidal technology, involving
developing new materials and designing new structures, is
exciting, so that it demands further studies of spin-



dependent phenomena. The current situation as described
here provides a solid basis for pursuing such activities.
A possible outlook for nearest future studies of the spin
physics in colloidal NCs could be:

Demonstration of implementation of a single  ion
in a colloidal CdSe QD [96], opening a way for optical
addressing and manipulating localized spins.
Interaction of localized spins of magnetic ions with
surface spins and their cumulative effect on carriers
and excitons.
Spin functionalization of NC surfaces, e.g. for
nanoscale magnetic sensors.
Establishing further perovskites representing a new
and promising platform for colloidal NCs, offering a
great, tailorable variety of chemical compositions.
Composing hybrid metal–semiconductor NCs, e.g. for
plasmonic enhancement, as has been demonstrated for
Au-CdSe QDs [52].
Fabricating ordered ensembles of NCs, e.g. NPLs or
nanorods with the same orientation.
Testing and developing protocols for coherent spin
manipulations at room temperature.
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16.1 Introduction

We are currently entering a second technological
revolution that aims to leverage the subtle concepts of
quantum physics, such as those of coherence and
entanglement, to realize new ideas from Quantum Science
and Technology (QST). While many proof-of-concept
demonstrations have already been performed, especially in
the hardware domain, scaling remains the major
technological challenge that must be overcome on the way
to developing performant quantum technologies. The key
building blocks needed by quantum machines are qubits;
two-level quantum systems that can be initialized into a
specific superposition state, manipulated via external
control methods or using gatable qubit–qubit interactions,
and read out with high efficiency. The temporal evolution of



the quantum state of the qubits should be predictable, and
the initialization, control, and readout steps should all
occur over timescales that are short compared with the one
over which decoherence occurs. It is only in this way that
entanglement can be used as a resource to provide new
algorithmic and functional capabilities.

16.1.1 Solid-State Spin Qubits

Localized and optically addressable spins in solid-state
nanosystems are a highly attractive resource for quantum
technologies due to their intrinsic robustness against
decoherence and frequency selective coupling to photons
[1]. Moreover, modular and scalable device engineering
concepts [2, 3] exist that allow spins to be integrated into
photonic integrated circuits (PICs), facilitating the
realization of modular components that can be combined
and scaled up to increase complexity and enhance
computational power, the security of communication
systems and the sensitivity of detectors and sensors [4]. A
variety of different optically active spin systems have been
studied including rare-earth ions [5], single molecules [6],
impurity centers in wide bandgap insulators such as the
negatively charge nitrogen vacancy center in diamond (

 1– [7], and point defects in hexagonal-BN [8]. The
localized electron spin in a III–V semiconductor [9] subject
to a real or effective magnetic field is a natural qubit choice
since the -like Bloch character of the conduction band
states has two eigenstates separated by , where 
is the effective component of the -tensor, and  is a
parameter that can be optically switched via laser fields or
electrically by exploiting exchange couplings. Trapped
electron spins couple weakly to the main source of
decoherence in bulk semiconductors, the lattice vibrations
(phonons – [10], while being strong enough to interact with
experimental probes at the quantum limit, unlike nuclear



spins in solids. Other optically active spin systems such as
the  center in diamond have a number of apparent
advantages over III–V quantum dots (QDs). For example, (i)
the atomic scale of the wavefunction and low atomic
number of the carbon atoms very effectively weaken the
spin–orbit (SO)-coupling and (ii) spin dephasing arising
from exchange and dipolar coupling to proximal nuclear
spins can be suppressed by isotopically purifying the
material to remove  atoms and extend the coherence
time beyond 1 ms at room temperature [11]. As described
in this chapter, in comparison to  the coherence ( )
times for electron (hole) spins in III–V semiconductors
extends only up to a few (hundred) nanoseconds at liquid-
He temperatures giving the impression that the situation
for III–V QDs seems hopeless. However, diamond is more
challenging to process into large numbers of nanophotonic
devices with a high yield [12], posing technological
challenges for all-diamond-based spin-based functional
quantum systems. Moreover, charges trapped in III–V
quantum dots have large wavefunctions extending over
several nanometers in the crystal ( –  nuclei)
resulting in very large dipole moments that allow spins to
be initialized, manipulated, and read out using the toolbox
of quantum optical techniques [13, 14]. Moreover, the
coupling of a single central spin with large reservoir of
nuclear spins provides a window into controlling quantum
many body states [15].

16.1.2 Spin-Qubits for Measurement-Based

Quantum Information Processing (QIP)

Optically active III–V QD nanostructures are likely to play a
central role in the area of measurement-based quantum
computation and communication. Measurement-based
quantum technologies are powered by multi-particle
entangled states, known as photonic cluster states when



photonic qubits are used [16–20]. These quantum states
consist of many photons connected by multiple
entanglement links to provide a required entanglement
structure. A particular advantage of the measurement-
based approach is the built-in error correction provided by
a redundancy of entanglement: If one or more photons are
lost or not successfully detected, sufficient entangled
photons remain to complete the quantum algorithm. This
redundancy and the resulting fault-tolerant effects require
that deterministic sources of large cluster states are
available. Such measurement-based approaches to
universal photonic quantum computation are fully
equivalent to the better-known gate-based approaches [17–
19]. Moreover, the main advantage of using photons over
other technologies and the use of semiconductor
nanofabrication technologies is their potential for massive
upscaling using PICs [21]. These can achieve the level of
component integration, complexity, and performance
required for full-stack quantum processors that integrate
millions of qubits and components on a single chip. PICs
are very stable because they are typically constructed from
solid-state platforms that minimize mismatches between
adjacent optical components and reduce the effects of noise
introduced by mechanical vibration and/or temperature
variations. Moreover, by using CMOS-compatible
nanofabrication methods and established concepts from
integrated photonics [22], PICs can be reconfigured and
interfaced with chip-external photon sources and control
and signal processing electronics, making them available to
remote end users. Quantum photonics is one of the most
promising platforms for quantum computing because
photons do not suffer from decoherence (the most
important limitation for matter qubits) and therefore
quantum computations can be performed at room
temperature using compact, stable, and highly scalable
PICs. The main technological problems are: (i) photon loss,



(ii) the quality of currently available sources of highly
entangled cluster states that produce large numbers of
photons, and (iii) the efficiency and scalability of integrated
single photon detectors with photon number resolving
capabilities. The first problem, photon loss, is actually
manageable, since up to  total photon loss can be
tolerated in modern measurement-based quantum
computing protocols [23]. The second problem is more
critical, as the generation of quantum entanglement with
linear photon-photon gates is inefficient. The direct
availability of entangled cluster states with many photons
would be a real breakthrough, as it would eliminate the
need for such linear entanglement gates and completely
circumvent this bottleneck. In advanced measurement-
based quantum computing, [24] an entangled state with
many photons is used as the initial state, and all quantum
calculations are based solely on measurements. Therefore,
measurement-based optical quantum computation
combined with quasi-deterministic generation of photon
cluster states is one of the most promising approaches for
quantum computation [21, 25] due to the very favorable
error thresholds and scaling behavior of advanced
protocols [20, 23].

16.1.3 Contents of the Chapter

In this chapter, we focus exclusively on epitaxially grown,
optically active III–V semiconductor quantum dots (QDs)
due to their favorable optical and spin properties Such
single dots have many properties that make them ideally
suited for on-demand generation of photonic cluster states:
(i) They are strongly optically active in the infrared spectral
region, (ii) they can be tuned electrically or by strain to
remove dot-to-dot inhomogeneities, (iii) they can be
precisely stabilized to suppress noise, (iv) they host
coherent electron and hole spin-states that can be



addressed optically, and (v) they can be coupled to scale up
the dimensionality of the quantum resource available to
multiple qubits. At the same time, QD nanostructures can
be monolithically embedded into state-of-the-art photonic
nanostructures, such as Bulls-eye gratings [26] and optical
nanocavities [27], to push the photon in- and out-coupling
efficiencies into fiber-based quantum channels up toward
unity and enhance the strength of light-matter couplings.
Recent major advances have demonstrated unparalleled
performance metrics in the photon generation [28, 29] and
spin–photon entanglement rates [30], state-of-the-art
purities and indistinguishability of the quantum photonic
states developed and the potential to scale QD-based
devices from single QDs to artificial QD-molecules [31, 32].
As described elsewhere in this issue single photon sources
with photon extraction efficiencies  have been
demonstrated, with exceptionally high indistinguishability
of  and multi-photon probabilities . With
such performance metrics, QD-based sources are now 

 brighter than any previously available photonic
source of similar quality. Efficient coupling into a single
optical mode, as well as the possibility to generate long
trains of indistinguishable photons, was also reported [33,
34]. However, the coherence times of electron spins are
typically limited to a few nanoseconds placing an upper
limit of the attainable spin–photon entanglement fidelities
and ultimately the size of the photonic cluster states that
can be formed. Thus, while the vast majority of the
properties of QD-based modular photonic modes make
them highly attractive for realizing quantum repeater (QR)
schemes, their comparatively short spin-coherence times
appears, at a first glance, to be their Achilles heel.
We demonstrate that coherence for electron spin qubits in
optically active QDs has the potential to extend beyond
microsecond timescales limited only by interactions with



the many body system formed by the –  nuclear
spins within the wavefunction. Without application of
external magnetic fields, the initially orientated electron
spin rapidly loses its polarization due to coupling to an
effective nuclear magnetic (Overhauser) field with a
fluctuating amplitude of  mT. The inhomogeneous
dephasing time associated with these hyperfine-mediated
dynamics is shown to be of the order of  ns. Over
longer timescales, an unexpected stage of central spin
relaxation is observed, namely the appearance of a second
feature in the relaxation curve around  ns. By
comparing results with theoretical simulations, this
additional decoherence channel is shown to arise from
coherent dynamics in the nuclear spin bath itself.
In contrast to electron spin qubits, the hole spin features a
p-type wave function, which vanishes at the position of the
nuclei. This strongly suppresses the hyperfine contact
interaction with the nuclei and is expected to result in
longer coherence times for hole spins compared to
electrons. We explore mechanisms responsible for the
depolarization of a single hole spin at finite and zero
magnetic field. Thereby time-resolved and magnetic field
resolved pump-probe measurements are applied to probe
hole spin dynamics over timescales ranging from 1 ns to 

s and magnetic fields of 50 mT. This allows us to
model the temporal decay of the hole spin projection along
the optical axis, retrieve the coupling strength to the
Overhauser field as well as new information about the
anisotropy of hyperfine coupling. The signature of these
quantum dynamics of the nuclear ensemble becomes visible
in the hole spin decay transient which differs strongly from
the decay behavior known from conduction band electrons
[35–38]. We provide two phenomenological models, which
aim at developing a more physical description of the
quadrupolar broadened nuclear spin spectrum than the



simple isotropic Gaussian distribution that is often used to
model the nuclear environment of electron qubits. These
models provide good agreement with experiments and
allow the estimation of the average quadrupolar coupling
strength. Hole spin relaxation dynamics are shown to be
more than an order of magnitude slower than for electrons.

16.2 Fundamental Properties and

Devices Investigated

This section summarizes some of the salient electronic and
optical properties of III–V semiconductors than make them
particularly suitable for forming optically active spin-
qubits. Moreover, we explore the device geometry used in
our work to deterministically prepare single spins
(electrons or holes) in the QD using resonant optical
excitation, store them for timescales longer than those over
which spin dynamics occur, and then probe the quantum
state of the spin using optical methods.

16.2.1 Key Physical Electronic and Optical

Properties of Self-Assembled Quantum Dots

The QDs explored in this chapter are formed from the III–V
semiconductor material system GaAs and the ternary alloy
InGaAs. Within the tight-binding approximation, electrons
in the conduction band have a -like Bloch-wavefunction
symmetry with the total angular momentum quantum
number . In comparison, holes in the valence band
have a -like symmetry of the Bloch-wavefunction [39].
The resulting SO interaction for the valence band states
leads to a splitting into two sets of states with a total
momentum of  and . The states with 
represent the heavy hole (hh) and light hole (lh) valence
bands with components  and  along the



magnetic field quantization axis, respectively. The 
state produces a third valence band (the SO band) that lies
at significantly lower energy with respect to both hh and lh
bands. In the fully confined electronic structure the
energetic separation between the bulk bands having hh-,
lh-, and SO- character is further increased owing to
different effective masses  of the holes and the impact of
strain, such that the SO-band can safely be neglected and
the highest energy orbital state formed from the valence
band has predominant hh-character [14].
During the initial stages of epitaxial growth of InGaAs on
GaAs using molecular beam epitaxy (MBE), the lattice
constant of InGaAs initially adapts that of GaAs and growth
proceeds via the usual Frank–van der Merwe (layer by
layer) growth mode [40]. As a result of the  lattice
mismatch between GaAs and InGaAs layers, strain
accumulates as the growth front evolves [41] such that
strain relaxes by spontaneous formation of nanoscale
islands – the quantum dots [42] – after deposition of a few
monolayers. This growth method is termed Stranski–
Krastanow mode and generally occurs during the growth of
lattice mismatched materials where island formation is
induced by a strain relaxation. The QDs grown with this
method typically arrange randomly over the surface during
their formation with remarkably small fluctuations in size
and shape. After island formation the QDs have to be
capped with a GaAs layer to provide a three-dimensional
confinement [43]. In addition to such a spatial confinement,
the capping layer isolates the QDs from surface defects
providing excellent optical properties. The QDs grown in
this fashion are typically lens-shaped with a diameter of 

–20 nm and a height of –5 nm depending on precise
growth conditions. These dimensions give rise to the
strongest motional confinement along the -axis (Figure
16.1a) and weaker confinement associated with the in-



plane ( )-directions. As such, the discrete orbital
structure of the dot is typically associated with the motion
of the particle in the in-plane directions in the dot. When
Coulomb interactions between excited electrons ( ) and
holes ( ) are taken into account, optically excited single
and few-particle states have discrete transition frequencies
that depend on the number and spin of optically excited
charges within the dot [44–48]. In this case, the charge
neutral exciton ( ) behaves like a quasi 2-level
system with a spin structure  and  that
is determined by the optical polarization of the driving
field. Thus,  having  couples to 
polarized light and  having  will couple to 
polarized light (Figure 16.1b). The selection rules for trion
transitions are presented in Figure 16.1c in the - and -
basis representations, respectively. In-plane magnetic field
(Voigt geometry) couples the spin states of electron and
trion, respectively, forming a double -system. A circularly
polarized laser field selectively couples to one -subsystem
(colored arrows), enabling optical spin control.





Figure 16.1 (a) Cross-sectional transmission electron
microscopy (TEM) micrograph of a single InGaAs QD
illustrating the strong motional quantization associated
with motion along the -axis and the formation of a series
of orbital states associated with the radial motion. (lower)
TEM image of vertically correlated quantum dots showing
how strain in the GaAs capping layer of the lower dot
causes the upper dot to be positioned directly above it.
Tunnel coupling between orbital states in the QDM (QD-
molecule) facilitates the formation of spatially direct
excitons with strong optical activity and indirect excitons
with weaker oscillator strength. (b) Schematic
representation of the orbital states in a typical InGaAs QD.
In the electron picture, the primarily hh-like valence
orbitals are filled besides a single missing electron that has
been excited into the conduction band via optical
excitation. This corresponds to a single valence band hh
and a single conduction band  in the dot. Note: The 
values on this figure are labeled in the electron (i.e. non-
hole) basis. The transition selection rules are such that
optical polarization maps directly to the spin projection of
the electron and hole along the optical axis (parallel to the
growth axis). Hereby, circularly polarized photons result in
the promotion of a single electron from the valence to the
conduction band orbitals with anti-parallel electron and
hole (parallel electron) spins. (c) Selection rules for
electron – trion optical transitions in -eigenbasis and -
basis representation. In-plane magnetic field symmetry
couples the spin states of electron and trion, respectively,
forming a double -system. A circularly polarized laser
field selectively couples to one -subsystem (colored
arrows), enabling optical spin control.

16.2.2 Optical Spin Storage Photodiodes



As depicted schematically in Figure 16.2a, the QDs
explored in this chapter are embedded within the intrinsic
region of an n-type Schottky photodiode, separated by a 5 
nm thick GaAs layer from a 20 nm thick  As
blocking barrier, the  Al-content inhibiting
tunneling escape from photogenerated electrons from the
QD. Note, holes can still readily tunnel out of the QD at a
rate determined by the axial electric field, itself governed
by the applied gate voltage ( ). As schematically depicted
on the rightmost panel of Figure 16.2 the basic working
principle of the spin storage device can be divided into five
basic phases of operation. All experiments start with a
reset operation (labeled Reset on Figure 16.2) by an
application of a strong electric field ( ) in order to fully
empty the QD from residual charges enabling a fresh start
for every single measurement cycle. The electric field is
related to the applied gate voltage via ,
where  nm is the total thickness of the intrinsic
GaAs layer including the AlGaAs tunnel barrier. In a next
step, denoted as charging in Figure 16.2, we switch the
electric field strength to a lower value ( ) and apply a
laser pulse, that is energetically tuned into resonance with
the  optical transition. In this phase of
operation the optically generated excitonic spin state is
defined by the polarization selection rules, such that a
circularly polarized pump pulse resonantly creates the
exciton with an electron spin up or down configuration with
respect to the optical axis, as discussed in Section 16.2.1.
After the generation of the neutral exciton with a
predefined spin state, the hole tunnels out of the QD as a
consequence of the local applied electric field leaving
behind the single electron stored in the QD. The electric
field is chosen such that the hole removal time is much
faster than the timescale for exciton fine structure
precession providing a high spin initialization fidelity [10,



32]. In contrast to the short hole lifetime, electron
tunneling is strongly suppressed by the AlGaAs barrier and
can achieve spin storage times in the order of seconds [49,
50]. Consequently, the electron can be stored in the QD for
a controlled time  at selected electric fields ( ) until
the spin state is tested. In a next step, instead of directly
probing the electron spin state, we perform a spin-to-
charge conversion before readout operation takes place, as
illustrated in Figure 16.2. The benefit of implementing such
an intermediate step is the increased luminescence yield
since the charge state of the QD represents a physically
more stable quantity, whereas the central electron spin
itself is subject to interactions with the environment [51].
During this step, we tune the electric field to an
intermediate value  corresponding to an electric field
regime where hole tunneling is possible. To map the spin
state onto a charge occupancy, a second circularly
polarized laser pulse, termed the probe pulse, is applied in
resonance with the  optical transition. Thus,
depending on the spin projection of the initialized electron
after , the Pauli spin blockade either allows or inhibits
light absorption of the probe pulse. As schematically
illustrated in Figure 16.2, if the electron has kept its spin
polarization after the storage time, the QD becomes
charged with , whereas in the case when the electron
spin changes its state over time, Pauli spin blockade is
lifted and  optical creation is possible which is followed
by a rapid hole tunneling leaving behind the QD charged
with .



Figure 16.2 (a) Typical epitaxial layer sequence and
schematic band profile for an optical charging devices (b)
Schematic profile of a typical single measurement cycle
used to probe spin-dynamics. After a reset phase of the
measurement where all charges are removed from the QD,
the electric field  is reduced to the level where holes
are selectively removed from the dot over few picosecond
timescales and a resonant charging laser is turned on. After
storing the optically generated spin for a time  the spin-
charge conversion step described in the body text is
performed with a second resonant laser pulse, after which
the electric field is reduced allowing driving of an optical
cycling transition to produce the charge occupancy
dependent readout signal.
Finally, the device is biased into the charge readout mode
by reducing the electric field to  where optical
recombination of the electron and hole dominates over
tunneling. In order to read the charge occupancy of the QD
we turn on a laser field that is energetically tuned into
resonance with an excited state of the single, negatively



charged exciton. As shown in Figure 16.2, in the case when
the QD is charged with two electrons, the readout laser is
out-of-resonance with the optical transition and no
photoluminescence (PL) signal is produced in the readout
phased of the experiment. In contrast, a QD charged with
only one electron results in absorption of the read laser
creating the excited state of the negatively charged trion,
whereafter relaxation into the ground state and optical
recombination a PL signal is produced, as schematically
depicted in Figure 16.2 [36]. By monitoring the yield of the
PL signal obtained from the  recombination, we
extract the spin information of the electron. We continue to
optimize and characterize the performance of the used
operations of the spin storage and readout method.

16.2.3 Reset and Charge Readout

Owing to the tunnel barrier and the resulting asymmetry in
the tunneling rates of the charge carriers, electrons tend to
accumulate in the QD during laser illumination. To prevent
an electron accumulation the sample has to be emptied
periodically using the reset operation. To demonstrate the
necessity of preventing a charge accumulation, we present
in Figure 16.3 photoluminescence spectra with (a) and
without (b) using a reset operation. As can be seen in the
electro-optical pulse sequence in the upper part of the
figure, we apply a laser pulse during the application of 
and compare both PL spectra as a function of  (lower
part of figure). Here, the laser energy is tuned quasi-
resonantly to the wetting layer of the QD. By comparing
both spectra, PL signatures from the excitonic states can
be observed only in the case when a strong reset pulse is
applied at the device prior to the readout step, thus,
demonstrating that accumulated electrons tunnel out the
QD despite the presence of the tunnel barrier and, with
this, resulting in a stabilization of the excitonic PL lines.



The impact of the reset duration and  on the
discharging efficiency of the QD is discussed in detail in
[52]. Here, we use the optimized values of  ns
and  kV/cm.

Figure 16.3 Electric field ( ) dependent PL spectra
with (a) and without (b) application of a reset operation
prior to laser illumination. The corresponding electro-
optical pulse sequence is schematically illustrated in the
upper part. The laser energy is tuned into quasi-continuum
of the wetting layer with s duration during the read-
plateau with s duration. The duration of  is set to
500 ns.



Under quasi-resonant excitation in the wetting layer
continuum, however, the strict requirement for a charge-
sensitive readout laser absorption is not feasible.
Therefore, an excitation of higher orbital excitonic states of
the negative trion ( ) is more suitable for the charge-read
operation. In order to identify the interband transitions of
excited orbital states, we performed photoluminescence
excitation (PLE) spectroscopy at fixed  kV/cm. The
basic principle of the PLE measurement is shown in the
inset of Figure 16.4a. Here, the energy of the excitation
laser  is tuned over higher orbital states and once the
laser energy coincides with an optical interband transition,
an electron–hole pair is created in higher orbital shells,
followed by a charge relaxation and ground state optical
recombination with energy . The result of such a PLE
measurement is presented in Figure 16.4a showing excited
orbital states of the negatively charged excitons,  and 

, respectively. A typical signature of the trion triplet
complex  is the threefold peak structure in the
luminescence intensity, energetically separated by typically

eV arising from the isotropic electron–hole
exchange interaction [53]. A further indication is that the
trion triplet states are typically blue shifted by  meV
with respect to the negatively charged exciton , as
observed in Fig ure 16.4a. Figure 16.4b shows a cut of the
PLE contour plot in (a) through the energetically lowest
triplet state of the trion (red dashed line) for better
visibility of the PL intensities. For the implementation of
the  state into our charge readout method we set the
read laser energy to optically excite the first excited trion
state ), as indicated by the blue arrow in Figure
16.4b, since this excitonic transition shows the strongest
optical dipole element improving the PL yield of the
readout operation. Now that the conditions for the reset
and read operations have been determined, we construct



the electrical and optical pulse sequences for electron spin
generation and spin-to-charge conversion, respectively.

Figure 16.4 (a) PL excitation spectrum recorded for the
negatively charged trions as a function of excitation laser
energy with  kV/cm for 500 ns and  
kV/cm for s. (b) PL intensity of  ground state
recombination by driving the excitation laser over excited
orbital states. For the readout operation in our spin storage
method the read laser is fixed to the excitation energy
indicated by the blue arrow at 1350.5 meV, i.e. the
energetically lowest excited state of .

Electron spin initialization and spin-to-charge conversion.
For single electron spin preparation, we extend the pulse
sequence by an additional 5 ps laser pulse, termed the
pump pulse, as schematically depicted in the top part of
Figure 16.5a. The spin state of the electron is only defined



by the helicity of the pump pulse owing to strong optical
selection rules in the QD [54], as discussed above in
Section 16.2.1. For a  polarized pump pulse the electron
is initiated in  -spin orientation. The electric field
during this charging mode is set to  kV/cm such
that a relatively fast hole tunneling takes place after 
generation to isolate the single electron. A detailed analysis
of hole and electron tunneling rates as a function of the
applied electric field is given in [52]. However, to find the 

 resonance we tune the pump laser energy  over
the QDs transition frequencies and observe a peak in the
readout signal corresponding to  optical
transition, as presented in Figure 16.5a. Owing to the
relatively fast hole tunneling after exciton generation, the
energy bandwidth  of the excitonic transition is mainly
determined by the hole tunneling time , from which
the hole lifetime can be extracted. According to the
estimation eV, we obtain a hole
tunneling time of , a value which is comparable to
the pulse duration of the pump laser as measured to be 5 
ps by using autocorrelation. As a result of comparable
pulse duration and -lifetime, we expect strongly damped
Rabi oscillations where the state population is pushed
toward complete population inversion [55], as measured
and demonstrated in Figure 16.5a by monitoring the PL
intensity as a function of laser power . Here, the
pump laser energy is fixed to  meV driving
the neutral exciton optical transition, as indicated by the
red arrow in the figure. However, for the spin initialization
method, we fix the pump laser energy corresponding to the
peak maximum of  and choose a pump laser
power corresponding to the first maximum in the power
trace, as the red arrows in Figure 16.5 indicate.



For the spin sensitive readout in our method, we extend the
measurement sequence by a spin-to-charge conversion
step, as illustrated in Figure 16.5b. This is achieved by
adding an additional 5 ps laser pulse to our measurement
sequence, termed the probe laser, and keeping the electric
field constant ( ). The probe laser has
the same polarization as the pump laser in order to ensure
that in case of a spin flip, Pauli spin blockade is lifted, a
second electron is created in the QD, and no PL signal is
produced during the charge read step. However, to find the
resonance condition of the  optical transition, we
tune the probe laser energy  and observe a dip in the
PL readout intensity, as shown in Figure 16.5b. Here, we
applied a weak in-plane magnetic field of  mT to
force a spin flip and, thus, a lifting of the Pauli spin
blockade inducing the breakdown of the readout PL
intensity in resonance condition. Additionally, we set the
time delay between pump and probe to obtain a half of a
Larmor precession period,  ps, with 

. However, the position of the dip minimum,
indicated by the red arrow in Figure 16.5b, is the probe
laser energy of choice for the spin sensing method.





Figure 16.5 (a) Pump-read measurement cycle for electron
spin generation and charge readout:  kV/cm for
500 ns,  kV/cm for 500 ns and  kV/cm
for s. The lower parts show the resonance of the
neutral exciton, fitted with a Lorentz function (red line) and
Rabi oscillations (red line is guide to the eye). (b) Pump-
probe-read measurement cycle for spin generation, spin-to-
charge conversion, and charge readout. Electric field
sequence as in (a). A weak in-plane magnetic field 
 mT is applied such that the probe pulse arrives when the
electron spin is flipped after a half of a Larmor precession
period lifting Pauli spin blockade. The lower parts show the
resonance of the negatively charged trion, fitted with a
Lorentz function (red line) and Rabi oscillations of this
transition (red line is guide to the eye).
The PL readout intensity as a function of probe laser power

 during  excitation is depicted in the lower
part of Figure 16.5b, demonstrating Rabi oscillations up to
a Rabi area of  of this transition. Note the “up-side-down”
behavior of the oscillation in the figure that arises from the
pump-probe measurement technique. However, to convert
the spin information into a charge occupancy, we choose
the probe laser power having a Rabi-area of , as indicated
by the red arrow in the figure. A laser power of Rabi-area
of  corresponds to a projective measurement, as intended
for the spin sensing method. Moreover, for spin control
using, e.g. geometric phase control, a laser power equal to
a Rabi-area of  is needed.

16.2.4 Optical Manipulation: Geometric Phase

Control and Spin Echo

In order to coherently control the state of the spin after the
electron has been initialized, one can apply a laser pulse
with a Rabi-area of , energetically adjusted in



resonance with the  optical transition [56–58].
An additional key requirement for spin control is the
existence of a coupling between the spin states of both, 

 and . Such a coupling can be achieved by
applications of in-plane magnetic fields, while the optical
axis remains in the growth direction of the QD, defined as
the -direction, thus, perpendicular to the magnetic field
direction. Such a configuration is termed the Voigt
geometry and discussed in Section 16.2.4.
The energy levels and optical selection rules of the spin
system in Voigt configuration are shown in Figure 16.1a in
the -basis. The magnetic field defines the spin eigenstates
along the -axis, energetically separated by the electron
Zeeman splitting. Such electron eigenstates along the -
direction are symmetric and antisymmetric linear
combinations of the spin states along the optical -axis, 

 and  [59]. The eigenstates
of the negatively charged trions,  and , are defined
by the quantization axis along  separated by the hole spin
Zeeman energy. Optical transitions are coupled by linearly
polarized light [60],  and , introducing a double -
system as presented in Figure 16.1c. Both electron spin
states are coupled equally strongly to the trion states. In
contrast, circularly polarized light can selectively couple to
one -subsystem, as indicated by the colored arrows in
Figure 16.1c. Even though the bandwidth of the control
laser spans over all four transition frequencies, different
phase evolution of the transitions with respect to each
other enable the selectivity when using circularly polarized
light. A much simpler representation of the coupled system
is achieved in the optical basis along the -direction,
shown on the right of Figure 16.1c. The spin-z components
of the electron ( , ) and the trion ( , ) are coupled
by the in-plane magnetic field, where the temporal phase



evolution is given by the Larmor frequency, as illustrated
with black arrows in Figure 16.1c. According to optical
selection rules in the QD only circularly polarized light
couples to the electron-trion system in the -basis.
However, optical transitions in the -basis are not part of
the systems eigenbasis, but a linear combination of
circularly polarized light according to 
and . Therefore, optical selection rules
enable the ability to optically address one of the two -
subsystems without the need for frequency selectivity.
Without the application of a coherent optical field the
eigenstates of both electron and the trion are coupled by
the in-plane magnetic field resulting in a temporal
evolution of the phases at the Larmor frequency. By
applying a circularly polarized broadband laser with Rabi-
area of  the temporal evolution of the phases are
effectively frozen during time instants of the laser duration
resulting in an optical phase gate [57]. In the Bloch sphere
representation, the angle of -rotations in the phase plane
is then given by , where  is the laser
bandwidth and  the detuning of the laser energy with
respect to the optical transition frequencies.
In order to experimentally demonstrate the phase control
over the electron spin, we first applied an in-plane
magnetic field of  T and measured the electron spin
Larmor precession using the pump-probe-read pulse
sequence as discussed above. The result is shown in Figure
16.6a. Here, we used a -polarized pump pulse to
generate the -electron, corresponding to a point in the
equatorial plane in the Bloch sphere (see the figure at 
). The north and south poles of the Bloch sphere are
defined by the magnetic field quantization axis, directed
along x, and correspond to the states  and . After
time delay  we optically probe the probability of finding



the electron in  using the probe pulse. As Figure 16.6a
shows, by increasing the time delay  we observe
Larmor oscillations as expected for electron spin
precession in in-plane magnetic fields. Here, the PL
intensity is normalized such that an intensity equal to “1”
(“0”) corresponds to the case of finding the electron spin in

 ( ) state. In a next step, we fix the time delay  to 
 of a Larmor period, as indicated by the red arrow in

Figure 16.6a. In such a configuration, we find the electron
in a spin-  state, when no control pulse is used, thus, no
PL signal is produced after the measurement sequence.
Figure 16.6b shows the result of a pump-control-probe-read
measurement cycle as a function of control delay time ,
with  fixed to  of a Larmor precession period. Most
notably, at timescales of multiples n of half Larmor periods
( ) we observe an increased probability of
finding the spin in its initialized state again, manifesting in
an increase of the PL intensity after the measurement
cycle. This behavior is illustrated in the Bloch sphere in
Figure 16.6b and can be explained as follows: after the spin
initialization at  the spin starts to precess with the
Larmor frequency. At time instants , , and 
the control pulse changes the phase of the spin by 
resulting in a phase flip to the opposite side of the Bloch
sphere. After the remaining time (total time is set to  of
Bloch rotations) the Bloch vector always points toward the
initialized direction resulting in increased PL intensities in
the measurement sequence. The phase control as
demonstrated in Figure 16.6b exhibits a relatively poor
fidelity of  seen in reduced PL intensities of the peak
amplitudes ( ). This arises from the fact that the
fidelity of the Rabi-2π control pulse only amounts to ,
as observed in Figure 16.6b. However, the spin component



along the optical -axis can be modeled with a function 
, where the phase evolution  is defined as

Figure 16.6 Demonstration of spin phase control using a
control pulse with Rabi-area of . (a) Pump-probe-read
sequence to measure Larmor oscillations of the electron
spin in an in-plane magnetic field of  T as a function
of probe delay . The red solid line is a cosinusoidal fit for 

 with amplitude equal to “1.” (b) Pump-control-probe-
read measurement cycle with fixed , corresponding to 3/2
Larmor periods, as a function of control delay . Stars in
(a) and (b) indicate time moments for which the spin
evolution in the Bloch sphere is shown.



(16.1)

where  for ,  for 
and  elsewhere. In addition, in Eq. (16.1) 

 is the electron spin precession frequency, 
is the instant in time when the control pulse is applied,  is
the total time, i.e. when the probe pulse arrives. The
application of this model with fixed total time  and
variable control delay  is shown as the red solid line
in Figure 16.6b and agrees very well with a rotation fidelity
of 0.7. At timescales , both laser pulses, control and
probe, arrive at approximately the same time at the sample
which leads to a laser induced increase of PL readout
intensity explaining the deviation between data and model
at  ps.
For a spin echo pulse sequence the condition  must
be fulfilled. This corresponds to a complete inversion of the
phases at time instant  (half of total time) where fast
phases are flipped behind slow phases using the  control
pulse. At time  the phases catch up each with each other
and, thereby, refocus again [56, 59, 61]. Due to the
inversion of the phase evolution such a spin echo sequence
is able to remove linear dephasing components enabling
measurements of intrinsic decoherence times , which are
typically covered by the inhomogeneous dephasing .

16.3 Relaxation Dynamics of Electron

Spin Qubits

The control of solid-state qubits for quantum technologies
requires a detailed understanding of the mechanisms
responsible for decoherence. Considerable progress has
been achieved in this field for qubit dynamics in strong



external magnetic fields [62–65]. However, the processes
causing decoherence at very low magnetic fields are less
well understood, in particular the role of the quadrupolar
coupling of nuclear spins. For spin qubits in semiconductor
QDs, phenomenological models of decoherence, such as the
Merkulov–Efros–Rosen (MER) model, currently recognize
three basic types of spin relaxation [66–68]; fast ensemble
dephasing in the nanosecond timescale due to the coherent
precession of spin qubits around a nearly static but
randomly distributed Overhauser field [69–72], and a much
slower process of irreversible monotonic relaxation of the
spin qubit polarization due to nuclear spin co-flips with the
central spin, also known as the Knight field [73–76], or due
to other complex many-body interaction effects [77] that
occur in the microsecond timescale. Weak dipole–dipole
interactions between neighboring nuclear spins lead to a
final stage of decoherence, where the electron spin is
completely depolarized at timescales of 100 ms [78, 79],
such that the spin information is ultimately lost. In this
section, we demonstrate that such a view on decoherence
of electron spin qubits is somewhat oversimplified; the
relaxation of a spin qubit state at low magnetic fields is
determined by an additional stage corresponding to the
effect of coherent precession processes that occur in the
nuclear spin bath itself. This leads to a relatively fast but
incomplete non-monotonic relaxation of the central spin
polarization at intermediate ( 750 ns) timescales.

16.3.1 Theoretical Background: A Historical

Perspective

Among different sources of decoherence relevant for an
electron spin in a QD, decoherence due to interactions with
a spin bath is the most dominant mechanism at magnetic
fields less than a few tesla and low temperatures [51].
Much research has been focused on this interesting field



[37, 62, 67, 68, 80–84], the most important semi-classical
description of such “central spin problem” is the MER
model in which three distinct timescales are relevant for
the electron spin relaxation [66]. The predictions of the
MER model are schematically depicted in Figure 16.7
showing the characteristic relaxation timescales typical for
confined electrons in self-assembled QDs, each reducing
the spin polarization by a factor of  until complete
depolarization takes place over timescales of several
hundred microseconds.
We continue to give a brief theoretical introduction to each
relaxation channel in the framework of a semi-classical
picture. Although the following models are based on a semi-
classical picture, the large number of nuclear spins
contributing to the hyperfine interaction (  in
InGaAs QDs) justify their validity. Moreover, in [69] and in
[81], it was shown that a full quantum mechanical
treatment of this problem reproduces the semi-classical
approach. This shows that considering the nuclear spin
bath as a Markovian ensemble of classical magnetic
moments is mostly sufficient to describe the basic
relaxation stages of electron spin qubits.



Figure 16.7 Predictions of the Merkulov–Efros–Rosen
model: electron spin relaxation induced by hyperfine and
dipolar interactions in the electron-nuclear spin system is
characterized by three distinct stages.

Figure adapted from Merkulov et al. [79].

16.3.2 Inhomogeneous Dephasing in a

Fluctuating Overhauser Field

The first relaxation arises from a coupling of the central
spin to the nuclear spin bath via the hyperfine Fermi
contact interaction [67, 85]. This coupling gives rise to an
effective magnetic field , the Overhauser field [66, 86],
around which the central spin precesses typically at
nanosecond timescales in optically active QDs [64, 87–89].
The Hamiltonian of this interaction can be written as [85]
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(16.3)

(16.4)

where  is the volume of the primitive unit cell,  the
strength of the hyperfine coupling constant,  the position
of nucleus  with spin ,  and  are the electron
wavefunction and the Pauli matrices, respectively. In the
mean field approach, that is when the sum of contributions
from a large number of nuclei is averaged over  nuclear
spin wavefunctions, the effective nuclear magnetic field
acting on the central spin is given by

Here,  is the Bohr magneton and  is the electron
Landé -factor. The magnitude and direction of this
effective magnetic field fluctuate with time in a random
way. Moreover, unlike the situation for holes discussed
later in this chapter, the fluctuations in the field are
expected to be isotropically distributed due to the s-like
nature of the electron central spin wavefunction. These
fluctuations are, thereby, expected to follow a Gaussian
probability density distribution function [66], i.e.

where  characterizes the dispersion of the Overhauser
field distribution. As it will be shown later in this section,
the magnitude  is the only relevant value describing the
timescale of the first relaxation mechanism. During the
initial 100 ns, the Overhauser field can be considered to be
time independent [51, 66], also known as quasi-static



(16.5)

(16.6)

(16.7)

approximation (QSA). In this case, the electron spin will
move around the frozen fluctuation of the hyperfine
magnetic field . Even though the electron spin evolves
coherently in the frozen field, the time averaging over
many Larmor precession periods leads to a reduction of the
electron spin polarization seen as inhomogeneous
dephasing. The equation of motion of a spin S in a fixed
magnetic field is given by

where  is the initial electron spin polarization at time 
,  is the unit vector orientated along the

direction of the nuclear magnetic field and  is
the Larmor frequency of the electron spin precession in
this field. Usually, the validation of a spin polarization is
based on measurement techniques where the measured
spin state is obtained by averaging over many repeated
measurement cycles meaning that Eq. (16.5) has to be
averaged over the magnetic field distribution of Eq. (16.4).
From this, we obtain the time dependence of the averaged
electron spin polarization, namely

The integration over spherical coordinates results in an
expression describing the time evolution of the electron
spin at zero external magnetic fields:
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Here,  is the inhomogeneous dephasing time of the
electron spin resulting from the random electron spin
precession frequencies in the quasi static Overhauser field.
The inhomogeneous dephasing time is then defined as

and depends only on the amplitude of the Overhauser field
dispersion . It can be shown that the Overhauser field
dispersion itself depends mainly on characteristic
parameters of the  nucleus, such as the hyperfine
coupling constant  and nuclear spin , and is
proportional to  with  being the number of nuclei
interacting with the electron. Thus, the fluctuation of the
effective Overhauser field is related to  via

For InGaAs quantum dots with  nuclei, the
Overhauser field dispersion is in the range of tens of mT
resulting in a typical dephasing time of  ns.
Considering that the electron lifetime in the QD in our
experiments (  – see Figure 16.2) is much longer than
timescales described by the hyperfine interaction, Eq.
(16.6) predicts that in the absence of external magnetic
fields the coherent character of this precession leads to a
characteristic dip in the central spin relaxation, i.e. the spin
polarization reaches a minimum during a few nanoseconds
from which it recovers before reaching a nearly steady
level at  of the initial polarization  [66, 90]. In
contrast, a confined electron having a finite lifetime 
within timescales of the hyperfine interaction, i.e. some



nanoseconds, the average electron spin polarization obtains
the form . This results in a
“smeared out” dip as depicted in Figure 16.8 during the
first phases of the coherent spin dynamics.
The application of an external magnetic field parallel to the
initial spin direction ( ) significantly changes the
temporal evolution of . In such a situation the total
magnetic field  acting on the electron spin is
effectively directed along the external magnetic field,
providing . This results in a stabilization of the
electron spin component along  and no relaxation takes
place in this regime, as can be seen in Figure 16.8a for
magnetic fields  mT. The figure shows the
application of Eq. (16.6) by changing the expression of the
magnetic field to  and using realistic
parameters for InGaAs quantum dots,  and 

 mT. When no external magnetic field is applied, the
degree of electron spin polarization shows a characteristic
dip during the initial nanoseconds within a dephasing time 

 and recovers to  for longer times, as can be
seen in Figure 16.8b. Once the magnitude of the external
magnetic field exceeds the hyperfine field, electron spin
relaxation is effectively suppressed and  for all
storage times in this regime, as can be seen in Figure 16.8c
for  mT. At this point it is important to note that
the electron spin is still subject to a dephasing since the
Overhauser field fluctuations are still present in the QD.
Although comparatively strong external magnetic fields
suppress the spin relaxation along the direction of this
field, the spin components perpendicular to the external
field are entirely affected by the nuclear field fluctuations
such that these spin components still dephase within the
timescale , as demonstrated in Figure 16.9a. The figure



shows the application of Eq. (16.4) with  using the
same set of parameters as in Figure 16.7. The resulting
Larmor oscillations decohere quickly, as can be seen in
Figure 16.9b, and obtains the same value of  as in the
case when no magnetic field is applied at the QD. This
confirms that prolonging the macroscopic coherence time
cannot simply be achieved through an application of a
magnetic field. Instead, a narrowing of the hyperfine field
dispersion is necessary, for example via dynamic nuclear
polarization (DNP), as has recently been achieved using
periodic driving of the nuclei to induce cooling and
suppress fluctuations [15, 91, 92].



Figure 16.8 (a) Electron spin dynamics as a function of
magnetic field applied along the optical axis ( )
using Eq. (16.6) with  and  mT. (b) and (c)
are line-plots of (a) along constant external magnetic fields
( ) and constant storage time (  and  ns). An
application of external magnetic fields ( ) to inhibit
out-of-plane spin dynamics and relaxation.



Figure 16.9 (a) Electron spin dynamics as a function of in-
plane magnetic fields  using Eq. (16.7) with 

 and  mT. (b) shows a line-plot of (a) along 
 mT. Despite the application of external magnetic

fields ( ), the in-plane electron spin components
are still affected by fluctuations of the nuclear field
resulting in a dephasing at timescale 

16.3.3 Decoherence as a Result of Time

Dependent Changes in the Nuclear Spin Bath

The second stage of decoherence of an electron spin qubit
in a QD is governed by the nuclear spin precession in the
inhomogeneous hyperfine field of the localized electron
[73–76, 78]. Due to the fast electron spin precession
around the nuclear magnetic field , the nuclei only see
the long time average of the electron spin directed along
the Overhauser field, . Since the electron
wavefunction is inhomogeneously distributed over the
nuclei, the direction of the total nuclear spin 

differs from , and consequently .

This leads to a Larmor precession of  around  with



(16.10)

different precession rates proportional to the square of the
electron wavefunction at the position of  [66]. In a
simplified classical picture the average electron spin
polarization can be described as an effective magnetic field

. This is the Knight field discussed earlier, around which
the nuclei precess. The time averaged Knight field acting
on one specific nucleus  in the presence of an electron is
given by [51]

with  and  the nuclear -factor and the nuclear
magneton, respectively. As a result of the nuclear spin
precession around the electron's Knight field, the nuclear
spin system cannot be considered to be static anymore.
Such a time-dependent nuclear spin bath changes the
direction of the Overhauser field over time, which in turn
affects the electron spin evolution . As a result of the
temporal evolution of the Overhauser field, the central
electron spin experiences a second relaxation channel
within the timescale , reducing the electron spin
polarization further to  as schematically depicted in
Figure 16.7. The precession of the electron in the
macroscopic fluctuation of the Overhauser field is 
times faster than the precession of a nucleus in the Knight
field of an electron, from which it follows that the nuclear
precession period can be approximated to 
[66]. Here, the value  denotes the size of the nuclear spin
bath consisting of  nuclei.
The fate of the remaining polarization of  has been
subject of considerable debates. Early studies predicted,
e.g. that the spatial randomness of the hyperfine coupling



can lead to an intermediate stage of a qubit relaxation that
has qualitatively similar features to a dephasing stage [66].
Subsequent theoretical [67, 77, 81, 93] and numerical
studies [35, 68] showed that the randomness of parameters
leads only to a slow, , and incomplete
monotonic relaxation toward a non-decaying fraction of
electron spin polarization in a fashion controlled by the
spatial distribution of the hyperfine coupling constants ,
i.e. the precise form of the electron wavefunction in the
QD.
Figure 16.10 shows examples of a result of a numerical
calculation of the hyperfine interaction is for different
hyperfine anisotropy factors . For s-type wavefunctions,
such as conduction band electrons, the hyperfine
interaction is isotropic  [86]. As can be seen in the
figure, after the initial decay to  following the deep
local minimum as being due to the coherent character of
initial precession around the fluctuating Overhauser field:
For a spin initially orientated along the -axis, the
component of  along the -axis ( ) has no impact on
the expectation value , whereas  and  result in
averaging of  for . The electron spin
additionally relaxes during longer timescales that is of the
order of microseconds in real QDs. This additional
relaxation is a direct consequence from co-flip effects
between the electron spin and the nuclear spin bath and
saturates at values different from  as predicted by the
relatively simple MER-model.



Figure 16.10 Numerical calculation of the spin correlator 
 at  for different values of the hyperfine

anisotropy factor  and for  nuclear spins. (a)
shows the spin relaxation at longer timescales arising from
co-flips between central spin and nuclear spin bath (Knight
field). (b) shows the central spin relaxation at short
timescales owing to Overhauser field fluctuations. The time

 is in units of the hyperfine coupling constant . The
hyperfine interaction for electrons is isotropic, therefore, 

. The impact of anisotropies in the hyperfine
interaction (e.g. for hh spins) will be explored later in the
chapter. Figure adapted from [35].

16.3.4 Complete Depolarization Due to Dipolar

Interactions in the Nuclear Spin Bath

The final stage of electron spin relaxation, important for
confined electrons in QDs, is attributed to co-flips between
nuclear spins via dipole–dipole interactions. The dipole–
dipole interaction of a nucleus  with the other nuclei 
separated by the translation vector  can be written as
[85]
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As a result of the dipole–dipole interaction, each nucleus
experiences a local effective magnetic field  created by
the other nuclei and is estimated to be in the range of  
mT [75, 94]. The non-secular part of this interaction
(second term in Eq. (16.11)) leads to spin flip-flop
processes between the nuclei at different sites such that
the total nuclear spin is not conserved within a volume due
to spin diffusion. The co-flip processes cause a spatial
reorientation of the nuclear spin distribution [95], which in
combination with the hyperfine coupling leads to an
electron spin relaxation through spectral diffusion. This
non-spin-conserving process gives an upper bound for the
intrinsic electron spin coherence time s, as
indicated with  in Figure 16.7. In addition, such a
reconfiguration of the nuclear spin bath affects the
amplitude and direction of the Overhauser field and is
responsible for the inhomogeneous dephasing  when
averaging the electron spin polarization over times much
larger than .

We continue to apply novel experimental techniques that
not only clearly resolve the precession dip in the spin qubit
relaxation but also provide new insights into the time-
dependence of the central spin qubit for timescales four
orders of magnitude longer. We demonstrate
experimentally as well as theoretically the appearance of a
hitherto unexpected stage of central spin relaxation,
namely the appearance of a second dip in the relaxation
curve after several hundred nanoseconds. We show that
this feature reflects coherent dynamic processes in the
nuclear spin bath itself induced by quadrupolar couplings
of nuclear spins to the strain induced electric field



gradients [96–98]. Eventually, the combined effect of
quadrupolar coherent nuclear spin dynamics and
incoherent co-flips of nuclear spins with the central spin
induce a stage with monotonic relaxation that occurs over
microsecond timescales and low magnetic fields with
almost a complete loss of coherence. Our findings in the
following discussions have been partly published in [36].

16.4 Electron Spin Relaxation Studied

in Experiments

To probe the spin relaxation dynamics with and without
externally applied magnetic fields, we use the devices
introduced in Section 16.2 to optically prepare a single
electron in the QD at time , orientate its spin via the
optical polarization and probing the -projection of the
spin wavefunction at a time  after generation. The
time dependent electric field profile and optical pulse
sequence applied is presented in Figure 16.11b.
The QD is first emptied by the application of  
kV/cm for 500 ns. During the charging mode (  
kV/cm) a 5 ps duration  polarized laser pulse resonantly
drives the  transition indicated with pump in
Figure 16.11a,b. For the spin-to-charge conversion after a
storage time  a second -polarized laser pulse with 5 
ps duration is applied to resonantly excite the 
transition at  kV/cm, as indicated with probe in
Figure 16.11a,b. For the charge read mode (  
kV/cm) a s duration laser pulse with 1350.6 meV laser
energy resonantly drives an excited state of the hot trion
transition  [99], probing the charge occupancy of
the QD and, therefore, the electron spin polarization after 

 by measuring the PL yield from the 
recombination, indicated with read in Figure 16.11a,b. To



obtain the degree of spin polarization  we perform
two different measurement sequences; a reset-pump-read
measurement cycle (red points in Figure 16.11c) to obtain
the PL intensity as a reference when only one electron is
present in the QD and a reset-pump-probe-read
measurement sequence (black points in Figure 16.11c)
from which we deduce the average charge occupation of
the QD,  or , by comparing the PL intensities of the 
ground state recombination,  or . Note that both
measurement sequences are only sensitive to the 1e charge
state of the QD, the average  charge state is not
measured. To determine the  charge occupancy we first
measure the PL signal  obtained using the reset-pump-
read sequence. This signal reflects the PL intensity when
only one electron is present in the QD and only one
electron is created with the pump pulse. We need this value
as a reference for deducing the upper bound of the PL
signal obtained during the spin-sensitive reset-pump-probe-
read sequence. The latter measurement sequence produces
a PL signal  which is smaller or equal to the reference
reflecting the  charge occupation of the QD ( ).
The difference between both PL intensities reflects the 
charge occupation of the QD ( ), as
indicated in Figure 16.11c. The degree of spin polarization
as a function of the storage time  is then given by



Figure 16.11 (a) Photoluminescence spectra as a function
of electric field with optical excitation in the wetting layer.
(b) Representation of the applied electric field and optical
pulse sequence as a function of time. The measurement
cycle consists of four phases; (i) discharging the QD
(Reset), (ii) electron spin preparation (Pump), (iii) spin-to-
charge conversion for spin measurement (Probe) and (iv)
charge readout (Read). (c) The PL signature of the electron
spin readout for storage times of  ns. The PL
intensity of the negatively charged trion measured during
the readout phase of the measurement reflects the charge
state of the QD (  or ) and, thereby the spin
polarization.



(16.12)

As can be seen in Figure 16.11c, upon reducing the
magnetic field from 80 to 0 mT, the probability of finding
the dot charged with  rises ( ) indicating that
electron spin relaxation has occurred and consequently we
find .

16.4.1 Monitoring the Electron Spin Qubit

Relaxation

Using the experimental methods described in Section 16.2
we prepare the electron spin  in the -direction and
monitor the temporal evolution of  at zero external
magnetic fields. The result of these experiments are
presented in Figure 16.12a (black dots). Over the initial 

 ns the average electron spin polarization exhibits a
strong decay due to precession of the initial electron spin 

 around a frozen Overhauser field  (see Figure
16.12b). At these short timescales the Overhauser field
experienced by the electron can be treated as being quasi-
static within a single measurement cycle  but evolving
between cycles during the few second integration time of
our experiment. As discussed in Section 16.3 the
magnitude and direction of  are described by a Gaussian
distribution function  with  being
the dispersion of the Overhauser field [66]. As a
consequence of the field fluctuations between
measurement cycles with a dispersion , the electron
Larmor precession around the Overhauser field averaged
over many precession frequencies lead to a characteristic
dip in  reflecting the inhomogeneous dephasing time 

. The initial degree of spin polarization after the electron



has been initialized amounts to . This observation
may be indicative of a weak magnetic interaction between
the tunneling hole and the stored electron during the
partial exciton ionization. This conclusion is supported by
the fact that  returns to 1 when a weak static magnetic
field (  mT) is applied.

Figure 16.12 Dynamics of the electron spin relaxation at
zero external magnetic field. (a) Experimental data reveal a
fast inhomogeneous electron spin dephasing . The
quadrupolar coupling of nuclear spins induces oscillatory
fluctuations of the Overhauser field at  further reducing

. The red line compares experimental results with
analytical predictions based on the semi-classical model
using Eq. (16.7). (b) Illustration of the electron spin
evolution with initial spin  in a frozen nuclear field 

In the second phase of spin relaxation observed in Figure
16.12a, which takes place from 20 ns to s, the degree of
spin polarization is further reduced from  to a



small non-vanishing value . We attribute this to
time dependent changes of  due to the coupling of the
nuclear spins  to a strain induced electric field gradient 

. Within a nucleus the charge distribution shows
deviations from spherical symmetry, which can be
described by a quadrupolar moment [96–98]. Due to the
strain-driven formation of the QDs the crystal lattice is
distorted away from cubic symmetry leading to electric
field gradients, which couple to the quadrupolar moment of
the nuclei. In the presence of such a quadrupolar mixing
the Overhauser field acquires time-dependent components,
which in turn modifies the central electron spin evolution
[35]. Due to the much faster electron spin precession
around the Overhauser field, the nuclei only see the long
time average of the electron spin  directed along .
Since the electron spin follows the direction of the time
dependent Overhauser field adiabatically and the time
evolution of the Overhauser field itself is governed by
quadrupolar couplings, a new electron spin depolarization
channel becomes possible via the combined effect of both
hyperfine and quadrupolar coupling. In analogy to the
coherent character of the electron Larmor precession
around a quasi-static nuclear field during the first dip, the
presence of a second dip reflects the coherent character of
nuclear spin evolution around a static quadrupolar field.
After the second stage ( s) only a small
monotonic relaxation is observed up to s, as seen in
Figure 16.12a (black dots).
To quantify the experimental data in Figure 16.12a we
calculated  using the semi-classical model outlined in
Section 16.3.1 in which the nuclear spins precess around
the random static quadrupolar fields combined with a time-
dependent hyperfine field of the central spin. In the
presence of external magnetic fields  the minimal
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Hamiltonian of the central spin interacting with a nuclear
spin bath with quadrupolar couplings is given by

where  and  are operators for the central spin and the 
 nuclear spin,  and  are the strengths of the

hyperfine and the quadrupolar couplings of the  nuclear
spin,  are the sizes of the nuclear spins, e.g. I = 3/2
for Ga and I = 9/2 for most abundant In isotopes. The
quadrupolar coupling of an  nuclear spin is
characterized by the direction of the coupling axis  and
by the size of the energy level splitting  along this
quantization axis. In a self-assembled QD electric field
gradients have a broad distribution of their direction and
magnitude [98, 100]. At short timescales s one can
disregard the temporal evolution of the nuclear field such
that the effects of the electron's Knight field and the
quadrupolar fields are neglected. Then, at zero external
magnetic fields we obtain the familiar formula 

 described in Eq. (16.2) where we used 
. Using the Gaussian statistics of the

Overhauser field and averaging over the electron spin
motion we arrive at the equation for , which is given
by Eq. (16.7). The red line in Figure 16.12a along the first
dip shows the fit of Eq. (16.7) from which we obtain  
ns. The spin polarization curve  has a minimum

which develops at . A comparison with the

experiment gives  ns corresponding to an
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Overhauser field dispersion of  mT. The effects of
the quadrupolar coupling become apparent at relatively
long times –  ns. They can be modeled by the
Hamiltonian in Eq. (16.13). In general, the unit vector
along the direction of the quadrupolar coupling anisotropy 

 has a broad distribution inside a self-assembled QD. We
will make an assumption that this distribution is uniform
and the characteristic level splittings have Gaussian
distribution throughout the spin bath. For simplicity, we
also assume a bath of nuclear spins consisting of the same
isotope and, hence, identical nuclear -factors . A
similar Hamiltonian has been considered previously in [35]
for application to spin relaxation in hole-doped QDs, as
discussed later in this chapter. The major difference of
electronic QDs is the nearly isotropic hyperfine coupling in
Eq. (16.13), which follows from the contact exchange
interaction and a relatively strong magnitude of this
coupling comparable to typical quadrupolar coupling
strengths in electron-doped QDs. This leads to drastically
different relaxation curves for electron spins from the
merely exponential relaxation of hole spins discussed in
[35]. The analytical and even numerical treatment of
evolution with Eq. (16.13) would be too complex to achieve
for a realistic number of nuclear spins . In order to
obtain analytical estimates for the central spin dynamics
we use an observation made in [35] that essential effects of
the quadrupolar coupling in Eq. (16.13) are captured by a
much simpler model of a spin bath with spins-1/2 only:

with  and  the effective Zeeman
fields acting on, respectively, electron and nuclear spins.
The spin-1/2 operators  and  represent the central spin
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and the  nuclear spin, respectively. The quadrupolar
coupling is mimicked here by introducing random static
magnetic fields acting on nuclear spins with the same
distribution of  as in Eq. (16.13), where the vector 
points in a random direction and is different for each
nuclear spin. The parameters  are connected to  as 

 and characterize the nearest energy level
splitting of nuclear spins due to the quadrupolar coupling.
We are now in a position to show that in the presence of
quadrupolar couplings  will develop a second dip
with a minimum at a fraction microsecond timescales. It is
easiest to see this if we consider the case of a zero or weak
external magnetic field and a strong quadrupolar coupling, 

. Each nuclear spin simply rotates then around the
corresponding quadrupolar field axis. Within the model in
Eq. (16.13) keeping only effects of quadrupolar coupling,
the nuclear spin dynamics are given by

where  is the coupling strength in units of angular
frequency. Here, we introduced the vector 
whose components were chosen from a Gaussian

distribution , with  being the

dispersion of quadrupolar fields. In the case of no external
magnetic fields, we obtain the electron spin evolution for
the second spin relaxation stage to be



(16.16)

with . For small times

Eq. 16.16 saturates at  which connects to the
first stage of relaxation, in our case 20 ns. On the other
hand,  saturates at the value  at long
timescales and, prior to this, develops a second dip in the
spin relaxation at a time corresponding to .
This behavior is confirmed experimentally in Figure 16.12a.
A comparison to the experimental data gives s,
which corresponds to  and is in good
agreement with the quadrupolar splitting of 
obtained in [98, 100] using optically detected nuclear
magnetic resonance (ODNMR) spectroscopy at large
magnetic fields. With the relation  one can
transform this expression into an effective magnetic field 

 mT with  eV/T for As-isotopes.

However, the red line in Figure 16.12 shows the prediction
of this model obtained in the limit that disregards the
impact of the central spin on the nuclear spin dynamics.
Even in this limit the model correctly captures the
appearance of both relaxation dips. To capture the many-
body co-flip effects beyond perturbative limits within the
nuclear spin bath, we performed numerical simulations of
our semi-classical model including up to  spins.
The result of these simulations at  is presented
in Figure 16.13a. These data demonstrate that complex
many-body interactions, such as spin co-flips, do not
remove either of the relaxation dips provided the



quadrupolar coupling strength exceeds the hyperfine
coupling . Moreover, at even stronger values of
hyperfine couplings the second dip disappears completely.
Figure 16.13b presents the result of our numerical
simulation taking  nuclear spins into account with
a fixed normalized value for the hyperfine coupling 

 and for different values of the quadrupolar
coupling . Clearly, the presence of quadrupolar
couplings significantly enhances the decay and leads to the
appearance of the second dip in the spin relaxation. In
contrast, without quadrupolar coupling ( ) the
electron spin polarization is only slightly reduced owing to
inhomogeneous nuclear spin precession in the Knight field
of the electron [35, 81]. The larger separation of both dips
when taking  into account (Figure 16.13a) as
compared to the case of  (Figure 16.13b) arises
from the fact that the precession of the electron spin in the
Overhauser field is  times faster than the precession of
a nucleus in the Knight field.



Figure 16.13 Numerical calculation of central spin
relaxation at different values of quadrupolar couplings 
for (a)  and (b)  nuclear spins. The
energy scale is set by the average value of hyperfine
coupling . For individual nuclear spins, the
hyperfine coupling was chosen randomly from the interval 

. The long relaxation tail for  at longer
times is due to combined effects of hyperfine and
quadrupolar coupling.

16.5 Hole Spin Relaxation in Single

Quantum Dots

We continue to study the mechanisms responsible for the
depolarization of a single hole spin at finite and zero
magnetic field. Thereby time-resolved and magnetic field
resolved pump-probe measurements are applied to probe
hole spin dynamics over timescales ranging from 1 ns to 

s and magnetic fields of 50 mT. The theoretical
framework that describes the coupling of holes to their
surrounding nuclear environment is similar to the case of
electrons as discussed in Section 1.4, with a major caveat.



As for electrons, it can be expressed classically as an
interaction with the effective Overhauser field [66, 67, 85]
arising from the nuclei. Unlike electron spins, the hyperfine
coupling is strongly impacted by the anisotropy of the
hyperfine coupling [35–38].
Hereby, we provide two phenomenological models which
aim at developing a more physical description of the
quadrupolar broadened nuclear spin spectrum than the
simple isotropic Gaussian distribution that is often used to
model the nuclear environment of electron qubits. These
models reach a good agreement and allow the estimation of
the average quadrupolar coupling strength and the hh–lh
admixture in the valence band orbital.

16.5.1 Theory of the Anisotropic Hyperfine

Coupling of Holes

The main difference between electron and hole spins is the
p-type symmetry of the hole Bloch-wavefunction compared
to an s-type symmetry of the electron. Due to this p-wave
symmetry of the valence band hole, the three types of
interaction, being the Fermi contact interaction, a dipole–
dipole-like interaction and a coupling of the electron orbital
angular momentum to the nucleus, have different relevance
for electrons and hole, respectively [101]. While spin
phenomena of electrons in a QDs nuclear ensemble are
often sufficiently described using only the Fermi-contact
interaction [36, 66], Fischer et al. [102] concluded that for
a heavy hole, the Fermi-contact interaction is negligible
while the two latter interactions dominate the coupling.
The coupling is estimated to be an order of magnitude
weaker [14, 102] than for the electron and the Hamiltonian
takes on a simple Ising form



(16.17)

(16.18)

(16.19)

with the sum running over all nuclei within the orbital QD
wavefunction and the  denote the coupling strength of
the hole to the th nucleus. It should be noted that this
strict classification only holds in theory, since in a realistic
quantum dot valence band mixing of heavy and light hole
states occurs [103–105]. Typically valence band mixing
arises from quantum dot anisotropy like a reduction of
symmetry due to the confinement geometry, the absence of
an inversion symmetry in the growth direction due to its
shape, and a non-homogeneous chemical profile [86, 102,
106]. The hole mixing is at the origin of a transverse term
in the hole hf interaction, turning it from Ising-like to more
or less Heisenberg-like, which allows spin flips between the
mixed-hole states. It has also been recently pointed out that
the non-zero contribution of the d-symmetry orbitals to the
hf interaction leads to a transverse term of the HH hf
interaction [100]. To introduce this mixing as a variable
parameter in the theory, Testelin et al. expressed the
dominant dipole–dipole Hamiltonian in the basis of light
hole heavy hole mixed states , which are retrieved
from the Bir–Pikus Hamiltonian of the valence band of
strained GaAs [86, 103].

Here,  and 
 denote the pure heavy hole
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and light hole basis states, as discussed in Section 16.2.1.
The degree of valence band mixing is given by , defined
as

where  and  are the deformation potentials for the
valence band,  denote the ( ) components of the strain
tensor, and  is the energy splitting between light and
heavy hole bands due to the strong motional confinement
and biaxial strain [86].
Under the assumption that the hyperfine coupling is much
weaker than the valence band splitting ( ) the 

 dipole–dipole Hamiltonian describing the valence
band is separable into  components of the light and
heavy hole band. This then yields an individual Hamiltonian
for each of the two pure hole bands, both exhibiting a
strong and characteristic anisotropy. By summation over
the interaction of all nuclei  coupled to the central hole
with the wavefunction  it is possible to show that the
Hamiltonian for a mixed hole state  takes the
following form [35, 86]

where the valence band mixing is captured by the
anisotropy parameter ,  denotes the unit cell
volume and  are the individual hyperfine constants for
different nuclear species. For ,  becomes isotropic,
thus describing the situation for the electron discussed
earlier in this chapter. A heavy hole corresponds to 
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where the Hamiltonian reduces to the Ising form of Eq.
(16.17) and for , the Hamiltonian describes the
situation for a light hole. Small non-zero values of  are
associated with mixed heavy hole light hole states. In the
mean field approach, we average the individual
contributions over a large number  of nuclei, thereby we
can write an effective nuclear field that acts on the hole
spin as

where  denotes the unit vector,  is the Landé -factor
of that state and  is the Bohr magneton. As a
consequence of our observations of nuclear field dynamics
presented later in this chapter, we find that the
components of the nuclear field follow a Gaussian
distribution.

Here, , which is often written as  in the literature
[36], characterizes the width of Overhauser field
distribution and thus is the most relevant parameter that
determines the central spin coherence decay on short time
scales [38, 66, 107]. Note that contrary to the isotropic
case  of the electron spin, in the case of a hole spin
this distribution reflects the anisotropy of the hyperfine
coupling. Using the theoretical framework established so
far, one can describe the hole spin relaxation dynamics
during the first 100 ns. During this phase, as for the
electron the Overhauser field itself is considered to be
frozen due to the internal dynamics of the nuclear
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ensemble being much slower than the precession of the
hole spin around  given by the magnitude of the
hyperfine constants  [36, 51, 66]. In this case, since the
correlation time of  is longer than the precession
timescale of a single hole, the interaction remains
coherent. However, the spin polarization, which is obtained
by an ensemble average of a macroscopic number of
sampling measurements, decays due to the averaging over
all possible precession frequencies given by  [36, 38,
66], as described in Section 16.3. For a spin coupled to an
anisotropic hyperfine field and a macroscopic magnetic
field along the growth direction  the equation of
motion is given by [106]:

Here,  defines the spin state at  and  denotes
the time dependent normalized spin component  for

. In the following, we present experiments in
which we detect hyperfine induced dephasing of a spin
which is prepared and read out along the -axis. It is,
therefore, most relevant to study the  component
under the assumption . Here, the equation of
motion reduces to

Moreover, the analytic form of  is given by:
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The full derivation of this equation can be found in [86].
For further analysis of the results, it is convenient to use
the normalized time  for which  is the
characteristic spin decay time of a macroscopic ensemble
of spins and is thus a function of 

with  denoting the hole -factor [36, 86, 108].  may
be different from the inhomogeneous dephasing time , in
that it gives a time scale to the ensemble dephasing which
arises due to this particular hyperfine Hamiltonian,
whereas  denotes the time at which the projection of the
spin ensemble has decayed to  due to inhomogeneous
broadening of the qubit splitting [109].
Figure 1.13a depicts a map of the spin component  at
zero magnetic field as a function of normalized time  and
the anisotropy factor  resembling heavy hole,
electron, and light hole spins as well as continuously mixed
states. As illustrated by the red and white shaded areas in
the figure,  does not follow a monotonic decay for most
values of  but instead the relaxation experiences a dip
and recovers to an asymptotic value dependent on the
valence band mixing of the spin, according to Eq. (16.18).



The isotropic Fermi-contact hyperfine coupling experienced
by an electron leads to a fast decay to zero and a recovery
of the polarization to  of its initial value. This behavior
was predicted using a variety of calculation approaches
[37, 66, 68, 110, 111], and was successfully observed in
two independent experiments [36, 38], as presented earlier
in this chapter. The emergence of the relaxation dip can be
explained by the nuclear field fluctuations between the
measurement cycles within the dispersion , leading to an
averaging over the coherent Larmor precessions at many
different frequencies. In the isotropic case, where the -, 
-, and -components of the Overhauser field couple equally
strongly to the central spin, the relaxation saturates at 

, since only the two lateral components
induce a precession away from the -axis. The -
component  has no effect on the spin state initialized
along the -direction. In the case of a light hole, the
polarization decays faster and can even reach net negative
values due to the lateral components of  that dominate
the spin stabilizing component along the -direction, as
can be deduced from the hyperfine Hamiltonian (Eq.
(16.21)). However, light holes are widely disregarded in
experimental literature since they can only be observed by
applying a non-trivial strain tensor to the sample in order to
overcome the  meV energy gap arising from the strong
confinement and biaxial strain [54, 112].
Experimentally the most relevant case for holes in
InGaAs/GaAs quantum dots formed by strain is a hole spin
wavefunction exhibiting small valence band mixing 

, which entails a mainly heavy hole character
[97, 106, 113, 114]. The reduced depth of the relaxation
dip in Figure 16.14b, for  reflects the dominance of
the out of plane component  in the anisotropic hyperfine
Hamiltonian Eq. (16.21) over the lateral components 



and  [35, 38, 86]. At the same time, the position of the
dip shifts to longer time , thus the heavy hole-like
state experiences slower decoherence, making its quantum
information storage capabilities superior to the widely
studied electron spin discussed earlier in the chapter [108,
114, 115]. In the Ising limit  illustrated by the red line
in Figure 16.14b, the ensemble spin projection is
unaffected by nuclear noise due to the colinearity of the
spin and nuclear operators in the Hamiltonian (16.17)
[102].





Figure 16.14 False color image of the ensemble spin
polarization along the -axis ( ) plotted as a function of
time, normalized by characteristic decay time . On the 
-axis,  is from  in the heavy hole limit through the
isotropic coupling of an electron  to the light hole
limit . The red and white shaded areas mark a dip in
the decay of , which occurs at later time with
increasing heavy hole character. Line cuts from (a), taken
at different values of  to illustrate the behavior of the dip
in the decay curve and the asymptotic value for large .
For the light hole and electron, the decay exhibits a
pronounced dip at . Toward pure heavy holes, the
spin relaxes more slowly and the dip signature becomes
shallower as the lateral Overhauser components contribute
less to the dynamics in the limit of Ising type interactions.

16.5.2 Nuclear Spin Dynamics

In the Section 1.5.1, we treated  as quasi-static, which
means that for every individual spin measurement the
Overhauser field strength and orientation assumes a
random value, but during the spin evolution its dynamics
are frozen. This assumption is justified for short times,
provided that the hyperfine coupling strength of the central
spin to the nuclear ensemble is much larger than spin
interactions, which cause dynamics of the nuclear spins,
such as quadrupolar coupling or nuclear dipole–dipole
coupling [66]. From this intermediate timescale onward,
the central spin ensemble evolution is given by the time
correlator of the Overhauser field, since the central spin
adiabatically follows the now time-dependent  and the
fast precession due to hyperfine coupling is averaged out
[36]. Thus, in order to understand hole spin relaxation in
the long-time limit, it is necessary to describe the collective
dynamics of the nuclear spin ensemble [35, 116].



(16.30)

A widely recognized source of decoherence in solid-state
nuclear spin ensembles is dipole–dipole coupling of two
remote spins  and  with , which are separated by
the translation vector . This interaction is insensitive to
the presence of an electron or hole and is described by the
following coupling Hamiltonian [79, 117]

with  and  denoting the nuclear magneton and the -
factor of the  nucleus, respectively. Effectively, this
interaction captures the precession of each individual
nucleus due to a local effective field, caused by all other
nuclei of the ensemble. It enables nuclear spin exchange
flip-flops, which accelerate nuclear spin bath decoherence.
These flip-flops induce a random dynamic on the
Overhauser field and thus causes dephasing of the central
spin, a mechanism also termed “spectral diffusion” [63,
98].) However, it was shown that the presence of strain in
self-assembled QDs in combination with the large spin
number of atomic isotopic constituents, the emergence of
quadrupolar coupling suppresses the effect of nuclear
dipole–dipole coupling [98]. Quadrupolar coupling leads to
an inhomogeneous broadening of the nuclear spin
transitions, thus lifting the degeneracy among dipole–
dipole coupled nuclear spin pairs, inhibiting co-flips (Eq.
(16.30)). This mechanism renders dipole–dipole coupling
inefficient for nuclear ensemble dephasing as nuclear bath
coherence times in the millisecond regime have been
reported, suggesting only a marginal impact on central spin
coherence throughout the observable time frame [98, 117,
118].



(16.31)

Notably, quadrupolar coupling was identified to dominate
the dynamics of the nuclear spin ensemble in recent
investigations [36, 84, 98]. It emerges here, because the
nuclear isotopes , ,  and  each have
nuclear spin quantum numbers larger than , with 
for Indium and  for all the other isotopes [119]. For
these high spin quantum numbers one finds a non-spherical
nuclear charge distribution that can be represented by an
electric quadrupolar moment. This in turn couples to local
electric field gradients in the lattice [51]. Quantum dots
produced in Stranski–Krastanov growth mode inherently
exhibit a non-uniform strain profile which results in
inhomogeneous local field gradients [96, 120]. In addition,
the random alloying of In, Ga, and As enhances the
formation of random field gradients. As a result, these
static quadrupolar couplings, which are defined locally by
the strength and orientation of the electric field gradient,
lead to an individual dynamic for every nucleus, thus
contributing to the time dependence of  [35, 121]. The
Hamiltonian describing quadrupolar coupling of a single
nucleus reads

where  denotes the characteristic quadrupolar energy
splitting and  is the biaxiality parameter which is used to
reflect the broken lateral symmetry [96]. Note, that the
nuclear spin operators  are transformed into the dashed
coordinate system , which is defined by the local
quadrupolar field axis . To model the quadrupolar
interaction for a nuclear ensemble of the size , the
coupling energy is taken as a Gaussian distribution which is
unique for each atomic species [121, 122]. Furthermore,
atomistic models of the quantum dot lattice under strain



yield a non-trivial quadrupolar vector field that is
dependent on the alloying profile and dot geometry [96].

16.5.3 Hole Spin Storage Devices

We continue to briefly outline how the concepts introduced
earlier in the chapter are applied in order to determine 

 via a sweep of the applied magnetic field. The
sample is similar to the one used to study electron spin
relaxation and discussed in Section 16.2, but with the
difference that the AlGaAs barrier is above the QD layer,
rather than below. This results in the trapping of optically
generated holes, while electrons can tunnel out of the dot
in the -contact. The devices are processed for single dot
measurements and mounted in Faraday geometry, meaning
the growth direction or -direction is oriented along the
magnetic field axis of the superconducting solenoid (

). The time-dependent electric field function
applied to the sample and the pump and probe pulse
separation is fixed for the measurement of  at a
particular hole spin storage time. We probe hole-spin
relaxation experimentally using similar samples to those
used to study electron spin relaxation earlier (Section
16.2.2) and similar pulsed opto-electronic experimental
approaches Section 16.2.3). We measure the spin
polarization value by cycling the reset-pump-probe-read

sequence for a few seconds, thus accumulating the signal
of an ensemble of  individual realizations of the
experiment in the same quantum dot [36]. For a particular
storage time, we measure  as a function of the external
magnetic field in the range between  mT and 

 mT. This procedure allows us not only to normalize
 to the value of  at which the spin

projection is conserved over long time, but it also allows us
to obtain the Overhauser field dispersion .



We continue to present and discuss the measurement
results and attempt to explain the different stages of
dephasing using the theoretical concepts introduced in
Section 1.5.1. A typical dataset of  at different storage
times, recorded as a function of the external magnetic field
is shown in Figure 16.15. The first panel is used to
illustrate the fitting procedure used to extract the spin
relaxation parameters from the measured data. Here, we
numerically calculate the analytical formula for 
at a fixed time  and for anisotropy  [86]. The
characteristic dip of  at zero magnetic field can be
explained as follows: The spin precesses around the total
magnetic field made up by the external magnetic field
along the -direction and the randomly oriented
Overhauser field , as illustrated by the
schematic in Figure 16.15. For large external magnetic
fields ( ), the external field effectively defines the
central spin quantization axis and, therefore, the relaxation
along the -axis is suppressed. Consequently,  for 

 mT as displayed by the measurement results in
Figure 16.15 at various storage times. At zero magnetic
field, the precession axis is solely defined by the randomly
oriented Overhauser field , causing the spin ensemble to
lose its initial polarization over time. The experimental
results displayed in Figure 16.15 clearly show a strong loss
of polarization toward longer storage time and a reduction
of polarization even at high magnetic fields for ultra long
storage times in the tens of micro-seconds regime. The
latter effect is due to  processes like random spin flips
starting to play a role. A theoretical analysis has shown that
for valence band holes in InGaAs quantum dots, 
diverges when approaching zero magnetic field due to the
suppression of SO mediated single phonon scatterings
[123–125]. Experimentally, however, a saturation of  at



about s was reported at low fields, which largely
agrees with our observation here [124].

Figure 16.15 Hole spin polarization vs. magnetic field for
specific spin storage times: The leftmost panel shows the
spin polarization calculated according to Eq. (16.28) as a
function of the normalized out of plane magnetic field ,
with the time fixed to  and . The other
panels show the measurement results of  as a function
of the external field  recorded at storage times of  ns, 

 ns,  ns, and s, respectively.

The spread of the nuclear Overhauser field strength  is
expressed by the full width half maximum (FWHM) of the
relaxation dip. However, this dependence is not constant



but depends on the degree of anisotropy, as an examination
of  at different anisotropy values  shows. Figure
16.16 shows the ratio of the FWHM and the actual  as a
function of the anisotropy, extracted from an analytical
calculation of  in the limit . Using this
dependency, we can normalize the FWHM retrieved from
the fits to the data in order to derive the actual magnitude
of the Overhauser field dispersion. With the value for ,
which is found by analyzing the spin decay dynamics below,
we get the average dispersion  mT. This
value is  of the field dispersion experienced by an
electron spin. As it was outlined in Section 16.5.1  is yet
to be determined from the spin relaxation dynamics. Thus,
we briefly summarize recent theoretical findings about 
from the literature: The degree of hyperfine coupling
anisotropy for valence band holes remains a disputed
quantity, not only in reference to the data set at hand, but
generally in hole spin literature throughout the years [38,
86, 97, 102, 108, 113, 114, 126]. First theoretical
calculations suggested  in absence of heavy-hole light-
hole mixing [102], meaning that heavy holes are free of
transverse hyperfine couplings. Shortly after, the concept
of valence band mixing in self-assembled quantum dots was
added to the theory and experimental confirmation was
given [86, 113]. Conclusions from later experiments hinted
at the presence of transverse hyperfine coupling enhanced
and even dominated by the admixture of d-orbital states to
the valence band [97]. Based on this model, further
experiments and theoretical works have found a wide range
of coupling strengths from weakly anisotropic coupling of
around  [38, 113, 126] to extremely strong
anisotropy with  [114].



Figure 16.16 Overhauser distribution with anisotropy: The
ratio between the FWHM of the relaxation dip and the
dispersion of the Overhauser field  calculated for some
values of the hyperfine anisotropy factor . The
numerically calculated values are fitted using a parabola.
This relation allows the determination of the true  from
the measurement, provided the degree of anisotropy is
known.

16.5.4 Fast Dynamics of the Central Spin

Figure 16.17 shows the spin polarization at zero magnetic
field, measured from 1 ns to s. The data points are
given by the value of  at the center of the dip in a
magnetic field scan, as presented in Figure 16.15. The



error bars are calculated from the variance of 
obtained typically across three or more individual field
scans at the same storage time. At time zero, the central
spin is initialized to the spin-up state, therefore the
projection along the -direction starts out close to 1 [66].
For the most part, spin polarization declines monotonically
interrupted by two characteristic plateaus whose particular
shape and position allow us to measure the parameters of
hole spin hyperfine coupling and nuclear quadrupolar
coupling [36]. The initial decay, up to  ns, is attributed
to the anisotropic hyperfine coupling detailed in Section
16.5.1. The green line represents a fit according to Eq.
(16.26) which yields an anisotropy factor . This
value lies well within the range suggested by previous
experimental and theoretical works listed above. The local
minimum of this partial relaxation appears at  
ns. Since the spin is initialized in the -direction,
depolarization is a result of the in-plane components of
hyperfine interaction. Therefore, the relaxation time gives
an estimate of the in-plane coupling strength  via 

 [38]. Consequently, we can derive the strength
of the out-of-plane coupling using the relation [35, 86]



(16.32)

Figure 16.17 Hole spin relaxation at zero field: The spin
polarization, measured at  T, is plotted as a function
of the total storage time. The fast part of the relaxation is
fitted using the anisotropic hyperfine coupling model
shown in green (see Section 16.5.1). The slow part of the
relaxation at  ns is fitted with one of two models,
which are based on either a skewed Gaussian (red line) or
bi-modal (orange line) distribution of quadrupolar
frequencies , respectively [35, 84, 122]. For the latter
model, the inset shows the bi-modal quadrupolar frequency
spectrum, which is found to produce the curve, which best
fits the data set.

Applying Eq. (16.32) to our data we find 
and .



Notably we find that the in-plane hole hyperfine coupling
strength is about  of . This reduced coupling accounts
for the more than ten-fold prolongation of the
inhomogeneous broadening induced polarization decay [35,
36]. Reference to Figure 16.14b  shows that the
explicit shape of the initial decay of the hole spin
polarization largely differs from the output of the
theoretical model [86]. Unlike in this model, we observe no
pronounced intermediate recovery of the polarization i.e. a
shallow and elongated dip feature, since the slow
relaxation due to quadrupolar coupling overlaps with the
faster hyperfine induced decay. This produces a shoulder in
the decay at  ns. A counter-example of this behavior
was observed by Cogan et al. who present an experiment in
which the emergence of the dip was aided by the reduced
anisotropy , despite a similar strength of
quadrupolar coupling  [38]. The work of [37] is in better
agreement with our observations. Their calculation
employs a fully quantum mechanical treatment which is
capable of describing the coupling to a nuclear spin
ensemble of  using the Chebyshev
polynomial technique. There, quadrupolar coupling also
overlaps with the initial Overhauser induced decay,
obscuring the partial recovery of the polarization.

16.5.5 Slow Part of the Relaxation

Beyond the short timescale, where it is justified to treat the
Overhauser field as frozen (Section 16.5.1), its dynamics
start to play a role for central spin relaxation. The central
spin rotates around the Overhauser field, and thus on the
timescales larger than this rotation frequency, the central
spin polarization follows the correlator of the Overhauser
field component :



(16.33)

(16.34)

This works roughly after 30 ns for hole doped QDs, i.e. after
observing the first plateau in the relaxation curve.
Analytical calculations of the correlator in Eq. (16.33) are
impossible even in simplest models, due to the enlarged
Hilbert space of  for a nuclear spin ensemble
containing only spin . Hence, our goal here is to
develop a more phenomenological but analytical formula
that can fit experimental data with a few physically
meaningful parameters. The theoretical approach was
developed by N. Sinitsyn of Los Alamos National Labs.
Different nuclear spins rotate around quadrupolar fields
defined by , independently of each other. The th nuclear
spin polarization is a constant plus an oscillation term:

It is known from single quantum dot nuclear magnetic
resonance (NMR) spectroscopy and accompanying
theoretical works that each nuclear species contributes
individually to form a complex nuclear frequency spectrum,
which defines the distribution of  [96, 121, 122, 127]. In
addition the strain topology and chemical composition
profile of the quantum dot strongly influence the
quadrupolar mode composition [84, 96]. Thus, the
quadrupolar broadened nuclear spin spectrum can exhibit
arbitrary complexity and will generally be different for each
quantum dot. We will therefore provide two simple
approximations that provide different levels of accuracy in
representing experimental data.
In Eq. (16.34), coefficients  and  are generally specific
to the nucleus , but we assume their typical values for
simplicity. This is justified because  and  would be
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statistically independent of , so in our calculations they
will get replaced by their average values when averaging
over the frequency distribution. We can also safely
disregard the much weaker Knight field acting back on the
nuclear ensemble (see Section 16.5.2). Our first
approximation is that different nuclear spins produce
independent contributions to the correlator in Eq. (16.33).
This is definitely not a reliable approximation but
corrections are likely to be small since they emerge from
the denominator that changes slowly with time. The
correlator Eq. (16.33) is then, up to a constant, the sum of
the correlators Eq. (16.34), i.e. the assumption states that
each nuclear spin contributes with some constant plus an
oscillating term.
For the first of the two ways of approximating the nuclear
spin spectrum, we assume that quadrupolar fields  have
a uniform direction distribution with a Gaussian magnitude
distribution along each axis [35, 36]. A similar approach
was successfully used to describe the long time relaxation
of electron spins in a strained quantum dot [36]. This
means that the probability distribution of 

 is

Here we show it is insufficient to capture the specific decay
of a hole spin observed in the experiment due to the
different ratio of hyperfine and quadrupolar coupling
strengths compared to the electron. We simulate a less
generic, qualitatively more realistic description of the
nuclear spectrum to obtain an idea of the impact of
different hyperfine noise spectra. It is reasonable to
assume that many nuclear spins feel relatively weak
anisotropy forces. Hence, the probability for averaging can
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have a smaller power near the Gaussian exponent, for
example

where  is a new parameter, whose positive values favor
the bigger density of the weaker coupled nuclear spins.
Figure 16.18a shows normalized examples of the modified
distribution for different values of . It becomes apparent
that the distribution becomes skewed and the spectral
weight shifts toward zero frequency for  which is
equivalent with an increasing number of nuclear spins
oscillating with low quadrupolar precession frequency.
Averaging the correlator (16.34) over the frequency
distribution Eq. (16.36), i.e. evaluating the integral
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Figure 16.18 Modified Gaussian distribution of
quadrupolar frequencies: Normalized distributions as
defined in Eq. (16.36), for different levels of skewness
quantified by . The spectral weight is shifted toward zero
frequency for . In the time domain, this produces a
relaxation dip, which is less pronounced and spans across a
wider part of the spin storage duration. Shifting the mean
value of the frequency spectrum to lower values results in a
longer relaxation time.
we find

where  is the confluent hypergeometric function
of the first kind [128, 129]. The values ,  are scaling
parameters with which we can set  by defining 

 and the saturation toward infinite time 
. In Figure 16.18b, the behavior of the

Function (16.37) is visualized at ,  and ,
next to the corresponding frequency spectra. The blue
curve, where  is the decay for the unmodified
distribution (16.35) which yields a complete relaxation of
and partial recovery of  as it was observed for the
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conduction band electron [36, 38]. With increasing  the
relaxation dip becomes more shallow. Note that the time
axis is logarithmic so the tail for  relaxes about an
order of magnitude longer than for .
We can now proceed to fit the experimental data. Due to
the separation of time scales of the fast and slow decay, we
can fit the experimental curve by the product of the
functions  and  that were defined in (16.28) and
(16.37), respectively.

where  is a rescaling parameter that makes  start at
a non-unit value, if needed. Fitting this to the experimental
values, we find a good qualitative agreement as illustrated
by the red line in Figure 16.17. Except for data points at
ultralong storage time  s, we are able to reproduce
the experiment with this model and we find a saturation
value , meaning that within the accessible
temporal range we do not observe a complete relaxation of
spin polarization. Neither do we observe the onset of the
complete polarization decay induced by nuclear dipole–
dipole coupling, which is observable for conduction band
electrons beyond  [36, 66]. The minimum of the
quadrupolar relaxation feature is located at  ns,
which roughly translates to a quadrupolar coupling
strength of  nev. This relatively large value, when
compared to a similar quantum dot, may emerge for two
different reasons: The randomness of strain and
composition profile can lead to large dot-to-dot variations
of quadrupolar coupling  [37, 100] and secondly, the
unspecific shape of the long-term decay between 100 ns
and 10  s prevents us from confidently pinpointing the
characteristic quadrupolar relaxation time which results in
the overestimation of .



(16.39)

This theory also provides physical meaning of the time-
dependent relaxation curve. Let us disregard a possible
dependence of parameters  and  on , i.e. the index of
the nuclear spin. Then the time-dependent relaxation is up
to a constant factor the Fourier transform of the probability
distribution:

which means that if we take the Fourier transform of the
relaxation curve, we should obtain the power spectrum for
nuclear spin bath quadrupolar fields. Thus, by taking the
reverse path we are able to produce a fitting model for the
time domain relaxation by iteratively guessing a suitable
frequency spectrum and transforming it from the frequency
domain into the time domain. In this sense we introduce
the second model for the nuclear spin spectrum, which
lends its structure from the experimentally reconstructed
spectrum found by Munsch et al. by using an isotope-
sensitive NMR method on a single quantum dot [122]. They
found that the spectrum comprised of the isotopes , 

, , and  approximately is a sum of Gaussian
peaks of isotope-specific widths and center frequencies 

. Due to the coarse temporal resolution of our
dataset, we limit the number of individual peaks in our
model spectrum to two. This approach is justified because
in the spectrum reconstructed by Munsch et al. [122], the
contributions of Gallium and Arsenic largely overlap and
only Indium produces a distinct narrow-linewidth peak in
the spectrum at low frequency. The reason for the
dominant role of Indium in the spectrum is its large nuclear
spin  combined with the large electric field
gradients produced by this atomic species, which is further
enhanced in quantum dots with random InGaAs alloy
compositions [121]. In this case, the analytic expression of



(16.40)

(16.41)

(16.42)

the normalized frequency spectrum is the sum of two
Gaussian distributions and reads:

with  denoting the integrated area of an individual
truncated peak in the interval 

 and  denote the center frequency and standard
deviation of the frequency distribution, respectively. By
taking the real part of the Fourier transform of  we
obtain the fitting function. Again, we use the variables 
and  for scaling to the values of  between 0 and 1.

We now use the function  for fitting and
the result is shown by the orange line in Figure 16.17. The
best fit is obtained when using the bi-modal frequency
spectrum displayed in the inset of Figure 16.17, for which
we find the distributions centered at the quadrupolar
frequencies  MHz and  MHz, where
the average is taken over all nuclei within the hole
wavefunction. Respectively the dispersions are  
MHz and  MHz. These numbers compare well to 

 MHz and  MHz with dispersions 



 MHz and  MHz reported by Munsch
et al. [122]. Upon closer inspection of the fit in the time
interval between 100 and 500, we observe a small
oscillatory feature resulting from transformation the bi-
modal frequency distribution. Even though due to this
feature the fit is tracing a few data points more closely than
the simple fit described before (see red line in Figure
16.17), the oscillatory feature is not present in the
experimental data set. In order to determine how the
parameters of the nuclear frequency spectrum affect the
shape of the fitting curve in the time-domain, we vary 
and  of the two peaks in the spectrum individually. Figure
16.19a,c illustrate the influence of the average quadrupolar
frequency  and , respectively. The red traces result
from shifting to higher frequency by up to 80, while the
blue traces correspond to a decrease in frequency. Note
that the scaling coefficients  and  from Eq. (16.42) are
kept constant for all traces in this figure and they are equal
to the ones determined for the best fitting model displayed
in Figure 16.17 (orange line). Shifting the lower frequency
peak  back and forth does not result in a visible change
of the oscillatory behavior, since low-frequency components
mostly affect the behavior on long timescales. The vertical
shift of the time-domain decay curve can be attributed to
the change of the zero-frequency component in the
spectrum when the peak center approaches zero. From
panel (c) we conclude that the position of the high
frequency peak strongly influences the spin decay between 

20 ns and 300 ns, since larger quadrupolar precession
frequencies accelerate the spin decay via the dynamics of
the Overhauser field. The oscillatory behavior in this time
range is enhanced for larger quadrupolar frequencies (red
curves), since in this case the peak represents a more
discrete frequency component. Contrary to this, the total
spectrum effectively takes the shape of a single low



frequency wideband component when the peak is shifted to
lower frequencies. Figure 16.19b,d shows that a reduced
width of either peak in the spectrum generally leads to an
enhancement of the oscillations between 100 ns and 
s, as we expect from a narrow band component in the
spectrum. This confirms the absence of discrete spectral
features in the actual quadrupolar spectrum at zero
magnetic field, contrary to what is often observed at high
magnetic fields where nuclear Zeeman transitions lead to
narrow lines in the spectrum [84, 127].



Figure 16.19 Quadrupolar parameter variation: the model
based on a bi-modal quadrupolar frequency distribution is
plotted vs. spin storage time. In each panel, one parameter
of the model is varied by up to . (a, c) The effect of
shifting the center frequencies  and , respectively.
(b, d) The effect of varying the frequency dispersions 
and . For reference, the best fit to the dataset (black
dots) is plotted in green.
The fact that the shape of the time-domain decay curve is a
sensitive probe for at least four parameters that define the
nuclear quadrupolar spectrum allows an important
conclusion about this spin relaxation measurement on hole
spins: The about tenfold decrease of the hyperfine coupling
strength of holes compared to electrons not only prolongs



the hole spin coherence but also strongly alters the
signature of quadrupolar coupling in the central spin
relaxation curve. Thus, the hole spin is a suitable probe of
the underlying nuclear spin dynamics, i.e. the structure of
quadrupolar broadened frequency spectrum via this time
domain measurement principle. From single quantum dot
NMR spectroscopy [127], transmission electron microscopy
[120], and atomistic modeling [121], it is known that the
spherically symmetric model for quadrupolar field
distribution, which is often used to interpret electron spin
relaxation, is oversimplified [36, 38]. Yet, the prominent
quadrupolar relaxation dip found in these measurements
does not permit a more granulated reconstruction of the
topology of quadrupolar coupling, strain, or chemical
composition. This is due to the strong isotropic hyperfine
coupling of electrons lead to this relaxation mechanism to
be completely dominated by strongly coupled nuclei with
large spin. The reduced hyperfine coupling of hole spins to
the dynamic nuclear ensemble in combination with
increased sensitivity and temporal range of the experiment
allow us to observe the actual implications of the rich
nuclear spectrum, which is often found by other means, for
example frequency domain measurements [122, 127, 130].
In addition, the nuclear spin ensemble is even more weakly
perturbed by the Knight field produced by the central hole
spin due to its reduced hyperfine coupling.

16.6 Summary

In this chapter, we performed pump-probe type of
measurements on individual electron and hole spin qubits.
For electron spin qubits, we demonstrated that the spin
evolution is dominated by an additional intermediate
relaxation mechanism, in contrast to earlier numerous
theoretical predictions. An important and unexpected



finding of our work is that at low magnetic fields the
intrinsic coherence time of the electron is drastically
reduced by combined effects of hyperfine and quadrupolar
interactions, reducing  to a value of ,
corresponding to only 4 ns in our case. Only the
application of a magnetic field stronger than the strength
of the quadrupolar coupling could remove these effects.
Our findings have major implications for extending the
coherence time evolution of electron spin qubits at low
magnetic fields. While the inhomogeneous dephasing time 

 can be reversed by the application of spin-echo
methods, the strong back-action of quadrupolar couplings
in the spin bath demonstrates the necessity of the
development of strain engineered QD structures for
extended coherence times , which may also help pave
the way toward creating useful semiconductor-based spin
qubits that can be incorporated into quantum information
devices.
For single hole spins preformed analogous experiments and
probe the interaction with the surrounding nuclear spin
ensemble. Hereby, we obtained insight on the underlying
nuclear spin dynamics and probed how the hole spin decay
evolves at long time scales. We confirm an  times
longer spin dephasing time  ns for the hole spin
over the electron spin. A promising number for applications
that utilize the hole spin as a stationary storage qubit in
long-distance quantum information protocols [102, 131].
The signature of anisotropic hyperfine coupling was
observed in spin polarization decay, allowing us to quantify
the degree of anisotropy  which is fundamental to
the character of the confined hole spin wave function. By
modeling this behavior, we derived the degree of light-hole
heavy-hole mixing, which is an essential mechanism for
enabling hole spin dephasing and thus refining the



description of hole hyperfine coupling beyond the initially
suggested pure Ising form [86, 102].
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17.1 Introduction

Quantum memory [1–3], referring to a memory for photons
in this chapter, is a device capable of mapping photonic
quantum states into a memory medium or directly
generating stored quantum states via emitting photons and
capable of retrieving the stored states at a later time.
Serving as one of the fundamental building blocks of
quantum repeater [4, 5] and quantum network [6–9], it
plays a significant role in a range of applications of
quantum information technology, such as for long-distance
quantum communication [10], linear-optical quantum
computing [11], etc. In order to harness the full potential of
these applications, it requires a high-performance quantum
memory with high efficiency, long lifetime, high fidelity,
large bandwidth, and multimode capacity. Over the past
decades, a number of theoretical and experimental
research efforts have been made for the development of
such a quantum memory.



When it comes to build a quantum memory, there are
mainly two considerations: one is the memory scheme and
the other is the memory medium. The former one
determines what working principle the quantum memory
relies on, and here we note that it is a memory protocol
independent to what the physical platforms we use, while
the latter one refers to the physical platform we use to
realize the transfer of photons into and out of the
memories. For the memory schemes, there are optical
delay line (ODL) [12, 13], electromagnetically induced
transparency (EIT) [14, 15], atomic frequency comb (AFC)
[16, 17], Duan–Lukin–Cirac–Zoller (DLCZ) [18–20],
controlled reversible inhomogeneous broadening (CRIB)
[21], far off-resonant Raman [22], Autler–Townes splitting
(ATS) [23], etc. These schemes have been widely explored
for storing single photons with discrete variables such as
polarization, time-bin, and orbital angular momentum;
actually, the schemes can be also applied for photons with
continuous variables (CV) such as position and momentum,
phase and amplitude, time and energy. For instance,
storage of squeezed light has been demonstrated with EIT
scheme [24, 25]. In addition, a Faraday rotation-based
quantum memory has ever been proposed for continuous
variables and experimentally reported in 2004 [26]. The
demonstration of quantum memory for photons with
continuous variables is also attractive due to its valuable
applications [27]. Nevertheless, due to limited space, these
CV-type memories are beyond the scope of this chapter.
For the memory media, one of the main choices is the
atomic ensembles like gas atomic ensembles [14, 15] and
solid-state atomic ensembles [28]. A clear advantage of
atomic ensembles is that the strong and controllable
coupling between atoms and photons can be acquired, for
instance, via the collective enhancement. An alternative
choice for the memory medium is the single particles like



single neutral atoms [29, 30], single trapped ions [31] and
single color centers [32, 33], which interact weakly with
single photons without a cavity, in comparison with atomic
ensembles. Due to limited space, these single-particle
memories are also beyond the scope of this chapter.
In the following, we will firstly introduce the widely used
memory schemes. Next we will give criteria on judging the
memory performances. Afterward, we will review the
physical realizations, as well as their recent advances.
Finally, we will discuss the applications.

17.2 Memory Schemes

17.2.1 Optical Delay Line

As the basic functionality of a quantum memory is to get
photons delayed, the simplest way is using an ODL. For
instance, optical fibers can be used to delay the photon and
release it at a chosen time. However, the storage time after
which the intensity of photons decreases to 1/  is limited
to around 100  s considering a fiber transmission loss of
0.2 dB/km. It is also difficult to be used as an on-demand
quantum memory. A better way for delay line is to utilize a
cavity and let the photons travel around it [12, 13], which is
the so-called all optical loop quantum memory. Figure 17.1
shows a typical scheme for such kind of quantum memory.
Once the photon enters the ring cavity via a polarization
beam splitter (PBS), its polarization is flipped through an
electronic optical modulator (EOM), then the photon will fly
in the cavity back and forth. After a chosen time, the
polarization is flipped again, and thus the photon can be
released from the cavity. The main requirement for the all
optical loop quantum memory is ultralow transmission in
each round trip, i.e. an ultrahigh-finesse cavity is needed,
which is the main challenge especially there exist EOM,



lenses, and other optical elements in the cavity. The
storage time is determined by integer multiples of the
flying time for each round trip of the photons. To acquire
long storage time, the cyclic flying time is expected to be
longer with a larger cavity length, which, however, reduces
the flexibility to retrieve the photon on demand. A trade-off
between the storage time and cyclic flying time should be
considered.

Figure 17.1 A typical scheme for cavity-assisted optical
loop quantum memory.

As ODL has its limitations on the storage time and
manipulations, more advantageous quantum memories
directly store qubits in a medium, for instance, stationary



atomic states, manipulating the atomic states and releasing
the stored qubits via controllable optical pulses. This kind
of quantum memories is what we mainly focus on and can
be roughly divided into two classes, namely absorption type
and embedded type. The former type, as the name
suggests, relies on absorbing an extra photon for storage of
the photonic quantum state. The most-often used schemes
for this type of quantum memory include EIT and AFC. The
latter type, also called built-in-type memory or emission-
type memory, refers to a memory that directly generates
the stored quantum state inside the memory. In contrast to
the absorption-type quantum memory where the stored
quantum state comes from input photons, it relies on
emitting of a photon and thus preparing an atomic
excitation as the stored quantum state, which can be easily
encoded to a stored atomic qubit or used for photon–
memory entanglement interface. A typical scheme for this
type of quantum memory is the DLCZ scheme. Below we
will mainly introduce give an introduction to the three
most-often used schemes and a brief description on other
less-often used schemes.

17.2.2 Electromagnetically Induced

Transparency

EIT is a coherent optical nonlinear process where an
opaque medium becomes transparent to light when extra
control light is applied to the medium [34, 35]. It was
experimentally observed by K.-J. Boller et al. with strontium
in 1991 [36]. Although the medium becomes transparent,
the controllable complex susceptibility  will lead to a
controllable group velocity of the transmitted light. For
instance, the first experiment of group velocity slowed
down to /165 was reported in 1995 [37], and light was
stopped later by several groups in 2001 [14, 15, 28]. In



additional, group velocity exceeding speed of light in
vacuum was also observed [38].
As shown in Figure 17.2a, we use a -structure energy
level to illustrate the EIT process. All atoms are initially
prepared in a ground state . A weak signal light
(frequency of , Rabi frequency of 1) coupling
the ground state  and excited state  with a detuning
of  from  is sent to the atomic ensembles. Another
strong control light (frequency of , Rabi frequency of 

) coupling another ground state  and the
excited state  with a detuning of  is applied to control
the EIT process. A simple understanding of EIT is the
destructive interference between different transition
pathways for the signal photons, i.e.  and 

, which inhibits the signal photon to be
absorbed and thus leads to transparency [35], as shown in
Figure 17.2b. Another explanation uses dressed state
picture as follows. For simplicity, assuming the two lights
propagate collinearly, for instance, in the  direction.
Under the bases of , , and , the Hamiltonian can be
written as:



(17.1)

Figure 17.2 Scheme for EIT quantum memory. (a) A
simple -structure energy level for the EIT process. The
transparency of the weak signal light can be controlled by
the strong control light. (b) Illustration for different
absorption pathways for the signal light absorbed to the
bare excited state with the existence of strong control light.
(c) Illustration for different absorption pathways for the
signal light absorbed to the dressed states. (d) A time
sequence for EIT quantum memory. The signal photon
entering the memory medium will be stored as a spinwave
when the control light is adiabatically decreased to zero.
After a certain storage time, the control light is turn on
again and the stored spin wave will be retrieved as a
photon.

where  represents two-photon detuning.
Considering a two-photon resonant case, i.e. , 

, the eigenstates can be rewritten in the term of the
bare atomic eigenstates , , :



(17.2)

(17.3)

(17.4)

with corresponding eigenenergy , 0, 

. Here ,  are the “mixing angles”

and can be given by

For a common situation of weak signal light and continuous
strong control light, which could induce a transparency of
the signal photons, , . The eigenstates can be
simplified as:

It is now clear that the new eigenstates for the atoms
dressed by the strong control light include a ground state 

 and two excited states  and , atoms in the
ground state  can be absorbed via either of the
transitions, i.e.  or , where the frequency
of signal light with the two transitions has the same
detunings but opposite signs from new eigenstates  and 

, as shown in Figure 17.2c. Interference of the two
absorption pathways via either  or  is destructive,
leading to transparency of the signal light.



(17.5)

(17.6)

(17.7)

For detailed analysis of how states of signal light and atoms
in the medium evolve during the transmission, the dynamic
process can be solved by Maxwell–Bloch equation and
Lindblad equation [39, 40] as following:

where  ( : ),  represents coherence
relaxing rate between state  and ,  is the length of
atomic medium,  is the optical depth of atoms, and  is
the density matrix of atomic states. By solving the
equations, the responsive linear susceptibility of the atoms
to the EIT process is given by:

where  is the atomic density,  is the transition dipole
moment. The imaginary part  represents the absorption,
and the real part  represents the dispersion
corresponding to a refractive index . The group
velocity for the signal light is given by [35, 41]:



(17.8)

(17.9)

When the group velocity is controlled by the control light,
the coherent transfer between photonic states and atomic
states also happens. At this time, if the intensity of control
light can be adiabatically decreased to zero, i.e. ,
the group velocity will also go to zero, the atomic state 
in the dressed state picture will also adiabatically transfer
from  to . It presents the possibility to freeze the
signal light in the atoms, i.e. storing the signal light in the
atomic medium. The basic idea of quantum memory with
EIT process takes this as the starting point. The detailed
process for the quantum memory can be explained with
dark-state polaritons [42], where the dark-state polariton
field is defined as:

where ,  and  is the
normalized, slowly varying signal field ( ) strength. Under
assumptions of adiabatic approximations,  obeys:

It describes propagation of polaritons with group velocity
of . Note that dark-state polaritons include signal
photonic state, atomic state, and their coherent transfer,
where the part of atomic states is the so-called . If
decreasing  to zero, , only the part of atoms
remains in , i.e. the photonic state is completely
transferred to a spinwave. Thus, the main manipulation for
EIT-based quantum memory is to adiabatically decrease the
intensity of control light and transfer the signal photonic
state into spinwave for storage. After a chosen storage
time, the control light is turned on again, the spinwave will



(17.10)

be converted back to the photonic state and finally leave
the atomic medium, which is referred as the retrieval
process. A typical time sequence for EIT-based quantum
memory is shown in Figure 17.2d.

17.2.3 Atomic Frequency Comb

Quantum memories based on EIT have been widely utilized
in atomic gases, while for rare earth ions–doped solids
(REIDS), the AFC scheme [17] is more widely employed. In
contrast to other schemes such as EIT, which allows -
dependent multimode quantum memory [43], the AFC
scheme supports multimode storage of photons with stored
mode numbers independent of the optical depth, which
makes multimode quantum memories more realistic and
efficient. Benefit from the wide inhomogeneous broadening
in REIDS, storage of ultra-short wavepackets is also
possible.
The AFC-based quantum memory works by absorbing
photons and transferring the photonic state to a collective
atomic excitation. As shown in Figure 17.3a, atomic
ensembles are initially prepared to an periodic comb
structure through frequency-selective optical pumping, i.e.
forming an AFC. The AFC has a free spectral range (FSR)
of  and linewidth of . Photons with a detuning of  from
the excited state will be absorbed by the AFC and a
collective atomic state will thus be generated. The initial
collective state is given by

where  is the total number of atoms in the AFC,  and 
 represent the ground state and the excited state of the 
 atom respectively,  is the wave number of input light, 



 is the detuning of input light from excited state,  is the
position of the  atom, and the complex amplitude  is
determined by the frequency and position of the  atom.
After the photon absorbed via AFC, atoms with different
detunings begin to evolve and accumulate different phases.
Fortunately, due to the periodic structure of AFC, the
atomic ensemble has a periodic density spectral
distribution of  with a period of , and  can be
replaced by  with  an integer. Thus, all atoms will
evolve back to the original phases (integer multiples of 2 )
at time , i.e. the process of rephasing, leading to re-
emission of the input photon in the original state.  is
also defined as the pre-set storage time.

Figure 17.3 Scheme for AFC quantum memory. (a) Energy
level for the AFC quantum memory (left figure). Atoms in
ground state are frequency-selective pumped to an
auxiliary state, forming an atomic frequency comb with
periodic absorption line of photons. An absorption line for
photons with different frequency is shown in the right
figure. (b) Energy level for the spin AFC quantum memory
assisted by an extra state .

Unlike EIT-based quantum memory, where storage process
of signal light is under control of another strong light in a 

-structure three-level atomic system, in AFC-based
quantum memory, the input light couples a two-level
atomic system (ground state  and excited state ) and



(17.11)

(17.12)

(17.13)

is directly absorbed by the atoms. The dynamic behavior of
absorption and re-emission process can be explained by the
following equations [17, 44]. For simplicity, the light field
with a frequency of  is considered propagating in 
direction and decomposed in forward and backward modes,

The absorption process can be simply understood by
Lambert–Beer law, where an effective optical depth 

 is used for Gaussian shape peak. Here  is the
peak optical depth of each frequency comb, and  is
the finesse of AFC. During the transmission,  is
obtained as:

For the dynamic evolution of input light fields and atomic
states, atomic coherence  is used and defined as,

where  is the total number of atoms coupled by the
input light. It is related to a detuning of  because of the
nonuniform optical depth for photons with different
frequency and also related to the position  because of the
finite size of the medium or nonuniform atomic density
distribution. Under the approximation that most atoms stay
in the ground state, i.e. the number of excited atoms can be
ignored compared to the total atom number, the dynamic
evolution of the atomic coherence and input light are given
by Maxwell–Bloch and Heisenberg–Langevin equations:



(17.14)

Here  is the dipole moment of atomic transition, 
with , where  is the quantization
volume.
As the storage time of AFC-based quantum memory is
predetermined by the separation of adjacent combs ( ),
on-demand retrieval of stored photons is not directly
allowed. To acquire an on-demand quantum memory with
AFC, extra energy levels of ground states are needed. As
shown in Figure 17.3b. the main idea is to apply a -pulse
of  transition to transfer the coherence between 

 and  to  and  at time , and thus the phase
evolution of atoms will be frozen and lasts to time  until
another -pulse is applied to transfer the coherence back.
A total storage time includes the rephasing time  and
the time separation  between the two -pulses. Thus
the retrieval time can be controlled and on-demand
quantum memory is allowed. For the main physical medium
(REIDS) using AFC, Zeeman splitting of ground states is
usually utilized. However, the split states are limited to two
for Kramers ions such as neodymium, erbium, etc. The split
states here have been used as  and . The initial 

 state is used to receive the atoms from  during
frequency-selective pumping process. Once an input photon



is absorbed by the AFC, it will result in an atom
transferring from  to . In order to allow spin AFC
memory, the atom in  needs to be transferred to another
empty ground state, since  and  have been used, a
third ground spin state, i.e.  is needed to perform the
transfer process. A possible way for this target may be to
utilize the nuclear splitting states to form a double-
structure [45]. In most experiments, on-demand storage
usually happens in non-Kramers ions such as
praseodymium and europium, etc., where extra ground-
state splitting exists.

17.2.4 DLCZ Scheme

In addition to EIT and AFC, the DLCZ scheme [18] is also
widely used. The initial purpose of this scheme is not for
storage of arbitrary photonic states but for the generation
of remote atom-atom entanglement via photon interference
for quantum repeater.
Different from the absorption-type schemes, in DLCZ, the
quantum memories are built-in, which rely on directly
generating a stored atomic excitation conditioned on
emitting a Raman-scattered single photon, named as a
write-out photon. As shown in Figure 17.4, a -type level
scheme is utilized, similar as EIT. All atoms are initially
prepared in a ground state , an off-resonant write pulse
with a detuning of  is applied to excite the atoms.
Through Raman scattering, a write-out photon will be
produced with a small probability  in one mode, and
simultaneously one atom gets transferred from  to ,
creating an atomic collective excitation. The non-
normalized joint state between the atoms and the write-out
field can be given as:



(17.15)

Figure 17.4 The DLCZ scheme. (a) The write process. An
atom is transferred from the ground state to another state
and stored as a spinwave via Raman-scattering a write-out
photon. (b) The read process. A strong read light will
convert the stored spinwave back to a read-out photon.

where multi-excitation events has been ignored in
consideration of small , =  with the
wavevectors of write ( ) and write-out ( ) photons, 
is the position of  atom, = ,  is the creation
operator for write-out photons,  is the initial state 

 with  stands for photons and 
stands for atoms. Define an excitation operator for atoms
as:



(17.16)

(17.17)

(17.18)

(17.19)

Now  can be represented as:

Here  is the probability of exciting one atom over
all atoms and emitting one write-out photon. The state is a
typical example of entangled state under Fock basis, where
whether the atom is excited is entangled with the emission
of write-out photons. To avoid multiple excitation events,
which may lead to emission of multiple write-out photons,
the write light is set weak enough to let only one atom be
excited.
Once the write-out photon is emitted, a collective state of
atoms is generated and stored. Conditioned on the
detection of write-out photon, one can herald the existence
of collective state, i.e. spinwave, given by:

With a certain storage time after the write process, atoms
move to a new position , another strong read light can be
applied to convert the spinwave to an anti-Stokes photon
named as read-out photon, as shown in Figure 17.4b.
Similar with the write process, we define an operator as:

Now the joint state between atomic state and read-out
photons can be given by:



(17.20)

(17.21)

(17.22)

which gives a description for the read-out photon as:

with a probability  of emitting the read-out photon in the
direction of :

Here  represents the probability of emitting the read-out
photon in the direction of  in the single atom case. If
Ignoring the atom movements and the phase-matched
condition is satisfied, i.e. , the
probability of emitting the read-out photons along the
direction of  can be enhanced by  times compared to
the single atom case, which is known as the collective
enhancement and can significantly help to achieve high
retrieval efficiency. Note that the read process in the DLCZ
scheme is the same as EIT and can be solved by the
methods mentioned in the previous Section 17.2.2.

17.2.5 Other Schemes

Quantum memory has attracted massive attention because
of its significance for quantum communication and
quantum computing, etc. Various schemes have been
proposed for reliable quantum memories. Besides the



schemes introduced in Sections 17.2.1, 17.2.2, 17.2.3,
17.2.4, there are several other schemes demonstrated
successfully in experiments as well.
CRIB is based on the photon-echo technology [46]. Unlike
AFC, it does not require the preparation of AFCs but makes
use of a continuous atomic spectral distribution instead.
When a photon is absorbed and stored by the atoms, the
atomic phase evolution of  for all atoms can evolve
to original phase if the detuning  can be adjusted to be
flipped to  after sometime . The phase evolution will
be  for the  atom and goes to
original phase at , leading to re-emission of the
stored photons. Depending on the storage medium,
methods to induce the atomic spectral distribution and flip
the phase evolution vary. A specific example is the gradient
echo memory (GEM) [47, 48] where the memory control is
purely electro-optic, without requiring  pulses.
The far off-resonant Raman scheme was proposed mainly
for high-speed and broadband quantum memory, it was
experimentally realized in 2010 by K.F. Reim et al. [22].
The storage process of Raman quantum memory is similar
as EIT, where the main difference is the detuning of the
stored photons from the excited states. In EIT, the single
photon detuning  is usually set to the level of MHz and
the storage bandwidth is limited by the linewidth of energy
level of excited states, while in the Raman scheme, the
detuning is set to several GHz to inhibit the influence of
excited states on storage bandwidth and thus allow
broadband quantum memory. The large detuning also
destroys the interference between different absorption
pathways like EIT and results in no influence on the group
velocity.



Recently, another scheme toward high-speed quantum
memory was proposed – the ATS scheme, which mainly
relies on absorbing and storing photons via the “Autler–
Townes effect.” It has been experimentally reported for
storage of nanoseconds-long single-photon-level laser
pulses [23, 49, 50].

17.3 Performance Criteria

To assess the performance of a quantum memory, there are
several criteria being used such as working wavelength,
efficiency, storage time, fidelity, bandwidth, multimode
capacity, and integratability. Below we will give a
description on these criteria.

17.3.1 Working Wavelength

The working wavelength of a quantum memory means the
wavelength of photons that quantum memory can store, it
varies with different quantum memory platforms. One of
the most appealing wavelengths is telecom wavelength,
which can support the lowest transmission loss in fibers
and is significant for entangling distant quantum nodes.
However, there are few mediums whose transition between
atomic energy levels is at telecom band. The only element
so far is erbium [51] whose separation of ground state and
first excited state is at telecom wavelength. Although other
elements such as rubidium [52], praseodymium [53] also
have transition energy levels compatible with telecom
band, the transition occurs among higher excited states. It
remains challenge for quantum storage of telecom band
photons because of the short lifetime, resulting in difficult
initialization of atomic excited states, large decoherence
rate, and so on.
Up to date, quantum storage of telecom band photons has
been reported only in -doped solid atomic ensembles



with pre-set storage time [54, 55] or via a nanofabricated
mechanical resonator [56]. Other physical media used for
quantum memories, especially on-demand quantum
memory, mainly have working wavelengths at visible,
infrared, or near-infrared band such as ytterbium ions
(369.5 nm), :YSO (580 nm), :YSO (606 nm), :

 (878 nm), NV centers (637 nm), rubidium atoms
(780/795 nm), caesium atoms (852/895 nm), InGaAs
quantum dots (966 nm), etc.

17.3.2 Efficiency

The efficiency of a quantum memory mainly includes
storage efficiency and retrieval efficiency, it is a significant
parameter for building quantum networks. Storage
efficiency is defined as the number ratio of photons stored
into the memory over input photons, which indicates how
many the photons can be successfully stored into the
memory. Retrieval efficiency is the number ratio of
retrieved photons over the stored photons, which indicates
how many the photons can be successfully retrieved from
the memory.
The initial efficiency of a quantum memory with different
schemes is determined by various mechanisms. For EIT,
the storage efficiency can be close to one, while the
retrieval efficiency is mainly determined by optical depth
along with some other factors such as pulse shape, laser
power,etc. [57–59]. With current state of the art, EIT
memory with an intrinsic efficiency of 0.92 for coherent
light [40] and 0.86 for single-photon qubit [60] is recently
reported under large optical depth. For AFC, the coherent
storage process relies on the high optical depth to absorb
the photons completely, the retrieval process relies on the
proportion of background absorption and rephasing of
absorbed photonic state. By using an impedance-matched
cavity [61], efficiency with 0.56 has been achieved [62].



For DLCZ, the storage is conditioned on emitting and
detecting a single write-out photon, hence the conditioned
storage efficiency is considered as unity. The retrieval
efficiency is mainly determined by the optical depth as the
same with EIT quantum memory. Intrinsic retrieval
efficiency of 0.88 and overall detected efficiency exceeding
0.4 have been reported in cold atomic ensembles with 
of 2 by utilizing a self-filtering ring-cavity [63].

17.3.3 Storage Time

The storage time of a quantum memory is the time interval
between creating and releasing the stored atomic states. As
the efficiency also depends on the storage time, an extra
criterion for assessing quantum memories is storage
lifetime, which is usually defined as the storage time when
the efficiency decreases to  or 50% of the initial
efficiency. There are various mechanisms influencing the
storage lifetime, which will simultaneously affect the
efficiency while increasing storage time. For atomic-gas-
based quantum memories, atomic motion is inevitable. EIT
and DLCZ quantum memories are also sensitive with
motion of spinwave and fluctuation of magnetic field, etc.
For solid-state quantum memories, the main influence
comes from the interaction of atoms and crystal field,
including spin–spin flip, spin–lattice relaxation, spectral
diffusion, etc. Besides, phonon relaxation process is also
unavoidable, where stored atomic states will decay via
phonons.
Long storage time is important for quantum memories
especially when they are used to construct worldwide
quantum repeaters [4], where simultaneously preparing
entanglement between adjacent nodes needs the
successfully prepared entanglement waiting until all
entanglements are generated for further entanglement
swapping. During the waiting process, a quantum memory



(17.23)

(17.24)

with long storage time is necessary, which requires at least
the time level as average time cost of successfully
entangling quantum nodes [64]. With an ideal quantum
memory with infinite storage time, the entanglement
generation rate in quantum repeaters scales polynomially
with distance , while for quantum memories with finite
storage time , the rate-over-cost scales, at best, as 

 [65]. Currently, quantum memory with storage
time up to hundreds of milliseconds has been achieved in
cold atomic ensembles with the DLCZ scheme [66] by
confining the atoms in a 3D optical lattice. Storage time
over 1 hour for coherent light has also been reported in 

:YSO with AFC [67] by utilizing spinwave storage and
dynamic decoupling, which can in principle support long
time quantum storage of single photons.

17.3.4 Fidelity

Fidelity is used to evaluate the overlap of quantum states
before and after storage. For a pure state  to be stored,
the retrieval state after storage is , then the fidelity is
defined as:

where  and  are the density
matrices. For an arbitrary quantum state with density
matrix , after the quantum memory, the output state
becomes , here a universal fidelity is usually calculated
as [68]:



For a completely unknown quantum state, it needs to
perform quantum tomography [69] to acquire the full
density matrix; however, the tomography process seems
cumbersome especially for multiple qubits in a large
Hilbert space. Thus, in real experiments, if one just want to
assess the overlap between a quantum state and a known
target state (pure state like GHz state), Eq. (17.23) is used
more often, where only a few local measurements are
needed [70].
Fidelity is also used to confirm whether the storage process
is quantum or classical. It is known that one can acquire
what a single qubit is with a max probability of 2/3 through
classical measurements [71], i.e. to confirm a quantum
memory, the measured fidelity needs to be larger than 2/3,
the lower bound for a quantum storage process.
As the quantum memories will not destroy the stored
photonic states, the fidelity can reach as high as close to
unity once the noise is suppressed enough. Up to date,
fidelity exceeding 0.95 for quantum memories has been
widely reported, among which a fidelity of 0.999 has been
demonstrated for storage of photonic polarization qubit at
single-photon level [72].

17.3.5 Bandwidth

The bandwidth of a quantum memory means the max
spectral width of a single photonic wavepacket that can be
totally stored, it determines how fast the storage process
can occur and how many frequency multiplexed modes can
be allowed for multimode quantum memory. The larger the
bandwidth is, the shorter the photonic wavepackets can be
used, the faster the stored pulse train can be.
The bandwidth is constrained by linewidth of excited
energy levels in EIT and DLCZ quantum memories, thereby
a promising way is to use far-off resonant Raman quantum



memory. So far, quantum storage of GHz-bandwidth
heralded single photons and time-bandwidth product
exceeding 1000 has been reported [73], which proves the
ability of the Raman scheme for broadband quantum
memories. A THz-bandwidth quantum memory is also
possible via larger detuning with hundreds of THz [74].
However, the capacity for storage of multiple photons
based on Raman quantum memory is still determined by
optical depth like EIT, where the storage number for
multimodes scales as .

Another promising way for broadband quantum memory is
to harness the wide inhomogeneous broadening in rare-
earth ions doped solids through the AFC scheme. Because
of various species of doped ions and solid hosts, there are
many choices for the memory medium. For instance,
inhomogeneous broadening over thousands of GHz has
been found in -doped fibers, which can, in principle,
support quantum storage of photonic wavepacket with
spectral width of THz and temporal width of picoseconds.
Quantum memories with large bandwidth can not only
allow high-speed quantum information processing but also
allow the storage of frequency multiplexed modes by
partition the broadening into several frequency sections.
Currently, a total bandwidth of 16 GHz has been used to
store heralded single photons and partitioned into six
frequency sections for storing frequency multiplexed modes
[75].

17.3.6 Multimode Capacity

Multimode capacity of a quantum memory means how
many photonic modes can be stored simultaneously. The
modes mainly include temporal modes, spectral modes,
orbital angular momentum, spatial modes, other degrees of
freedom, etc. A multiplexed quantum memory is important



to develop on-chip quantum technology and multiplexed
quantum information processing, which need to perform
quantum operations with the least quantum devices.
Currently, the best scheme for multimode quantum
memory is the AFC scheme, where the number of stored
modes ( ) is independent of optical depth in contrast with
EIT (  scales as ), CRIB (  scales as ) and other
schemes [43]. For temporal multiplexing quantum storage,
the number of modes that can be stored is often
characterized by the time–bandwidth product, which is
defined as the product of storage time and bandwidth.
Time–bandwidth product determines the upper bound of
how many temporal modes can be stored into quantum
memories simultaneously. For spectral multiplexing
quantum storage, multiple frequency sections need to be
prepared by making using of Doppler broadening,
inhomogeneous broadening, etc. By utilizing temporal and
spectral multiplexed single photons, quantum storage of 6
spectral modes, 100 temporal modes, and 130 alternative
modes have been realized with AFC in -doped fibers
[75], :  [76] and :YSO [77], respectively. In
addition, photonic modes with other degrees of freedom
like spatial modes and orbital angular momentum modes
can be also utilized to improve the multimode capacity [78,
79].

17.3.7 Integratability

Just like classical internet, whether the quantum memory
device can be integrated is also an important question in
future quantum networks. In the Moore era for information
science, nanoscale device is necessary. Currently, the size
of quantum memory devices such as atomic ensemble, bulk
crystal is too large to support integration. It needs the
realization of micro- or nano-photonic light-matter interface



for further applications. To achieve the goal, on-chip
waveguide with rare earth ions is one of the main quantum
memory devices that can be integrated, which has been
studied and reported for storage of single photons recently
[77, 80, 81]. An alternative way by making using of the
mature silicon fabrication technologies is to couple a Si-
waveguide to thin film or crystal doped with rare earth ions
via the evanescent field [82]. In addition, photonic crystal
nanobeam resonator with rare earth ions is also under
research for developing integrated quantum memories [83,
84].

17.4 Physical Realization

To build quantum memories, several physical platforms are
available, including single particles like single atom and
single color center, gas atomic ensembles like laser-cooled
atoms and warm atomic vapors, solid state atomic
ensembles like REIDS and some other physical mediums.
Here we focus on the atomic ensembles used as the
memory platforms.

17.4.1 Gas Atomic Ensemble

Gas atomic ensembles are currently one of the most
popular mediums for quantum memories. In contrast to
quantum memory with single particle where large N.A. lens
or high finesse cavity is often used to collect the emitted
photons for high efficiency, collective enhancement can
happen in atomic ensembles and efficient collection of
emitted photons is possible even without large N.A. lens or
high finesse cavity. The most often used schemes are EIT or
DLCZ. In 2001, experimental light storage with EIT was
reported for the first time in cold atomic ensemble [15] and
warm atomic ensemble [14], respectively. The experiments
efficiently prove the feasibility of EIT-based quantum



memory with gas atomic ensembles. In 2003, DLCZ
quantum memory was experimentally realized in gas
atomic ensembles [19, 20]. By utilizing the read-out photon
in DLCZ quantum memory as single photon source, EIT-
based quantum storage of single photons in gas atomic
ensembles was experimentally demonstrated in 2005 [89,
90].
Alkali atoms such as rubidium and caesium are the main
mediums used for quantum memories based on atomic
gases, they work at a wavelength of near-infrared band and
are often correlated with telecom band photons via
quantum frequency conversion [52, 91]. The memory
efficiency of EIT/DLCZ-based memory is mainly determined
by the optical depth and can reach 0.90 [40, 60] with
large optical depth. For low optical depth, cavity can be
utilized to improve the photon–atom interaction (or the
effective optical depth) and thus high efficiency is still
possible [92, 93]. By utilizing other schemes, high
efficiency up to 0.87 [94] for GEM memory and 0.82 [95]
for Raman memory have been also reported. The memory
fidelity is influenced by the signal-to-noise ratio (SNR),
once the efficient quantum memory allows large SNR, the
fidelity is usually high, for instance, exceeding 0.99 [96].
For atomic gases, atomic motion has to be considered
because it will prevent the achievement of long storage
time. By cooling the atoms and trapping them in optical
lattice to inhibit their movements, the storage time can
reach hundreds of milliseconds [66]. Alternatively, by
coating the vapor cells with paraffin, the atomic coherence
properties can still preserve for a rather long time since the
special coating can help atoms withstand collisions with the
cell walls for tens of thousands of times, thus storage time
up to several milliseconds in warm vapor cells is possible
[26]. EIT or DLCZ memory bandwidth is importantly
influenced by the natural linewidth of excited states, the



quantum memories are limited to megahertz bandwidth. To
improve the bandwidth, one way is to use the Raman
scheme [22] in atomic gases, where gigahertz bandwidth
has been reported [73]. Another way is to utilize AFC,
which has great advantages over broadband quantum
memory, realization of AFC quantum memory in atomic
gases is also appealing [97]. The multimode capacity of
quantum memories mainly depends on the memory scheme
for enough atoms (Section 17.3.6), in quantum memories
with atomic gases, most research is still based on storage
for single photonic mode, only a few multiplexed quantum
memories are reported through dividing a big atomic
ensemble into several small ensemble cells [78, 98],
harnessing multiple spatial modes of generated spinwaves
[99–101] or manipulating temporally selective read-out
process [102]. Considering the integratability of gas atomic
ensembles-based quantum memories, warm atomic vapor
cell is more likely to have smaller size and fabricated on a
chip than cold atomic ensemble [103], cause the
preparation of cold atom is sophisticated, and will result in
a large size system. An research direction for micro-system
cold atoms is the cold atomic chip, where the atoms are
cooled and trapped on a small-scale chip. It has been
widely researched for atoms-based precise measurement
[104].

17.4.2 Solid-State Atomic Ensemble

Solid-state atomic ensembles, especially REIDS are also a
favorable candidate for quantum memories because of their
various working wavelength with different doped ions (for
telecom band photons), long optical and spin coherence
time [105] (for long storage time), large inhomogeneous
broadening [54] (for large storage bandwidth). Different
from atomic gases where embedded-type quantum
memories have been widely used based on the DLCZ



scheme, REIDS is often used as absorptive-type quantum
memories based on photon echo technology such as CRIB
and AFC. Currently, AFC has been the most often used
scheme in REIDS quantum memories. The AFC quantum
memory was experimentally observed with :  in
2008 [16] and theoretically analyzed in 2009 [17]. Since
then, more and more research studies are focusing on
acquiring high-performance AFC quantum memories in
REIDS. By improving the performance, entanglement
between two multimode quantum memories has been
demonstrated recently [106, 107].
As there are various species of rare ions that can be doped
into solid-state host materials, the working wavelength for
different ions varies. For instance, erbium ions can work at
1.5  m for storing long distance transmitted photons while
thulium ions can work at 795 nm approximate to where
rubidium atomic gas works. By varying the host material
such as , , , , , ,
and even organic molecular materials, etc., the
inhomogeneous broadening can vary from several MHz to
THz, making broadband and frequency multiplexed
quantum memories possible. With the current state of the
art, the storage efficiency is a challenge to most AFC
quantum memories with REIDS due to finite optical depth
and non-zero background absorption. Despite the storage
time being preset by the comb spacing of burned AFC, on-
demand retrieval and long storage time can be acquired by
transferring the optical coherence to spin coherence. As
the 4f–4f transition of rare earth ions is shielded from the
environment by the outer filled electron orbitals, coherence
can preserve for rather long time and support a storage
time of several seconds to hours. For multimode capacity,
AFC has its unique advantages, where the number of
stored modes is independent with the optical depth [43].
The integratability of solid-state materials seems much



easier since these solid hosts can be easily fabricated to a
micro- or nanoscale waveguide, thus on-chip waveguide
based on REIDS is practical for chip-based quantum
memories.
In contrast to the first proof of principle demonstration of
AFC quantum memory for weak coherent light with
wavelength of 880 nm, storage time of 250 ns, storage
efficiency of 0.005, AFC quantum memories with REIDS
have been widely studied for improving their performance.
To let REIDS directly store photons at telecom band,
erbium ions doped into different solid host materials are
used as the memory medium [54, 81, 108]. To improve the
memory efficiency, an impedance-matched cavity is
suggested [61] and experimental realization of efficiency of
0.56 have been reported [62]. To improve the storage time,
the optical excitation can be converted into a spinwave
excitation for spinwave storage [109] and the stored
photons are then retrieved by converting the spinwave
excitation back to the optical excitation. By doing this, the
AFC quantum memory can not only get longer storage time
but also support on-demand retrieval process. Recently,
storage time up to 1 hour has been reported for storage of
coherent light [67]. For high-fidelity qubit memory, fidelity
up to 0.999 for polarization-encoded qubit has been
realized by designing the memory medium composing of
two pieces of crystals sandwiching a half-wave plate [72].
To realize broadband quantum memory, medium with large
inhomogeneous broadening is necessary since the storage
bandwidth of AFC quantum memory mainly depends on the
frequency width of burned AFC, which is directly
influenced by the inhomogeneous broadening of the
memory medium. By doping the rare earth ions into
different solid hosts, which can provide various local
electric field for the doped ions and lead to wide energy
shift for doped ions [110], media with large inhomogeneous



broadening can thus be found and used for broadband
quantum memory. For instance, erbium-ions-doped fiber
has inhomogeneous broadening up to THz and can be
easily used as frequency multiplexed quantum memory
with GHz storage bandwidth [75]. For temporal multimode
quantum memory, AFC also suits well. The upper bound of
stored modes is determined by the storage time–bandwidth
product. With current state of the art, storage of 100
temporal modes [76], six spectral modes [75] of single
photons have been demonstrated. By simultaneously
multiplexing temporal and spectral modes, temporal and
spectral quantum storage of 130 single photon modes has
been reported [77]. To integrate the REIDS for quantum
memory, several groups are right now developing on-chip
quantum memories by fabricating the REIDS to a photonic
crystal nanobeam resonator or a micro (nano)-scale
waveguide.
Even though REIDS are mostly used for AFC quantum
memories, REIDS are also available for storing photons
with other schemes such as CRIB [46, 111], EIT [28, 112],
DLCZ [113, 114].
Quantum memories with gas atomic ensemble and solid-
state atomic ensemble have been widely studied and lots of
application progresses have also been achieved. However,
there isn't a high-performance quantum memory that
behaves very well in all aspects, some research groups are
still trying to develop other physical system for quantum
memories such as single ions [85], single neutral atoms
[86], NV centers [88], quantum dots [115–117], oscillators
[56, 118] and molecules [119–121].

17.5 Applications

Quantum memory is a basic requirement for several
applications of quantum information technologies like



quantum computing and quantum communication. During
the last decade, great efforts have been made toward the
aim of satisfying the requirements for linear-optical
quantum computation and quantum repeater. In addition,
other prospective applications such as memory-assisted
quantum key distribution and single-photon detection also
emerged. Below we will review recent experimental
achievements toward these applications. Assisted by the
quantum memories, it has paved a big step to the
development of quantum information processing.

17.5.1 Linear-Optical Quantum Computing

Quantum computation is believed to have the ability to
solve questions that can't be solved efficiently via classical
computers and is under research in various systems
including ion-trap system [122], superconducting system
[123], linear optical system [11], etc. Linear optical system
is appealing for quantum computing because of its simple
composition, convenient integration and good photon
coherence.
Linear optical quantum computation [11, 124] is realized
relying on multiple single photon states and the
probabilistic quantum gates among the photons in a linear
optical system. The optical system mainly includes linear
optical elements such as waveplates, beam splitters, phase
shifters, which can be easily integrated on a chip. To
perform linear quantum computation, one of the most
important steps is to generate multiple single photons
simultaneously. By utilizing quantum memories, the
generation rate for multiple photons can be effectively
enhanced [125, 126], even though it still can't make the
probabilistic photon source deterministic. Figure 17.5a
displays a scheme to simultaneously generate multiple
single photons via quantum memories. By storing
probabilistic heralded single photons into quantum



memories and retrieving them on demand, the generation
rate can be enhanced by  with an ideal quantum
memory, where  is the number of photons and  is the
photon generation probability for each individual single
photons.
As seen from the aforementioned multi-photon generation
scheme, a more basic application of quantum memories is
also presented, i.e. single photon source realized with the
DLCZ quantum memory. Conditioned on the detection of
write-out photons, read-out photons can be retrieved as
single photons. By doing this, multiple single photons with
much narrower linewidth can be simultaneously generated
via the DLCZ quantum memories(shown in Figure 17.5b)
for interference [127]. Specially, by making use of the
Rydberg blockade in atomic gases, deterministic single
photon source is allowed with Rydberg atomic quantum
memory [128, 129]. Making use of such a waiting
mechanism, real-time ghost imaging was demonstrated
with a quantum memory [130].



Figure 17.5 Scheme to generate multiple single photons
synchronized by absorption-type (a) or embedded-type (b)
quantum memories. (a) Multiple quantum correlated
photon pairs are generated probabilistically via pumping
non-linear crystals, one photon from the photon pairs is
stored into the absorption-type quantum memories while
the detection of the other photon acts as heralding signal to
herald the existence of the stored photon. Once all pairs
give heralding signals, the stored photons are all retrieved
simultaneously to prepare multiple photons. (b) The stored
atomic state in the embedded-type quantum memory is
heralded by the detection of the write-out photon. Once all
write-out photons from all quantum memories are
successfully detected, multiple photons are prepared by
applying the read light to retrieve the readout photons
simultaneously. NLC: non-linear crystal; SPD: single-photon
detector.

During the quantum computation, clock synchronization is
also an important character to ensure effective information
processing. The use of quantum memories can help store
results and ensure all the parallel processing steps
synchronized.



17.5.2 Quantum Repeater

Quantum communication is considered as an absolutely
secure way of communication thanks to the no-cloning of
quantum information. During photon transmission over
noisy channel such as fiber, the probability of both photon
loss and qubit decoherence grows exponentially with the
length  of the fiber, which will influence the
communication rate and fidelity of transmitted quantum
information. An available solution is to generate quantum
entanglement among distant quantum nodes and transmit
quantum information among these distant nodes via
quantum teleportation.
The key element is to generate long-distance quantum
entanglement, however, direct entanglement distribution is
also limited by the photon transmission loss. To still
generate distant entanglement, quantum repeater scheme
is proposed [4]. The basic idea is shown in Figure 17.6, to
finally obtain entanglement between remote nodes A and Z,
several sections are divided, and entanglement between
adjacent nodes with shorter distance is generated, after
entanglement in each section is successfully prepared, Bell-
state-measurement (BSM) is performed for entanglement
swapping to obtain entanglement with longer distance. As a
result, distant entanglement can be generated via this way.
To guarantee the swapping, quantum memory is needed for
storage of successful entanglement until all entanglements
are prepared, i.e. photon–memory/memory–memory
entanglement is the fundamental building block for
quantum repeater. Under the utilization of quantum
memories, the decrease of long-distance entanglement
generation rate can be reduced from scaling as exponential
to polynomial vs. the distance , and the quantum
communication over thousands of kilometers is possible
with optical fiber network.



Figure 17.6 Scheme for quantum repeater. Distant nodes
A and Z are entangled by dividing the link to several
sections with short elementary links like A and B, … , Y and
Z. Entanglement is established between quantum memories
A and B, … , Y and Z. Then Bell-state measurements (BSMs)
between B and C, X and Y are performed to swap the
entanglement for preparing entanglement between A and
D, W and Z. Finally, the same operation is applied to D and
W for generating entanglement between distant nodes A
and Z.

On the way to building photon-memory entanglement,
quantum memories can not only directly store the
entangled photons but also be used to emit single photons
for directly generating photon–memory entanglement. For
absorbed quantum memories with schemes such as EIT,
AFC, etc., direct storage of entangled photons is utilized to
generate entanglement between adjacent nodes. For
embedded-type quantum memories with schemes such
DLCZ, Raman scheme, two pairs of photon–memory
entanglement can be directly generated, then memory–
memory entanglement can be acquired by Bell state
measurement performed on the two transmitted photons.

17.5.3 Quantum Key Distribution



Although quantum repeater can solve the problem of long-
distance quantum communication, it strongly relies on the
performance of quantum memories. For instance, a
practical quantum repeater requires the memory storage
time far exceeding the average time to successfully
generate entanglement between quantum repeater nodes,
which is actually difficult with current state of the art. To
lower the harsh requirements on the high performances of
quantum memories used for quantum communication,
scheme for memory-assisted quantum key distribution (MA-
QKD) is proposed [131], which is believed to have the
potential to beat the highest quantum communication
distance records with no-memory QKD.



Figure 17.7 Scheme for measurement-device-independent
quantum key distribution (MDI-QKD) with quantum
memories. (a) The original MDI-QKD protocol. Alice and
Bob send photons to the middle site to perform BSM. (b)
MDI-QKD with heralding quantum memories. Alice and Bob
send photons to their respective quantum memories (QMs)
in the middle site. At each round, each QM attempts to
store the incoming photons. Once they are both loaded via
the heralding signal from the memories, we retrieve the
QMs' states and perform a BSM on the retrieved photons.
(c) MDI-QKD with non-heralding quantum memories. At
each round, photons entangled with the QMs A and B are
firstly generated. These photons interfere at the BSM
modules next to the QMs with incoming photons from Alice
and Bob. As soon as one of these BSMs succeeds, we stop
the entanglement generation processes on the
corresponding QM, and wait until another BSM related to
the other QM also succeeds. In this case, QMs are not
required to have the ability to herald the success of the
storage process; a trigger event is declared by the success
of the BSM located between the QM and the respective
encoder.

Source: Panayi et al. [131]/IOP Publishing/CC BY-3.0.



Figure 17.7a shows the conventional measurement device
independent quantum key distribution (MDI-QKD), which
relies on sending encoded photons by Alice and Bob to a
middle site for BSM and is more secure compared to the
original BB84 protocol. The key generation rate depends on
the successful interference probability of the transmitted
photons, which is constrained by the low efficiency that
photons can occur at the middle site. An undesired case is
that photons from Alice successfully arrive at the middle
site while photons from Bob fail or photons from Alice fail
while photons from Bob success. Inspired by the concept of
quantum repeater, if photons from Alice or Bob can be
firstly stored into heralding quantum memories, which can
herald whether photons are stored, and be retrieved for
BSM until both photons success to arrive at the middle site,
thus the unexpected cases is avoided, where the
successfully arrived photons can be stored and wait. The
scheme is shown in Figure 17.7b. By utilizing such a
memory assisted MDI-QKD, the average time needed to get
a successful event of BSM can thus be efficiently
decreased, i.e. higher key rate is possible. Compared to the
quantum repeater where classical communication time
among repeater nodes is an important factor and limits the
distribution period, in memory-assisted MDI-QKD, the
repetition rate of the sending process is mainly determined
by how fast the memories can be. For a quantum memory
that can't herald the storage, an additional BSM can be
placed, as shown in Figure 17.7c. Entanglement between
photons and quantum memories is firstly generated, then
the photon interferes with the photon from Alice (Bob), the
residual procedures are the same with the scheme in
Figure 17.7b. Recently, M.K. Bhaskar et al. and S.
Langenfeld et al. experimentally demonstrated the
quantum memory enhanced communication with single
silicon-vacancy (SiV) color center and single neutral atom
in a cavity [132, 133].



17.5.4 Detection of Single Photons

Highly efficient detection of single photons is an essential
requirement for quantum information processing. By
utilizing a quantum memory, one can firstly store single
photons into the quantum memory with a storage efficiency
reaching unity and then detect atomic state with an
efficiency close to unity, thus the photon can be detected
nearly 100% efficiency. For instance, photons at single
photon level or single photons can be stored into a
quantum memory, where storage efficiency around 90%
[40, 60] has been demonstrated, then the stored photons
can be mapped to an atomic state of cycle transition and
measured via fluorescence detection with the cycle
transition [134] (shown in Figure 17.8a), which could have
a detection efficiency of unity. Furthermore, as the
intensity of fluorescence is proportional to the number of
atoms that participate in the cycle transition, if there exists
multiple photons to be detected, by distinguishing the
fluorescence intensity, the photon number can be also
measured. Compared to the conventional single photon
detectors, photon detection with quantum memories can in
principle distinguish how many photons there are, i.e. it
can act as a photon-number resolved detector. Another
detection method is to store the photon into the atomic
quantum memory and then ionize the atom along with
using electron detectors to detect the charged particle [87]
(shown in Figure 17.8b), the detection efficiency is also
high.



Figure 17.8 Example for single photon detection via
quantum memories. (a) Photons are initially stored into
quantum memories via EIT, then the atomic states are
measured via fluorescence of cycle transition. (b) Atomic
states are measured via ionization detection.

17.6 Summary and Outlook

In summary, we have given an overview of quantum
memory for photons. Focusing on single-photon photon
storage, we have reviewed the memory schemes, key
figures of merit, physical realization, and the applications.
Significant progress has been achieved in improving the
memory performance in recent years, by demonstrating the
capabilities of storing photons with high efficiency, long
lifetime, high fidelity, large bandwidth, and high multimode
capacity. However, these demanding capabilities are
realized with different memory schemes or in different



memory media. Exploring and developing a quantum
memory with an overall high performance in a single
platform is still a outstanding goal for its potential
applications, such as in linear-optical quantum computing,
quantum repeater, quantum key distribution, and detection
of single photons. Along with further experimental
investigations on the established systems, it is appealing as
well to design new memory schemes and develop new
memory mediums.
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18.1 Introduction

Worldwide, researchers are fascinated by the rich physics
of semiconductor quantum dots (QDs) and their high
potential for applications in photonics and quantum
information technologies. QDs are small objects with a size
in the range of a few tens of nanometers that are made up
of thousands to a million atoms. They are often called
“artificial atoms” because they provide local spatial
confinement of single charges, which results in a fully
discrete energy spectrum analogous to the energy levels of
natural atoms. In contrast to atoms, QDs offer broad
engineering opportunities in terms of electronic structure
and therefore, optical properties. These can be post-growth
tailored by external factors providing a basis for the
realization of tunable quantum devices. However, it is



challenging to obtain identical QDs, which is an issue for
mass production and scalability.
Progress in realization of quantum devices and circuits
enables breakthroughs in experimental tests of quantum
physics and in practical applications of quantum
technologies in imaging, secure communication,
ultrasensitive metrology, and quantum computing [1].
Bringing quantum communication to a practical long-haul
level beyond proof-of-principle demonstrations in a
laboratory environment requires the development of
quantum light sources operating in the telecommunication
wavelengths, compatible quantum memories, and quantum
repeaters corresponding to signal amplification in a
classical network. Hereby, we focus on quantum light
sources. In the quantum network, each node needs a
transmitter and a receiver – an efficient source of single
photons acting as flying qubits and an efficient detection
system with sensitivity on the level of single photons to
encode the message. To ensure the security of the
transmission, quantum key distribution employing either a
single (e.g. BB84 [2]) or pair of entangled photons (e.g.
Ekert91 [3]) can be used.
Fiber optics is the technology used to transmit information
over long distances through fiber made of glass or plastic.
The O-band (1260–1360 nm) was historically the first
wavelength band used for optical communication because
available optical fibers at that time showed their lowest
loss within this band. Nowadays, optical fibers show their
lowest loss in the C-band (1530–1565 nm). To make
quantum networks truly practical, quantum light sources
need to fulfill certain requirements. The ideal source would
operate at 1550 nm at room temperature, be electrically
triggered with on-demand emission, provide a high
generation rate of Fourier-transform-limited photons into a
single Gaussian mode with high directionality (into



numerical aperture of a standard telecom single-mode
fiber), be deterministically fabricated with high yield, and
feature high single-photon purity (no multiphoton emission
events) and indistinguishability (all emitted photons are
identical) or high entanglement fidelity (maximally
entangled states are generated). Preferred are sources
realized within compact portable designs, integrated on a
photonic chip, and fiber-coupled for easy integration with
existing fiber networks. So far, there is no physical system
meeting all the abovementioned conditions. Therefore,
different approaches are developed in parallel and
optimized for certain applications for which some of the
requirements are loosened.
One of the possible resources for quantum light emitters is
epitaxial QDs. These have proven excellent performance at
shorter wavelengths (below 1000 nm), which allowed for
the realization of nearly ideal single-photon sources [4–14]
with the lowest probability of multiphoton emission events
among all physical systems both for telecom – (4.4 ± 0.2) × 
10−4 [15] and shorter wavelengths – (7.5 ± 1.6) × 10−5 [16,
17]. They provide truly single-photon emission from a two-
level system as opposed to attenuated laser beams with
Poissonian emission statistics with a very low mean number
of photons achieved only for a low single-photon rate.
Additionally, single-photon statistics have proven higher
transmission distance in the case of lossy optical channels
[18]. In the case of attenuated laser beams, error
correction protocols need to be implemented to account for
the inherent errors in the source.
Epitaxial QDs offer triggered emission (under both optical
and electrical excitation) as opposed to the probabilistic
nature of nonlinear processes used to generate single
and/or entangled photon states, i.e. spontaneous
parametric downconversion and four-wave mixing. In that
case, heralding or storing emitted photons for a certain



time can make this approach deterministic, but these are
more susceptible to losses and decoherence, respectively.
The advantages of the alternative approaches mentioned so
far are room temperature operation at 1550 nm at the
expense of low emission rates for which reasonably high
single-photon purity is achieved. Room-temperature
operation is not achievable in the case of the III-V QDs
emitting in the telecom spectral range due to the details of
confining potential, which is not deep enough in these
material systems. Room-temperature emission is possible in
II–VI or GaN-based QDs emitting in the visible and
ultraviolet range, respectively. Regarding the
telecommunication spectral range, the strain-engineered
GaAs-based nanostructures offer single-photon emission at
1.3 μm only to temperatures below 120 K [19] and InP-
based QDs in addition to emission of entangled photon
pairs at 1550 nm up till 93 K [20], in both cases not suitable
for thermo-electric cooling. However, the best performance
in terms of the quality of quantum light (single-photon
purity, indistinguishability, and entanglement fidelity) is
achieved at low temperatures. Despite that epitaxial QDs
are prominent candidates to fulfill the requirements of
quantum communication applications [21, 22] due to their
compatibility with well-developed semiconductor
technology, easy integration into photonic chips and
circuits [23], engineering flexibility during growth and
post-growth tuning possibilities [24–27] as well as
electrical driving (see e.g. Refs. [20, 28] and references
therein). Plug&play single-photon sources operating at low
temperatures are already available [29–31]. Offered
advantages make QD-based quantum light sources worth
developing as the required low temperature can be
provided with more and more compact, easy, and cheap
closed-cycle cryocoolers.



Semiconductor material systems suitable for epitaxial
growth of nanostructures providing the most direct and
technologically easiest solutions to obtain emission at 1550 
nm are InAs QDs grown on either GaAs or InP substrate.
The GaAs-based nanostructures emitting at shorter (<1 
μm) wavelengths feature close to ideal structural quality
and high optical quality due to very mature well-developed
technology. The deterministic fabrication techniques are
well established [8, 32, 33], QD morphology can be well
controlled, and it is easy to find lattice-matched materials
providing high refractive index contrast for distributed
Bragg reflectors (DBRs) and further – microcavities.
However, the lattice mismatch between InAs and GaAs is
high (∼7.2%), and therefore, the strain in the QD material
is high. It prevents realization of confining potential
landscape and growth of large enough nanostructures to
obtain emission at 1550 nm. To reach telecom wavelengths,
strain engineering needs to be employed, and the layer
design of the actual structure has to be properly designed.
The approaches used for that are: capping QDs with
additional InGaAs strain-reducing layer with In content
lower in comparison to QD material [31, 34–41], growing
InAs QDs on a virtual substrate provided by a metamorphic
buffer layer of InGaAs with gradient In content grown on
GaAs substrate [26, 42–45] or double layer of InGaAs QDs
where the first QD layer acts as both a seeding layer for the
upper QD layer and relaxes strain for its growth. From
these approaches, metamorphic buffer layer has emerged
to be the one providing tunable single-photon and
entangled photon-pair sources at 1550 m [26, 27, 44, 45].
Alternative to GaAs-based QDs are InP-based
nanostructures. As can be seen in the inset of Figure 18.1,
InP-based QDs cover the entire III telecom spectral
window. This is possible due to low lattice mismatch
between InP and InAs of 3.2% – more than two times



smaller compared to GaAs-based InAs QDs, and deep
confining potential. Therefore, the emission wavelength of
1550 nm is easily achievable in this material system making
InAs QDs grown on InP substrates suitable active region of
light sources for long-distance fiber-based optical
communication [15, 20, 46–50].
In this chapter, we report our recent progress in C- and L-
telecom bands InP-based QDs and photonic structures for
quantum communication applications. In Section 18.2, we
review the basic concepts of semiconductor QDs. Section
18.3 and related subsections discuss low-density
nanostructures with quaternary (InGaAlAs) and binary
(InP) barriers. The growth of low-density QDs on DBR
structures is discussed in Section 18.3.1. The next two
subsections discuss QD growth and structural properties in
quaternary systems. The spin dynamics and g-factors of
electrons and holes are discussed in Section 18.2.3. In
Section 18.3, a special growth technique for obtaining
symmetric QDs with low density is described. For these
structures, we also discuss excitonic complexes, magneto-
optical properties, radiative lifetimes, thermal stability, and
spin memory effects. In order to enhance photon extraction
efficiency, the QDs are either embedded in photonic crystal
microcavities (Section 18.3.3) or grown on top of DBRs. To
increase the directionality of the emission by minimizing
the in-plane emission losses, micrometer mesa photonic
structures are fabricated in DBR structures (Section
18.3.4). The realization of QDs with vanishing fine-
structure splitting, which are suitable for generating
polarization-entangled photon pairs, and the demonstration
of triggered high-purity single-photon emission in both C-
and L- telecom bands are described in Section 18.4. Section
18.5 concludes the chapter with a brief overview of
challenges and future directions.



Figure 18.1 Micro-photoluminescence (μPL) spectrum
from a single InAs/InP QD (T = 4.2 K, CW non-resonant
excitation) in a broad spectral range. Insets are an atomic
force microscopy (AFM) image of the QD sample (left) and
the low-temperature macro-PL spectrum of low density
QDs, the intensity is plotted on a logarithmic scale (right).

18.2 Basic Concepts

18.2.1 Artificial and Real Atoms

QDs are often referred to as “artificial atoms,” as their
electron motion is confined in all three spatial directions,
resulting in a fully discrete energy-level spectrum first
observed in atoms. They constitute a quantum system,
which is integrated into robust, monolithic semiconductor
devices during growth and can be engineered to have
desired properties from a broad range. However, it is
subjected to interaction with a solid-state matrix, and it is



challenging to grow identical QDs due to the influence of
the local environment on their formation and their
electronic and optical properties afterward. In contrast, all
atoms of a given chemical element are identical, and their
properties can neither be engineered at will nor easily
altered, but the interactions within atomic vapors can be
neglected (it can be treated as an ensemble of isolated
atoms). Due to the small size of real atoms (∼0.1 nm), the
shell structure of their energy eigenstates reveals high-
energy splittings in the 1–10 eV range, whereas these
splittings in QDs are significantly lower (<100 meV). As a
direct consequence, the emission properties of QDs are
sensitive to the lattice temperature in the sense that bound
carriers might be thermally activated into unbound states
of the barrier material. Best performance of these
structures is therefore obtained at cryogenic temperatures.
However, operation at room temperature is desired for
practical applications. Recent progress in elevated-
temperature single-photon generation with QDs allowed to
use relatively cheap, compact, and portable closed-cycle
cryocooling solutions, e.g. Stirling cryocooler [29, 31].
Semiconductor-based QDs made of a material A provide a
smaller bandgap energy than the surrounding
semiconductor matrix of material B. Once the QDs are
fabricated, their positions in the host matrix are
permanently defined. In the case of most common self-
assembled growth mode offering the highest optical quality
of the nanostructures, these positions are random.
However, the matrix containing QDs can be further
processed and functionalized using well-developed
semiconductor technology, which will allow deterministic
incorporation of QDs in semiconductor devices. Epitaxial
QDs have several advantages with respect to real atoms for
potential applications, which can be summarized as follows:
(i) the emission properties of a QD can be adjusted over a



broad spectral range from the near-infrared to UV by
influencing its structural properties (shape, size,
composition, strain, and material system) during growth,
(ii) post-growth tuning possibilities available (e.g. strain-
tuning), (iii) excellent long- and short-term stability (no
emission bleaching or blinking), (iv) high oscillator
strengths of optical transitions, which lead to high emission
rates, (v) possibility of electrical injection of carriers
(electrons and holes), (vi) easy integration within a device
structure, (vii) they exhibit radiative lifetime limited
emission lines at low temperature. Hence, semiconductor
QDs have emerged as promising candidates for studying
quantum optical phenomena. The incredible progress in
growth and fabrication (structural quality) entailed the
advances in optical investigations for fundamental study
and applications in physics, engineering, biology, and
chemistry.
Employing quantum light states in photonic applications
allows functionalities that are not possible using classical
light. For example, single photons on demand are an
important resource in various areas of emerging quantum
technologies such as quantum key distribution (QKD) and
all-optical quantum information processing [22]. They are
the basic prerequisite for unconditional security in
quantum key distribution protocols [51–53] and a key
ingredient for fault-tolerant quantum computing schemes.
Although secure QKD systems based on weak laser pulses
have already been realized for simple point-to-point links,
true single-photon sources would improve their
performance [18] as they are beneficial in the case of lossy
optical channels and in principle could be free from
multiphoton emission events. Furthermore, quantum light
sources are important for future quantum communication
protocols, such as quantum teleportation [54].



Key performance measures for such sources are the
efficiency (also referred to as brightness), defined as the
fraction of photons collected in the experiment (first lens)
per excitation pulse, translating into photon emission rate,
and the second-order correlation function g(2)(t) at zero
time delay [53]. The second-order correlation function at
zero time delay is essentially a measure of the multiphoton
emission probability. Photon anti-bunching, the tendency of
a quantum source to emit individual photons separated in
time, was first demonstrated in the resonance fluorescence
of a low-density vapor of sodium atoms [55] and
subsequently for a single ion [56].
Remarkable progress toward realizing quantum
communication has been achieved using color centers,
molecules, natural atoms, ions (details can be found in the
corresponding chapters of this book), and quantum dots
(this chapter). On the one hand, natural atoms (such as
neutral atoms and ions) have long coherence times ideal for
quantum memories. On the other hand, artificial atoms
(such as QDs) have the advantage of custom-designed
properties. Natural and artificial atoms can be coupled with
each other and can also be interfaced with photons for
long-distance communications, e.g. when embedded into a
microcavity. The artificial atoms are beneficial solution in
terms of on-chip integration. Hybrid devices made of
natural/artificial atoms and photons may provide the next-
generation design for quantum repeaters for quantum
communication.

18.2.2 Formation of Quantum Dots

The most common way to create optically active QDs is via
a bottom-up approach. This is based on a self-assembled
QD formation. It can be realized by epitaxial growth
technique, i.e. by deposition of QD material with lower
bandgap energy layer by layer onto a crystalline substrate



with higher bandgap energy. QDs are made of the
fundamental building blocks of the crystal, i.e. atoms or
molecules. In the last decades, various sophisticated
semiconductor growth methods have been developed and
refined such as metalorganic vapor-phase epitaxy (MOVPE)
or molecular beam epitaxy (MBE), in order to gain a high
degree of control on the exact size and composition of the
as-grown nanoislands.
One well-established method for self-assembled growth is
the Stranski–Krastanov (SK) growth mode in which the
formation of islands is achieved via surface energy
minimization of a low-bandgap material B on top of
material A. Then the islands are overgrown by material A
generating a fully embedded QDs in the host material B as
shown in Figure 18.2. The bandgap difference between the
two materials provides the confinement potential for the
charge carriers. The advantage of using SK growth is to
produce dislocation-free semiconductor QDs with tunable
optoelectronic properties. In this mode, the growth relies
on a slight lattice mismatch between the epilayer and
substrate for InAs on GaAs. The growth initially proceeds
layer by layer forming a planar wetting layer. When the
thickness of the deposited film exceeds a certain critical
value (e.g. 1.7 monolayer for InAs grown on GaAs), islands
start forming. This occurs because the energy for island
formation is lower than the strain energy to keep a planar
wetting layer. Most QD systems are grown in this mode
using either MBE or metal-organic chemical vapor
deposition (MOCVD).



Figure 18.2 Schematic of epitaxially self-assembled
growth of embedded QDs. Note the variation in QD size and
their random placement on the surface.

18.2.3 Excitons in Quantum Dots

Carriers in a QD are usually created either through
electrical injection or photo-excitation. Excitons are formed
in the QD either by the capture of a free electron and a free
hole from the surrounding matrix or by direct optical
excitation of the QD states (resonant excitation). In the
case of doped structures, a charge carrier can be trapped
in the QD without optical excitation. In the presence of
such residual carrier, a single carrier of an opposite sign
originating from optical excitation is enough to create an
exciton. As far as the excitation energy is considered, the
QDs can be optically excited in three ways, above the host
material bandgap, quasi-resonant, and on resonance with
target transition within the QD.



In the above-band excitation, the laser is tuned above the
matrix bandgap. In such conditions, electrons and holes are
thus generated in the matrix surrounding the QDs. A
fraction of these carriers is captured first by the wetting
layer, which is essentially a thin quantum well, but with the
band edge and confined levels differing from those in QDs
due to different strain and only one-dimensional
confinement of carriers. Then carriers relax down to the
lowest energy levels of the QD through non-radiative
processes occurring on a timescale of around 10–100 ps
and dominated by longitudinal-optical phonon scattering
[57]. With this excitation technique, even when a single QD
is isolated, several spectral lines originating from different
excitonic complexes are typically seen in the
photoluminescence (PL) spectrum. These lines have
different frequencies and can be spectrally filtered to
isolate emission from a single quantum transition
(resembling two level system) to obtain single-photon
emission. However, the indistinguishability of the
consecutively emitted photons is rather poor, the emission
linewidth is governed by spectral diffusion effects far from
homogeneous broadening and being Fourier-transform-
limited, and there is additional time jitter related to the
multistage relaxation process, between the excitation and
emission.
In quasi-resonant excitation, the laser is tuned to the
excited state (p-shell) of the QD. In this scheme, a better
control over electron–hole injection is possible and a
cleaner spectrum and, as a result, higher purity of single-
photon emission can be obtained. The single-step relaxation
process minimizes the abovementioned time jitter and
higher degree of indistinguishability of photons emitted
from the same transition at different time instances can be
achieved. However, this excitation scheme requires tunable
laser, and the spectral filtering of the excitation is more



challenging when compared to above-band excitation, due
to close proximity of the excitation and emission energies.
Additionally, the absorption of discrete energy levels is
limited.
The most desirable scheme of excitation is the resonant
optical excitation technique since no additional relaxation
process from a higher excited state is necessary before the
photon is emitted. Therefore, a single electron–hole pair is
created directly inside the QD and in the state that will
further emit. Although this scheme relies on very low
absorption of a single QD, it prevents the creation of
multiple electron–hole pairs inside or in the vicinity of the
QD, giving a cleaner spectrum, minimizing decoherence
processes and avoiding re-pumping. This excitation scheme
presents the same advantages as quasi-resonant excitation.
Moreover, no relaxation mechanism between the excited
and emitting state is needed in the case of resonant
excitation, which reduces the uncertainty in the emission
time of the photon. The disadvantage of using this scheme
is that the excitation laser needs to be filtered out using
spatial, polarization, or time-domain filtering since the
excitation laser and signal have the same wavelength. The
most commonly used polarization filtering results in
reduced efficiency of the single-photon source by about
50% and poses an experimental challenge. Nevertheless,
novel methods for resonant excitation have been recently
developed in order to eliminate the filtering constraints,
such as coherent two-photon excitation to drive the
cascaded biexciton–exciton transition in a QD [58].
As previously discussed, the QD consists of a lower-
bandgap semiconductor (B) embedded in a higher-bandgap
semiconductor (A). In the case of type I band alignment,
this leads to three-dimensional electronic confinement for
holes and electrons in the same spatial region. Initially,
electrons are present in the valence band, and the optical



excitation can cause an electron to be excited to the
conduction band, leaving a hole in the valence band. These
electron–hole pairs can be trapped by the QD and quickly
decay into the first excited state of the QD, forming an
exciton (X) state. Radiative decay of this X leads to the
emission of a single photon. Different carrier configurations
(number and sign) can be confined within the QD upon
electron–hole pair recombination and are referred to as
different excitonic complexes. Higher-order multiexciton
and charged states can also be observed in the QD
spectrum when the QD is pumped incoherently. Charged
excitons can be formed either due to residual carriers
present in the QD before optical excitation or their
formation can be driven by different relaxation/capture
rates of electrons and holes leading to imbalanced
occupation of QDs with carriers of a different sign.

Figure 18.3 (a) Schematic representation of exemplary
lowest energy excitonic complexes (carrier configurations)
confined within a QD. Arrows indicate the directions of the
electron's spin and the hole's angular momentum
projections on the growth axis. (b) μPL spectrum of a
single GaAs/AlGaAs QD at 5 K taken at saturation power of
the exciton line (X).



Different states of a QD can be classified depending on the
number of carriers and their spin orientation (for examples,
see Figure 18.3). The projection of the electron spin on the
z-axis (growth axis) of a QD is either 1/2 or − 1/2, whereas
for the heavy hole, the projection of the total angular
momentum is either 3/2 or − 3/2. As far as compressively
strained self-assembled QDs are concerned, the lowest
energy state in the valence band is of a heavy-hole
character and the splitting between the heavy-hole and
light-hole states allows us to neglect the latter. For
simplicity, we will first also neglect the mixing between the
different subbands of the valence and conduction bands.
This results in four distinct spin configurations of one
electron–hole pair and therefore, four values of total
angular momentum projections on the growth axis for
exciton in the ground state. The two so-called bright
exciton states |−1/2, 3/2〉 and |1/2, − 3/2〉 (the notation with
z-axis spin projection of an electron at the first position and
the projection of a hole total angular momentum at the
second position) have total angular momentum projection
of ±1 and are coupled to the light field due to possibility of
fulfilling the angular momentum conservation principle by
a single photon, whereas the other two states |1/2, 3/2〉 and
|−1/2, − 3/2〉 have a total angular momentum projection in
the z direction of ±2 and are therefore optically decoupled,
i.e. dark, due to the selection rules for dipole transitions.
Dark excitons could decay via a pair of photons, but as
there are no intermediate energy levels, this process is
highly suppressed.
In the case of QDs with confining potential exhibiting full
rotational symmetry with respect to the growth axis, the
bright excitons are energetically degenerate and separated
from the doublet of dark excitons. The splitting between
the excitonic states is driven by the electron–hole exchange
interaction, and the splitting between bright and dark



states is typically an order of magnitude larger than the
energy difference between the two dark states. If no
exchange interaction was present, all four excitonic states
would be degenerate and eigenstates of the angular
momentum operators with different angular momentum
projections. In the case of symmetric confining potential,
the degeneracy between the dark and bright states as well
as between the dark states is lifted, and the latter are
mixed, and they are no longer eigenstates of the angular
momentum operator, but they are linear combinations of
the two projections for angular momentum of two and
therefore, keep their dark character. In the real physical
systems, the symmetry is hardly ever maintained.
Asymmetry of the crystal lattice, strain, or shape without
asymmetry is enough to mix and lift the degeneracy
between the bright excitonic states. The splitting between
the bright states is referred to as a fine structure splitting
(FSS), and it originates from the anisotropic exchange
interaction. Mixing of the two bright excitonic states has
important consequences for the polarization of the emitted
photons. In the symmetric case, they are circularly
polarized, and if the confining potential is asymmetric, two
(in the first approximation orthogonal) linearly polarized
photons are emitted. The lack of fine structure splitting
allows for realization of a source of pairs of polarization
entangled photons from the biexciton–exciton cascade, and
therefore, growth of symmetric nanostructures is of high
interest for quantum technology applications.
The biexciton (XX) consists of two electrons and two holes
with anti-parallel spins that occupy the first quantized state
of the conduction and the valence band in the QD,
respectively. Due to Fermi exclusion principle, there is only
one possible spin configuration for the XX in the ground
state. However, the final state for its recombination is an
exciton or more precisely one of the two bright excitonic



states split by fine structure splitting. This is why in the
optical spectrum of XX, a doublet of linearly polarized
emission lines with orthogonal polarizations appears. The
energetic order is opposite to the one in the bright exciton
doublet, and the splitting is equal to the FSS. Emission
energy of electron–hole pair in the presence of another
electron–hole pair (XX) differs from emission energy of the
exciton by biexciton binding energy, which is typically in
the range of few meV.
Other excitonic complexes consist of X or XX states with
additional carriers (either electrons or holes) known as
charged excitons (X±) and charged biexcitons (XX±),
respectively. The simplest X± configuration is given by one
X plus a single carrier (electron or hole). As an example, for
the negatively charged exciton X−, the two electrons must
have opposite spins due to the Pauli exclusion principle,
whereas both spin orientations are allowed for the hole.
The two possible trion configurations in the ground state
are degenerate in energy, and emitted photons are
orthogonally circularly polarized. Admixture of a light-hole
state into the heavy-hole state results in ellipticity of the
emission polarization. Trion states are good candidates for
sources of single photons due to lack of dark states in the
ground state resulting in higher emission rates of a final
device when compared to the neutral exciton. An example
of μPL spectrum is shown in Figure 18.3b for a
GaAs/AlGaAs QD in AlGaAs layer on GaAs substrate [59].
Two group of lines resembling the shell structure of natural
atoms can be clearly identified in the spectrum. The
splitting between the excited state (p-shell) and the ground
state (s-shell) equals to 22 meV and can be related to the
size of the QD. The s-shell emission consists of many sharp
single emission lines originating from recombination of
different excitonic complexes (carrier configurations) in a
QD. In the presented case, all excitonic complexes are of



binding character – their emission energy is lower than
emission energy of the neutral exciton (marked as X in the
Figure). The relative intensity between the s- and p-shell
emission depends on the excitation power. The s-shell
emission saturates, and the p-shell emission takes over at
higher excitation conditions if the recombination from the
excited states is faster than relaxation to the ground state,
which is blocked if the ground state is occupied.

18.3 Low-Density InP-Based Quantum

Dots

This section deals with the growth of low-density InP-based
QDs and their structural and optical characteristics. InAs
QDs are either grown on quaternary surface lattice-
matched to InP and/or on binary materials. III-V compound
semiconductors are formed by combing elements from
group III of the periodic table (e.g. Indium, Aluminum,
Gallium) with group V elements (e.g. Phosphorus and
Arsenic). So, binary compounds are formed by combining
one element from each group (e.g. InP). Whereas
quaternary materials are formed from four elements (e.g.
GaInAlAs). For InP-based growth, the lattice constant of the
quaternary layer should be matched with the InP substrate.
Important issue in the InP- based systems was the lack of
binary compounds lattice-matched to InP, which could
provide high enough refractive index contrast to realize
high-reflectivity DBRs. This issue was addressed by using
quaternary InGaAlAs materials. Even though they require
better control of the epitaxial growth process, the DBR
structures have been successfully realized in both MBE [47,
60, 61] and MOVPE [20] growth techniques with
reflectivity reaching 99% and 95%, respectively. These
have been used to increase the extraction efficiency of
single QD emission by even an order of magnitude [61].



Over the past years, different techniques and growth
conditions are investigated for this material system
providing emission covering the telecommunication bands.
In contrast to GaAs-based material system, it does not
require strain engineering to reach this spectral range.
This is related to smaller lattice mismatch between InAs
and InP as compared to GaAs, therefore, lower strain at the
interface. This changes the confining potential landscape
and enables growth of larger nanoislands. Additionally,
InAs/InP material system offers deeper confining potential
for both types of carriers. At the beginning, the control of
the growth and QD morphology was challenging, and it
took some time to realize low-density dot ensembles.
Without any growth modification, InAs on InP or lattice-
matched alloys forms quantum dashes (QDashes) strongly
elongated in [1–10] crystallographic direction. This is due
to the strong anisotropy of the diffusion coefficients of
adatoms on the substrate surface. Term “QDashes” has
been used for the first time at the end of the twentieth
century for elongated (in-plane aspect ratio of 2.5)
InSb/InP structures [62] and was further adopted for
InAs/InGaAlAs/InP structures.
The quaternary barrier serves multiple purposes:
increasing the barrier height for the QDs and providing
waveguiding effect important for edge-emitting laser
structures. The useful feature of QDashes is relatively ease
to control emission wavelength by varying the amount of
deposited InAs material. Linear scaling between the cross-
sectional sizes and InAs amount with preserved shape has
been shown [63] and provides an easy way to engineer the
average properties of the QDash ensemble during growth,
e.g. shifting emission wavelength over hundreds of
nanometers. High spatial QDash densities on the level of
1011/cm2 allowed studying lateral coupling of
nanostructures within the ensemble [64, 65]. Despite that,



high inhomogeneity of QDashes and the existence of
various QDash families within one structure allowed to
isolate single QD emission and therefore, to study
properties of different excitonic complexes confined in a
single QDash [66–68] and to observe single-photon
emission from both neutral and charged excitons with a
probability of multiphoton events lower than 0.01 up to 80 
K [69, 70]. Due to strong elongation, QDashes feature a
very large fine structure splitting on the order of hundred
μeV. This makes the two bright excitons well separated
spectrally and therefore allows to realize single-photon
sources with well-defined linear polarization. If instead of
typically flat geometry, columnar QDashes are grown, the
degree of linear polarization exceeding 0.9 can be achieved
[71]. Polarization properties of emission can be used as a
probe of the symmetry of confining potential, thus verifying
whether the wave function is confined within the whole
QDash volume or trapped within a potential fluctuation [72,
73]. On the other hand, if no degree of linear polarization is
desired, the polarization properties of emission from
QDashes can be tailored via a photonic environment (e.g.
asymmetric mesa structures) [74]. Also, the fine structure
splitting can be brought to zero by the in-plane magnetic
field due to reversed ordering of the excitonic states in
comparison to common QDs – bright exciton polarized
along [110] crystallographic direction has lower energy
than bright exciton polarized along [1–10] direction [75,
76]. Therefore, QDashes exhibit vast engineering
capabilities of structural and, as a consequence, optical
properties. Below, we will discuss our recently developed
growth technique to obtain low-density round-shaped QDs
with MBE using valved cracker cells for group-V elements.

18.3.1 Low-Density InAs QDs on Distributed

Bragg Reflectors



To enhance the light emission from single QDs, a DBR
consisting of 20 pairs of AlGaInAs/InP layers is introduced
below the QDs. Each quarter-wave DBR pair consists of a
123 nm thick InP and 110 nm thick AlGaInAs lattice-
matched to the InP substrate. The measured reflectivity is
more than 95% at 1550 nm, which proves high interface
quality between the DBR layers, good DBR design, and high
level of growth control enabling matching the designed
thicknesses of DBR layers and maintaining them during
growth of the whole DBR structure, as well as correct
choice and realization of the composition of the quaternary
material to provide high refractive index contrast. It should
be noted that for the PL intensity of QDs grown on DBR, an
enhancement factor of more than 10 was found in
comparison to the PL intensity of the as-grown QD sample
[60, 61] and further confirmed in the extraction efficiency
measurements [50, 77]. Based on comparison between the
results of the reflectivity measurements of the DBR
structure and reflectivity spectrum modeled within transfer
matrix approach, it is possible to determine the
temperature dependence of the refractive index of the
quaternary barrier [78, 79]. This is a very important
parameter in design and optimization of photonic
structures, which operate at low temperature, and it has
been so far only approximated based on refractive indices
of the binary compounds and energy bandgap dependence
on temperature, because most of the standard techniques
to measure refractive index contrast are not applicable at
low temperatures. Moreover, a specific composition of the
quaternary barrier is required to provide high enough
refractive index contrast for the DBR. The refractive index
value decreases with temperature and saturates at low
temperatures. The temperature dependence can be
approximated by a third- or fourth-order polynomial. In the
case of In0.53Al0.1Ga0.37As, the low temperature value



equals 3.462 ± 0.005 compared to 3.535 at room
temperature. The differences in the temperature
dependence of the refractive index between the two
materials of the DBR cause variation in the refractive index
contrast and therefore the DBR performance with
temperature. In the case of InP/InGaAlAs DBR, it results in
decrease of the refractive index contrast from 0.36 at 300 K
to 0.33 at 10 K [79]. At the same time, the center of the
stopband blue-shifts and narrows.
The QDs on the DBR structure were characterized by
micro-photoluminescence (μPL) and correlation
measurements. Due to the low dot density, no mesa
structures were required for the measurements. Low-
temperature μPL spectra exhibit sharp excitonic emission
lines from single QDs. The combination of excitation power-
dependent and polarization-resolved PL measurements
reveals a characteristic exciton–biexciton behavior with
biexciton binding energies in the range of 3.5–4 meV. The
values are comparable with InGaAs/GaAs QDs [80].
Relatively low FSS values down to 20 μeV were obtained,
higher than the ones predicted theoretically for this
material system [81]. The FSS could be further decreased
by external tuning knobs or by adjusting the growth
parameters, e.g. optimization of the underlying buffer layer
as can be shown in the next sections. Furthermore, single-
photon emission at telecom C-band wavelength from single
InAs QDs embedded in an AlGaInAs matrix grown on a DBR
structure was demonstrated [47].

18.3.2 Quantum Dots in Quaternary Barriers:

Round-Shaped Dots

18.3.2.1 Epitaxial Quantum Dot Growth

The growth of self-assembled InAs QDs was performed on
(100) InP substrate using solid source MBE. The system



has two-valved solid source cracker cells to supply the
group-V materials – arsenic and phosphorus. This allows
precise control and rapid change in the beam fluxes. Two
sets of samples were grown, the first one without capping
layer, which was used for the morphological investigations
by atomic force microscopy (AFM), and the other set with
InP cap layer that was used for PL investigations. The
grown samples consist of an InP buffer layer followed by a
lattice-matched InAlGaAs layer, then the QD layer is grown
and capped with an InAlGaAs layer. The mismatch is
quantified by ex situ analysis of the X-ray diffraction (XRD)
diffraction pattern.
First, the effect of growth parameters on the density and
shape of InAs QDs grown on lattice-matched AlGaInAs/InP
material was investigated. It was found that the QD density
increases with increasing the nominal thickness of InAs
material, and the QD emission wavelength is red-shifted. In
order to reduce the dot density, a modification in the dot
growth is introduced. Hence, the low QD density is
obtained by careful control of the QD growth using a
temperature cooling process. It permits access to single
QDs without the need for multiprocessing steps. Further
details are reported in [47, 60]. To investigate its influence
on the size and shape of the QDs, a series of samples were
grown without and with a capping layer for morphological
and optical investigations using AFM and PL, respectively.
In the case of the samples for AFM measurements, the QDs
were grown on top of the AlGaInAs capped layer. In the
samples for the PL measurements, the QDs were
additionally capped with AlGaInAs. By cooling down, dots
are formed, and a ripening process is started leading to the
formation of low density larger QDs. The density of the
large QDs decreases to around 5 × 108 cm−2 for a cooling
temperature of 413 °C. The formation of low density larger
QDs emitting around 1.55 μm was also confirmed by low-



temperature macro-PL measurements on the QD ensemble.
Additionally, it was observed that the integrated PL
intensity decreases with the cooling temperature due to the
decrease in the QD density [47, 60].

18.3.2.2 Structural Properties of Quantum Dots

To attain a deeper understanding of the optical properties,
a comprehensive high-resolution scanning transmission
electron microscopy (HRSTEM) and theoretical
investigations of the grown QD structures were carried out,
more details of which can be found in [82]. The QDs exhibit
a pyramidal shape with (1–13) side facets. A higher angle
annular dark field intensity on top of their side facets is
observed. That suggests an out-diffusion of In during
capping of the QDs. To quantify the composition within the
dots, quantitative high-resolution scanning transmission
electron microscopy as outlined in [83] was employed.
Strain and intensity were measured from HRSTEM images
and then compared with the reference dataset to measure
both compositions. The In- and Al-concentration
distributions within a QD as well as composition profiles
through the center of the dot were measured. Both
composition distributions follow the pyramidal shape of the
QDs. The In-concentration profile increases abruptly to a
constant value of about 86%, whereas the Al-concentration
drops toward about 7% suggesting equal Al- and Ga

concentrations. Since the pyramidal QD is buried in the
InAlGaAs matrix, the actual concentration within the dot
should increase linearly from bottom to top.
Measured composition and morphology were then used in
atomistic tight-binding simulations for modeling the
inhomogeneous broadening of the PL of the dot ensemble
as shown in Figure 18.4a and to investigate the influence of
size and alloy concentration on the emission wavelength.
Simulations were carried out as a function of the size of the



pyramid base and variation of In concentration with
assumption of an equal distribution of the remaining lattice
sites by Al and Ga atoms. A comparison with the
experimentally determined PL spectrum shows that the
inhomogeneous broadening of the QD ensemble is caused
by a strong contribution of In-concentration fluctuations in
addition to size variations. For the analysis of size
variations, one considers a constant diameter-to-height
ratio for all QDs. According to Figure 18.4b, fluctuations of
the QD size within a range of 25% lead to an energy shift of
30 meV. However, a shift of about 200 meV by varying In
concentration was found. Therefore, the measured width of
150 meV from the ensemble of QDs can be attributed
mainly to the variation of the In concentration. Due to the
rather large QDs, size fluctuations have a slightly reduced
influence. More details are reported in [82].



Figure 18.4 (a) Low-temperature (10 K) macro-PL
spectrum taken at relatively low excitation power of 52 
W/cm2. The inset: 3D AFM image of an uncapped QD
structure showing a minimum (6.47 nm) and a maximum
(16.8 nm) height of the QDs. (b) Variation of quasiparticle
band-gap EG for different QD side lengths of the
rectangular basis with a constant diameter-to-height ratio
(bottom axis) and for different In concentrations (top axis)
at the base of the pyramid. Large and small QDs are
indicated by A and B, respectively.

Source: Carmesin et al. [82]/with permission of American Physical Society.

18.3.2.3 Charged Quantum Dots

Spin physics has attracted great attention in recent years,
inspired by the possibility of using electron or hole spins
for storing and encoding quantum information [84]. For
example, charged QDs are interesting candidates for
building quantum repeaters because they provide both a
stationary qubit (as a memory) and a fast optical interface.
For QDs in an external magnetic field, a trapped electron's
spin states can be used to encode a qubit due to lifting
their degeneracy via Zeeman effect. The spatial
confinement of electrons in QDs suppresses the most
efficient spin relaxation mechanisms [85] and results in



long spin coherence times [86]. One of the most important
parameters for spin control is the g-factor, which
characterizes the susceptibility of a spin to a magnetic
field. Few optical methods have been used to determine the
g-factor, such as spin noise spectroscopy and spin-flip
Raman scattering. Particularly, high precision in the
measurement can be achieved with optical pump-probe
spectroscopy, where the g-factor is determined from the
frequency of spin polarization oscillations in a
perpendicular magnetic field [87–89]. An electron spin in a
QD is considered as a qubit, which can be efficiently
manipulated by light pulses that give the possibility of easy
integration into existing optical telecommunication
networks. Although the spin properties for III–V QDs
emitting below 1 μm have been intensively studied in the
recent years, information on the spin dynamics of QDs
emitting at the telecom wavelength range is limited.
We investigated spin dynamics in InAs/InAlGaAs/InP self-
assembled QDs with emission wavelengths of 1.5–1.6 μm.
The QD structure was placed in a helium bath cryostat with
a split-coil superconducting magnet with the possibility to
vary the temperature from 5 to 260 K. Magnetic fields up to
B = 2 T are applied either in Faraday (parallel to the light
propagation direction, coinciding with the sample growth
axis) or in Voigt configuration (perpendicular to the light
propagation direction) geometry. Pump-probe Faraday
rotation is employed to study the carriers' spin dynamics in
the QDs; details are reported in [89].
Pronounced oscillations on two different frequencies,
corresponding to the QD electron and hole spin precession
around the field direction, are observed [87]. The obtained
electron (|ge| ≈ 1.9) and hole (|gh| ≈ 0.6) g-factors have the
largest absolute values measured so far for III–V QDs by
optical methods. All components of the g-factor tensors are



measured, including their spread in the QD ensemble [88].
Surprisingly, the electron g-factor shows a large out-of-
plane anisotropy (|g|| − g┴| ∼ 1). The hole g-factor shows
even larger anisotropy, which strongly increases for lower
QD emission energies. On the other hand, the in-plane
anisotropies of electron and hole g-factors are small. The
pronounced out-of-plane anisotropy is also observed for the
spread of the g-factors, determined from the spin
dephasing time. The measured hole longitudinal g-factors
allow estimation of the QD parameters using a theoretical
model. It was found that the QD height-to-diameter ratio
increases while the indium composition decreases with
increasing QD emission energy. A comprehensive
investigation of the g-factor anisotropy of electrons and
holes in this type of QDs is reported in [88].
Next, we concentrate on evaluating the longitudinal spin
relaxation time T1 and studying its temperature
dependence. Magnetic fields up to B = 2 T are applied in
Faraday configuration. Figure 18.5 compares the
temperature dependence of longitudinal electron-spin
relaxation time (T1) to that of inhomogeneous transverse
spin dephasing times  for electrons and holes (solid
squares and circles, respectively) [89]. It was found that at
low temperatures,  is determined by the nuclear field
and the spread of g-factors, whereas, at higher
temperatures, the homogeneous dephasing mechanisms
become important, and  decreases with temperature. At
very low temperatures, it was found that T1 is determined
by the hyperfine interaction with nuclear spins (horizontal
solid line in Figure 18.5), while at relatively high
temperatures, the spin relaxation is governed by the
interaction with longitudinal optical phonons. As a
summary, at weak magnetic fields, the major fraction of the



total spin polarization decays on the nanosecond timescale
due to the precession of the individual spins in random
nuclear fields. At the increased longitudinal magnetic field,
at low temperatures, the spin polarization decays during
the submicrosecond time T1, which decreases by three
orders of magnitude when approaching room temperature
due to optical phonon scattering through spin–orbit
interaction.

Figure 18.5 (a) Temperature dependencies of longitudinal
electron-spin relaxation time T1 (stars), inhomogeneous
transverse spin relaxation times  for electrons (el.) and
holes (solid squares and circles, respectively), and
homogeneous transverse spin relaxation times T2 for
electrons and holes (open squares and circles,
respectively). Dashed lines are guide to the eye.

Source: Reproduced from Mikhailov et al. [89]/with permission of American
Physical Society.



18.3.3 Quantum Dots in Binary Barriers:

Symmetric Dots

In this section, we highlight the properties of InAs QDs
embedded in binary systems grown directly on InP
substrates. The growth idea is like that for the quaternary
system. During InP buffer layer growth, the MBE chamber
is pumped from residual gases after oxide desorption. Thus,
to achieve a low-density round-shaped QDs emitting at
telecom wavelength, a ripening technique is used. The
ripening effect is confirmed by AFM analysis and low-
temperature PL measurements. Furthermore, in situ
confirmation of the ripening process is also obtained via
reflection high-energy electron diffraction (RHEED)
measurements. The evolution of the RHEED diffraction
pattern during the ripening process shows a streaky
pattern during the InP layer growth, indicating an
atomically flat surface. Directly after deposition of 2 MLs of
InAs, a strained smooth layer is formed. During ripening
time, the substrate temperature is decreasing under the
arsenic overpressure, and ripening is visible by gradual
RHEED pattern transition from streaky to a spotty one,
indicating QDs formation. Results showed that during the
ripening process, QD density is decreasing, and the
emission is shifted toward telecom C-band wavelength.
Using the growth procedure described above, a relatively
low dot density of about 109 cm−2 with emission red-shifted
to the telecom C-band wavelength was obtained.
After the growth optimization, the QDs are grown on top of
InGaAlAs/InP DBR structure to enhance photon extraction
efficiency due to decreased photon loss into the substrate
and increase emission rate due to Purcell effect related to
weak cavity formed by the DBR and semiconductor/air
interface. The DBR structure consists of 25 pairs of 123 nm
thick InP and 110 nm thick In0.53Al0.1Ga0.37As. For



enhanced spontaneous emission, QDs are placed in the
middle of an InP cavity where the electric field of the cavity
mode is maximal. The good optical quality of the DBR
structure is confirmed with reflectivity measurements.
Reflectivity values above 97% with a broad stopband of
100 nm centered at 1.55 μm are demonstrated (in inset of
Figure 18.6a). High-resolution PL spectra exhibit
pronounced background-free emission excitonic lines at
around 1.55 μm with a spectral linewidth below 35 μeV
(Figure 18.6a). The QDs on the DBR structure exhibit an
order of magnitude higher emission intensity compared to a
reference sample (without DBR) as shown in Figure 18.6b.

Figure 18.6 (a) Low-temperature (5 K) μPL spectrum of
single QD on DBR from a planar sample, the inset is room-
temperature reflectivity spectrum. (b) Comparison of
excitation power dependence of the excitonic line emission
intensities from single QD structures without (circles) and
with (squares) bottom DBR.

Source: The figures are slightly modified and reproduced from [61], with the
permission of AIP Publishing.

18.3.3.1 Optical Properties



In the case of symmetric QDs, identification of excitonic
complexes is not straightforward due to high in-plane
symmetry resulting in ultralow fine structure splitting [61].
In that case, it is not possible to distinguish between
neutral and charged excitonic complexes using standard
methods, i.e. linear polarization-resolved and excitation
power-dependent μPL. The emission intensity could vary
sub-linearly with excitation power as a result of either the
fact that data points for the lowest excitation powers are
missing due to detection limit or due to similar probability
of the same dot being charged and neutral. In the latter
case, the sum of emission intensity of neutral and charged
complexes in their ground states should increase linearly
with excitation power. Either way, it is not possible to tell
whether a given emission line originates from
recombination of neutral or charged exciton, if its
formation results from the presence of residual charges
within the dot prior to optical excitation. Also, polarization-
resolved measurements on this type of QDs cannot bring
extra information. One cannot identify whether this line is a
neutral exciton with ultralow fine structure splitting (below
the resolution of the experimental setup) or charged
exciton with two degenerate transitions due to two
different possible spin configurations.
Therefore, another approach to identify emission lines in
the spectrum is needed. In the case of biexciton and
exciton, cascaded emission is evidenced in the results of
cross-correlation measurements by large bunching
accompanied by antibunching with much lower amplitude.
However, this behavior is not specific for neutral biexciton–
exciton cascade, but in the case of slow spin relaxation, the
difference to charged biexciton–trion cascade is only
quantitative, and therefore, both would have to be
investigated to make a distinction [90]. Direct observation
of biexciton–exciton cascade allowed to determine the



biexciton binding energy to be on the level of 3.5 meV
similarly to other InP-substrate-based nanostructures even
with much different geometry, like QDashes [91]. This can
be related to the fact that both nanostructure groups have
a relatively large volume, and it would suggest that the size
in the growth direction – QD(ash) height – is not
determining the biexciton binding energy in this
confinement regime [92] (intermediate one argued for
QDashes [93]). Cross-correlation measurements can be
also useful to identify emission lines originating from
recombination of various carrier configurations confined
within the same QD in the spectrum but are not specific
enough for unambiguous identification of different
excitonic complexes. For example, in the case of neutral
and charged exciton cross-correlation, one expects
asymmetric antibunching, but in certain situations also
slight bunching can be observed[50, 94].
An extra means for the identification of excitonic complexes
need to be applied. For diode structures with doped layers,
controllable charging of the dot depending on the bias
voltage can be used for this purpose with the advantage of
distinguishing between charged complexes of a different
sign. However, it requires well-controllable doping of
different types while maintaining the optical quality of the
QDs and is a level more difficult than growing a standard
sample for purely optical investigation. The electrical
injection has so far been only shown for InAs/InP QDs
MOCVD-grown within double cap technique [28]. For
optical samples, the specific behavior and polarization
selection rules of trions in the external magnetic field in
Voigt configuration can be used to distinguish them from
neutral excitons [95–98] as will be shown in the next
section.

18.3.3.2 Magneto-Optical Studies



As mentioned previously, the linear polarization-resolved
spectra do not fully allow to distinguish charged excitons
from neutral ones with ultralow fine structure splitting
(upper panel of Figure 18.7a). The emission line in the
polarization map without a magnetic field was further
identified as charged exciton based on the linear
polarization-resolved emission pattern in the in-plane
magnetic field (Voigt configuration) – lower polarization
map in Figure 18.7a and corresponding spectra in Figure
18.7b. The disadvantage of this method is that it is not
sensitive to the sign of the trion, so positively and
negatively charged excitons cannot be distinguished. In the
case without magnetic field, the initial and final states are
twofold degenerate, and as a result, there are two
degenerate transitions with circular (in the case of purely
heavy-hole states) or elliptical (for mixed light-heavy hole
states) polarization. If the external magnetic field is
applied, both the initial and final states for the
recombination process are Zeeman-split resulting in four
optical transitions, which are linearly polarized as can be
seen in the level scheme in Figure 18.7c. Two horizontally
polarized transitions are energy-degenerate, and their
transition energy lies in between the other two transitions,
which are horizontally polarized. This results in the
characteristic three-peak pattern presented in Figure
18.7b. This is true for both negatively and positively
charged exciton. The differences are rather subtle as they
are related to differences in the respective g-factors, and
this would again require comparing quantitatively results
for trions of different sign from the same QD to avoid
misinterpretation due to dot-to-dot differences [95].



Figure 18.7 (a) Linear polarization-resolved μPL maps for
exemplary single QD trion transition in a micrometer-sized
mesa with normalized PL intensity color-coded, without
external magnetic field (upper map) and with magnetic
field of 5 T applied in Voigt configuration (lower map); (b)
PL spectra for two orthogonal linear polarizations without
magnetic field (left panel) and in magnetic field of 5 T
applied in Voigt configuration (right panel); (c) Level
scheme and spin configurations of carriers for negatively
charged trion with allowed optical transitions and their
respective linear polarizations marked as either V – vertical
and H – horizontal without magnetic field (left) and in in-
plane magnetic field (right).

The QDs for which neutral exciton and trion from the same
QD have been identified, the trion binding energy can be
determined to be on the level of (0.6–1) meV. The
distinction between the positive and negative trion can
possibly be made utilizing the measurements of the Hanle
curve with the careful characterization of the direction of
magnetic field and helicity of the circular polarization
under quasi-resonant circularly polarized excitation, but



this requires much more experimental effort. Also,
comparison with a calculated pattern of excitonic
complexes might be useful if the binding energies of the
charged excitons with opposite sign differ substantially.
The magneto-optical study provides other interesting
insights into the physics of investigated nanostructures.
The sensitivity of the emission energy to the external
magnetic field brings information on the strength of the
confining potential due to competition between the
magnetic field and spatial confinement. Larger diamagnetic
shift is a signature of larger wave function extension.
However, the exact interpretation of derived values is not
straightforward in the intermediate and weak confinement
regime. It is clear for the limiting cases: for strong
confinement – wave function extension and for 2D
structures – the distance between the maximum of the
probability density for electron and hole forming an
exciton. For relatively large InAs/InP QDs considered here,
the standard procedure, which is utilized for QDs [99, 100],
gives wave function extension of (5–8) nm in the growth
direction (QD height) and (12–13) nm in-plane. The wave
function extension seems to correspond well with the QD
height as determined from the structural data, whereas the
in-plane extension is much smaller than expected from the
QD size. For sure this is partially related to the fact that the
wave function extension is not scaling linearly with the
physical nanostructure size [73], and its extension should
not be compared with the base diameter, but rather QD
cross-section diameter at a height corresponding to
maximum of the probability density function. Approaching
the exciton Bohr radius of the bulk material with the
nanostructure size changes the interpretation of the
number determined from diamagnetic coefficient.
What is important to notice is that the in-plane wave
function extension is similar for the investigated symmetric



structures as well as for strongly anisotropic QDashes in
the same material system (however, with different barrier
matrix) with a smaller width and much larger length when
compared to the base diameter of the investigated
symmetric QDs. To determine the strength of the confining
potential for these dots is a very interesting open question
that requires comprehensive experimental study of various
optical characteristics supported by modeling including
excitonic effects and preferentially proper description of
the exchange interactions. The latter is a very challenging
task due to relatively large sizes of the nanostructures
making atomistic approaches very time-consuming and
even in the k·p approach followed by configuration
interaction method, the basis of electron and hole states
required to reach convergence of, e.g. binding energies of
basic excitonic complexes, exceeds 50 states of each
carrier type, which makes it very time- and resource-
consuming. Therefore, more structural data would be very
beneficial to limit the parameter space that needs to be
considered in the calculations.
The intraband level spacing is in the range of a few meV for
the heavy holes and over a dozen meV for electrons. The
size and depth of the confining potential allow for a dense
ladder of states to be confined within a single QD. To probe
the excited states experimentally, the photoluminescence
excitation (PLE) measurements for many single QDs have
been performed [101]. The summary of the results – the
energy difference between the excitation energy and the
emission energy vs the latter – is presented in Figure
18.8b. In the PLE experiments, spectral filters used to
reject the excitation limit the smallest energy distance to
which one can approach the emitting state, and even more,
this distance depends on the emission energy. The available
experimental conditions are marked with the shaded areas
in Figure 18.8b. Obtained results confirm the dense ladder



of higher energy states confined within QDs, but calculated
energy level spacing suggests that the first excited state
might not be probed experimentally. To verify that,
activation energies for carrier thermal escape leading to PL
quenching have been determined from temperature-
dependent measurements of emission from single QDs [77]
as shown in Figure 18.8c. These energies correspond well
with the level spacing in the valence band (E1) and in the
conduction band (E2).





Figure 18.8 (a) Energy of electron and heavy hole levels
shown together with the band edges in the QD region in the
growth direction calculated within the 8-band kp approach
following the structural parameters and with the restriction
of the ground state QD transition to be equal to the
emission energy of the maximum PL intensity of the QD
ensemble (courtesy of Michał Gawełczyk, Department of
Theoretical Physics, Wrocław University of Science and
Technology); (b) Energy difference between the excitation
and detection energy as a function of the emission energy
determined based on the results of the μPL excitation
experiments with shaded boxes marking the experimentally
available range of detected and excitation energies; (c) Two
activation energies (E1 – black dots and E2 – red squares)
related to two PL quenching processes (left hand side
vertical axis) determined from thermal PL quenching of
many single QD lines overlaid with low-temperature (13 K)
low-excitation macro-PL spectrum (blue solid line – right
hand side vertical axis).

Source: Podemski et al. [101]/Optical Society of America/CC BY-4.0
Source: Smołka et al. [77]/MDPI/CC BY-4.0.

18.3.3.3 Photon Extraction Efficiency

An important figure of merit to assess for each new
generation of nanostructures is the optical quality. A
commonly used quantitative measure of optical quality is
the internal quantum efficiency defined as the percentage
of generated electron–hole pairs that recombine
radiatively. In the case of quantum emitters embedded in
the solid state, it is not straightforward to measure it as the
number of detected photons depends critically on the
extraction efficiency.
The extraction efficiency of emission remains a challenge
for QDs operating at telecom wavelengths in general, no
matter what the material system. The highest value



reported so far is 36% for InAs/InP QDs in photonic crystal
cavity, but for 1310 nm (the second telecommunication
window) [102]. In this spectral range, values up to 10% are
reported for non-resonant photonic structures with
broadband extraction efficiency enhancement [103, 104],
even in the case of deterministic fabrication of photonic
mesa structures [105]. At 1550 nm, extraction efficiencies
of up to 13% have been measured for QD in a mesa (non-
deterministic fabrication) into the numerical aperture of
0.4 [50], 10.9% for a QD in a horn structure into the
numerical aperture of 0.55 [106], and 10% for structures
with a metallic mirror [107]. These photonic structures
offer broadband enhancement of the extraction efficiency,
but with maximally achievable extraction efficiency values
lower in comparison to microcavity approaches. The
maximal theoretically predicted extraction efficiency for
QD in a mesa on DBR for InP-based QDs yields 25% (30%)
into the numerical aperture of 0.4 (0.55) for a broad
spectral range exceeding 60 nm [108]. Regarding
microcavities for InAs/InP nanostructures, the design of
choice has so far been photonic crystal cavities, but
circular Bragg grating cavity designs for this spectral range
have been recently proposed [109] and realized for telecom
O-band [110]. This is a very promising approach providing
photon extraction efficiency exceeding 80%.
The extraction efficiency is typically defined as the ratio
between the number of photons that can be collected by
the first optical element in the experimental setup and the
number of all emitted photons. At the end, the number of
detected photons is the product of the excitation efficiency
(what percentage of excitation pulses leads to the
occupation of the target QD), internal quantum efficiency
(what percentage of electron–hole pairs is recombining
radiatively), extraction efficiency (what percentage of
emitted photons can be collected by the first optical



element in the setup), and setup efficiency (what
percentage of collected photons are detected). This makes
the interpretation of the number of detected photons
troublesome. The setup efficiency can be measured in an
independent experiment, i.e. one can use a laser source
with the wavelength tuned to the QD emission wavelength
and use such a strongly attenuated beam to mimic QD
emission. The attenuation has to be well characterized, and
the spatial characteristics of the laser beam should be as
close to the QD emission as possible. The latter is not an
easy condition to fulfill especially if the far-field emission
pattern of the QD is not known and in the case of complex
optical setup with a long optical axis in which the
divergence of the laser beam is becoming an issue.
To assess the setup efficiency, one measures the excitation
power before the attenuation, recalculates it into number
of photons, which is further divided by the known
attenuation. The next step is to measure the number of
photons on the single-photon detectors and calculate what
percentage of photons are lost in the experimental setup.
This allows the determination of the number of photons
collected by the first optical element in the experimental
setup once the number of photons on the single-photon
detector is measured. In this way, we can characterize and
therefore, eliminate one of the factors influencing the
number of detected photons – the transmission of the
experimental setup and make the result independent of the
used equipment. Of course, it does not make it independent
of the adjustment of the experimental setup, and the
described procedure assumes that the adjustment does not
change between the measurement with the attenuated
laser beam and the actual experiment with QDs.
One can also directly measure the transmission of each
element in the experimental setup and include the total
quantum efficiency of the detectors to get the same



information as a product of these values. In both methods,
the most problematic part is evaluating the percentage of
light coupled into the single-mode fiber, which is the
necessary element of the optical setup as all single-photon
detectors efficient at telecommunication wavelengths are
fiber-coupled. The second user-dependent factor is
provided excitation. To ensure the closest to ideal
excitation conditions with the occupation of the target state
within each excitation pulse, the saturation power and the
π-pulse are used in the case of non-resonant and coherent
driving, respectively. In such conditions, one expects one
photon emitted from a QD state per pulse if the internal
quantum efficiency is 1. Therefore, the repetition frequency
of the excitation laser is commonly taken as a measure of
the emission rate of the QD. This has important
consequences for the determined extraction efficiency. It is
only a lower limit of the actual extraction efficiency and can
be strongly underestimated if the internal quantum
efficiency is far from 1. Hence, it is desirable to measure
the internal quantum efficiency independently, as this
would make the measurements of the extraction efficiency
more reliable. Unfortunately, in the case of embedded QDs,
it is not straightforward to measure internal quantum
efficiency due to the limited extraction efficiency of
photons. Additionally, the measurements in most cases
should be carried out at low temperatures, and these are
two reasons why it is not possible to use integrating
spheres.
The existing solution is based on the time-resolved PL
measurements for a few different photonic environments
varied in a controllable way [41111–113]. This allows to
determine radiative and non-radiative recombination rates
for investigated QDs and to remove the extraction
efficiency from considerations. However, it requires
specific patterning of the sample surface to realize



different photonic environments (local density of states) for
the QD emission, and the same set of measurements must
be repeated on each sample part to obtain one data point
on the decay rate vs distance to interface curve, which is
further fitted with the results of a model. This assumes high
homogeneity of QDs with respect to the internal quantum
efficiency or requires processing steps of the same sample
piece in between the measurement steps. Thus, we use a
slightly easier approach, which, however, should be treated
only as an estimation of the internal quantum efficiency.
The idea is to determine the internal quantum efficiency
from the comparison between the extraction efficiency
measured and calculated for QDs in a planar sample
without any surface structurization and later use this
estimation of internal quantum efficiency to know how
much the extraction efficiency might be underestimated in
the case of QDs in a patterned structure. In the case of a
planar structure, the extraction efficiency can be reliably
calculated within different approaches (finite difference
time domain – [108] (Available from:
https://www.comsol.com/. 01.02.2022; Available from:
https://www.lumerical.com/. 01.02.2022), finite element
method – FEM [114], modal method [108, 115] etc.).
However, these do not consider the details of a QD as an
emitter but assume some kind of ideal light source at the
position of a QD (point, dipole source, etc.). Therefore, the
internal quantum efficiency is again indirectly assumed to
be 1, and this is the difference between the calculated and
measured extraction efficiency, and therefore, comparing
the two should give one an estimate of the internal
quantum efficiency. Measuring a single QD would be an
oversimplification, but measuring many QDs emitting
within a spectral range of interest would justify derived
conclusions.

https://www.comsol.com/
https://www.lumerical.com/


The abovementioned comparison is presented in Figure
18.9, where the experimental data points are marked in
black (squares) and the respective calculations in blue
(dots) [77]. Both emission wavelength dependences are
fitted with Gaussian distribution providing the best fit to
experimental as well as to calculated results with the
maximum of extraction efficiency on the level of 6% at
1535 nm emission wavelength. It is already clear on the
qualitative level that investigated QDs exhibit very high
optical quality, and the quantitative analysis gives an
estimation of 0.92 for internal quantum efficiency.
Extraction efficiency values were obtained for a numerical
aperture of 0.4 placed in the far field. It is instructive to
examine the dependence of the maximal extraction
efficiency (achieved for 1535 nm emission wavelength in
our case) on the numerical aperture of the collection
optics. This gives insight into the directionality of the
emission and answers two important practical questions: (i)
how high improvement in the optical signal one can achieve
by simply exchanging the collection optics? (ii) how high
extraction efficiency one could expect into a standard
single-mode fiber (numerical aperture of 0.11–0.13)? In the
case of the QDs in planar structure, the expected
directionality of emission is low, and the extraction
efficiency increases steadily starting from the numerical
aperture of 0.2, and it saturates only above 0.8. This can be
understood from the distribution of the electric field color-
coded in Figure 18.9b. Emission to the substrate is
efficiently blocked by the DBR, but there is still some
leakage in-plane, and the far-field pattern has a rather
hemispherical profile.



Figure 18.9 (a) Experimental (black squares) and
calculated (blue dots) extraction efficiency for NA = 0.4
(left axis) with Gaussian fits (solid lines), right axis – PL
intensity under non-resonant pulsed excitation with
saturation power measured on single-photon detectors for
the temperature of 5 K corresponding to experimentally
obtained extraction efficiency.

Source: Smołka et al. [77]/MDPI/CC BY-4.0.

(b) Calculated distribution of electromagnetic field (the
intensity of electric field component is color-coded and
presented in a logarithmic scale) for 1535 nm wavelength,
for which maximal extraction efficiency was obtained, and
0.4 numerical aperture.

Source: Smołka et al. [78] / MDPI / CC BY 4.0.

Many approaches to increase the extraction efficiency of
embedded QDs have recently been developed. These can be
categorized into spectrally broadband approaches (e.g.
mesas [105], microlenses [8, 116]) in contrast to narrow-
band cavity-based approaches (e.g. micropillars [6, 14,
117–119], circular Bragg grating cavities [120, 121]). The
latter promises much higher extraction efficiencies at the
expense of the requirement of spatial and spectral



matching to the cavity mode. Another drawback of the
cavities is the ability to enhance extraction from only a
single transition unless the quality factor is kept at the
moderate level to make, e.g. simultaneous coupling of
excitonic and biexcitonic transition to the cavity mode
possible. All the abovementioned approaches have been
very successful in boosting the extraction efficiency of
emission from single QDs in the visible and near-infrared
(below 1000 nm) spectral range. However, it still seems to
be challenging to achieve high extraction efficiency for QDs
emitting in the telecommunication spectral range, even if
the cavity approach is utilized – maximum of 36% for the
extraction efficiency has been reported for a single
InAs/InP QD emitting at 1310 nm embedded in a photonic
crystal cavity [102].
Our idea was to achieve a broadband enhancement of the
extraction efficiency with well-developed fabrication
methods. This is possible with a simple cylindrical mesa
design [108] within a 60 nm full width at half maximum
(FWHM) spectral range. Such structures can be fabricated
within a standard e-beam lithography combined with dry
etching. These were fabricated and afterward inspected
within atomic force microscopy to verify the shape,
sharpness of the edges, and size of the mesas. Once the
geometry of a particular mesa and emission wavelength of
the QD inside are known, the calculations can be repeated
with these experimental input parameters for better
comparison with experimentally determined extraction
efficiency. This amounts to (13.3 ± 2)% into 0.4 numerical
aperture, which translates into photon generation rate on
the order of 5 MHz (under 80 MHz optical excitations) [50].
This value is higher than what has been achieved so far at
the 1550 nm spectral range and could be further improved
if the mesa structure was placed deterministically with



respect to the target QD, e.g. via in situ
cathodoluminescence [122] or optical lithography [123].
Deterministic fabrication technology allows to place QD
exactly in the middle of the photonic structure (in-plane)
and therefore, maximize the extraction efficiency. In the
case of structures fabricated non-deterministically, this is
the main reason for the discrepancy between the calculated
and measured extraction efficiency values, and hence,
many QDs have to be investigated to verify what is the
maximal achievable extraction efficiency. This can be used
only for fundamental study, but the yield is not satisfactory
given quantum devices and their applications. The second
effect contributing to lowering the extraction efficiency is
the deterioration of the QD internal quantum efficiency due
to patterning of the sample surface, which might introduce
non-radiative recombination channels in the QD vicinity.
From the comparison of the emission intensity between the
planar sample with and without DBR, one can see how
important it is to introduce the lower DBR section as one
order of magnitude increase has been observed [61]. On
the other hand, introducing mesa structures to increase the
directionality in emission allows for more than twofold
enhancement of the photon extraction efficiency [50]. This
is still two times lower value than the expected one
according to the calculations [108]. As discussed above, it
can be traced back either to the non-centric position of the
QD within the mesa (verification of this hypothesis requires
high-resolution PL mapping, which is not straightforward to
realize at 1550 nm) or influence of the mesa patterning on
the internal quantum efficiency, which might overshadow
enhancement of the extraction efficiency.

18.3.3.4 Quantum Dots in Photonic Crystal Cavities

In this section, we discuss the fabrication and the
characterization of InP-based photonic crystal (PhC)



cavities with embedded QDs emitting at the telecom C-
band. As indicated above, the spontaneous emission of
photons from a QD is distributed over the full solid angle.
Due to the high refractive index contrast between the
semiconductor material and air, only a fraction of the
emitted light can leave the sample. PhC microcavity
confines light in a small volume and affects the emission
characteristics of embedded emitters in terms of spatial
emission pattern and emission lifetime. Combining very
small mode volume and a high-quality cavity enhances the
spontaneous emission rate into that mode; this
phenomenon is known as the Purcell effect [124–126].
Suitable cavities for operation at 1.55 μm are designed
using FDTD numerical simulation method [127, 128]. It
was found that the L3 PhC cavity designs with adjusted
inner hole shifts result in cavity modes with room-
temperature M1 ground mode emission at 1.55 μm and
theoretical quality factor of about 105 [127]. The simulated
far-field properties of the M1 mode were found to be
unfavorable, with large-intensity portions not being
collected by an objective of NA = 0.7. The far-field emission
of the M1 mode was changed toward a Gaussian intensity
distribution by applying modifications, which consisted of
specific enlarged holes around the cavity. The simulated Q-
factor for a cavity modified in such a way was decreased.
The modal volume of the M1 ground mode for the
investigated L3 cavity designs was found to be about 0.8×
(λ/n)3 [127]. Alternative InP-based L4/3 PhC cavities with
embedded QDs were also investigated. These PhC cavities
were designed for the M1 ground mode at telecom C-band
wavelengths. The simulated M1 Q-factor values exceed 106,
while the M1 mode volume is found to be 0.33 × (λ/n)3,
which is less than half the value of the M1 mode volume of
an L3 cavity [128].



High-quality InP-based PhC microcavities with InAs/InP
QDs embedded have been successfully fabricated using
electron beam lithography, inductively coupled plasma
reactive ion etching, and wet etching techniques [127–
129]. QDs are grown at the center of an InP membrane on
top of a thick InGaAs sacrificial layer. QDs with a medium
density and a broad emission spectrum, covering telecom
C-band window of interest, are grown using the ripening
technique allowing the control of QDs density and emission
wavelength. μPL measurements of PhC samples reveal
sharp cavity modes also at room temperature. M1 Q-factor
values on the order of 104 with emission wavelengths
around 1.55 μm were measured. At low temperature and
with lower excitation powers, the PL spectrum presents
sharp lines, which originate from a single QD transitions.
An enhancement factor of the PL intensity of about 40 was
determined for the QD emission at telecom C-band coupled
to the cavity mode in comparison to the PL intensity of QDs
in bulk semiconductor [129]. FSS values below 5 μeV were
extracted from the fitting of the experimental data. This
indicates that such QDs are an ideal candidate to generate
polarization entangled photon pairs.
The influence of geometrical parameters on the quality
factor, light enhancement, and mode profiles of PhC
cavities was also investigated. Figure 18.10(a) shows low-
temperature PL spectra of the fabricated L4/3 PhC cavities
with varying hole radius r1 ∼ 110 nm > r2 ∼ 100 nm > r3 ∼ 
90 nm taken at high excitation powers. By appropriate
choice of the hole radius (in this case r3) cavity ground
mode M1 emission could be shifted to telecom C-band
wavelength of 1.55 μm. The measured M1 Q-factors of the
cavities with increasing excitation powers for the three
different radii are displayed in Figure 18.10b. The Q-factor
values increase with excitation powers; this is due to the
saturation of QD transitions [130]. A high-resolution PL



spectrum of the M1 mode from the cavity with radius r1 is
shown as an inset of Figure 18.10a, where a Q-factor above
10 000 is measured at excitation power of about 200 μW.
Note that the variations in Q-factor for cavities with these
radii could also be related to the fabrication processes.



Figure 18.10 (a) Low-temperature PL spectra. Inset: High-
resolution PL spectrum recorded at 10 K and 200 μW
excitation power for the cavity with hole radius r1. The M1
Q-factor exceeds 104. (b): M1Q factor of the PhC cavities
with varying hole radius (r1 ∼ 110 nm > r2 ∼ 100 nm > r3 ∼ 
90 nm) versus excitation power. (c): High-resolution μPL
spectra emitting around 1.55 μm from another L3 PhC
cavity. Low power μPL spectrum showing the M1 cavity
mode and the X-line. Inset: Temperature tuning of the X-
line and the M1 mode showing a weak coupling regime.

Source: Rickert et al. [128]/with permission of AIP Publishing LLC.

For the L3 cavity, different far-field properties have been
observed, where the vertical collection of the high-Q
ground mode M1 is much lower compared to higher energy



cavity modes that have a significantly lower Q-factor.
Modification of the far-field properties of the L3 cavity
ground mode is possible by using a grating effect due to
modification of air holes surrounding the cavity. This will
cause the mode intensity to be folded back into the center
of the light cone, which results in a near-Gaussian far-field
pattern for M1 that can be efficiently collected vertically.
This will be on the expense of Q-factor reduction for the
optimized mode [127]. We have applied the grating effect
proposed in the form of the extractor (hole radius
enlargement) structures for the first time for the InP-based
PhC cavities to enhance the collection efficiency of M1
mode emitting around 1.55 μm. It was found that
increasing hole radius of the extractor structures leads to
changes in the M1 Gaussian shaped far-field pattern, which
results in an increased emission intensity. Based on FDTD
simulation, the Q-factor value is reduced by a factor of 13
for a hole radius enlargement by 20 nm around the cavity
compared to unchanged hole radius around the cavity,
while the field intensity is increased by a factor of 26,
whereas the modal volume of about 0.8 (λ/n)3 remained
almost unchanged. For the investigated cavities, an
increase in mean M1 mode intensity by a factor of 20
between unchanged and changed (20 nm hole enlargement)
design is observed, which agrees with the simulated data
within the standard deviation errors. The measured mean
Q-factor is as expected decreased; however, only by 30%
that differs from the factor of 13 found in the simulations.
We attribute this to the overall much lower Q-factor in the
experiment compared with the theoretical values [127].
Figure 18.10c displays a μPL spectrum taken at low
excitation power with a sharp emission line near the M1
ground mode. This peak is assigned to an excitonic
transition based on the excitation power-dependent
measurements. The biexcitonic transition is not observed in



this cavity, possibly due to initial spectral overlap with the
cavity mode at low temperature. The inset shows
temperature-dependent μPL spectra of M1 and the X line,
showing the characteristics of a weak coupling of the QD to
the cavity mode. The peak intensity of the X line at 30 K is
enhanced by a factor of seven compared to the peak
intensity at 10 K.

18.3.3.5 Radiative Lifetime

Besides photon extraction efficiency, another fundamental
limit for photon generation rate is the radiative lifetime of
electrons in the conduction band states. It can be tailored
by engineering the spontaneous emission lifetime in
microcavities via the Purcell effect, but it cannot be
overcome. So far, radiative lifetime was not influenced by
external means in the investigated structures. Detailed
investigation of many single QDs in the planar structure
and another one with non-deterministically fabricated
mesas allows to derive the following conclusions (Figure
18.11): (i) the oscillator strength of optical transitions does
not change much within the QD ensemble; (ii) the average
(typical) PL decay time is similar to other groups of InP-
substrate-based nanostructures – in the range of (1–1.5) ns
[67, 131–134]; (iii) sample patterning influences the
distribution of observed lifetimes – it gets broader, with
average shifted toward shorter values and increased
percentage of the non-monoexponential decays.



Figure 18.11 Low-temperature (5 K) PL decay time
distribution for single QDs in a planar (black) and
patterned (red) structure.
In both cases, there is no energy dispersion visible within
the experimental data [77]. The very broad distribution of
the PL decay times both in general and for given emission
energy can simply be related to the fact that QDs differ in
size, geometry, As�P intermixing, and therefore, due to
alloy randomness. Additionally, each QD can support
various excitonic complexes (carrier configurations) and
their respective ladder of higher energy states, which can
differ in lifetimes even by a few times [135, 136].



18.4 Symmetric InP-Based Quantum

Dots as Quantum Light Sources

A lot of effort has been devoted to the realization of
symmetric QDs in the InAs/InP and InAs/InGaAlAs/InP
material systems. One of the possible approaches is to
modify the growth conditions or growth mode to change
the kinetics of atomic species on the sample surface.
Exchanging arsenic source in the effusion cell of the MBE
reactor has enabled to decrease the lateral aspect ratio
below 2 (in comparison to 3–5 in the case of QDashes)
[137]. However, this was not enough to achieve low-density
round-shaped QDs emitting at the telecom C-band range.

Figure 18.12 (a) Emission energies of exciton obtained by
Lorentzian fits of the spectra as a function of polarization
angles showing a very small excitonic FSS value of ∼2 μeV.
(b) Autocorrelation histogram measured under non-
resonant pulsed excitation (black data points). Solid line is
a fit to the experimental data.

As previously discussed, a new growth method based on
the ripening technique during the MBE growth needed to
be developed [47, 60], which now permits the formation of
nearly round-shaped QDs in InAs/InGaAlAs/InP material
system [47, 60, 138]. For the case of InAs QDs embedded
directly in the InP matrix, it has allowed for realization of
symmetric QDs featuring negligible exciton FSS of about 2 



μeV (see Figure 18.12) without any post-growth tuning
[61] and spatial QD density decreased to the level of 5 ×
108 − 2 × 109/cm2 [60, 61]. Obtaining low QD spatial
density below 109/cm2 – has been also possible within the
MOCVD growth [133]. The obtained FSS value is on the
order of the lifetime-limited linewidth, which is a key
parameter in realization of entangled photon pairs for
quantum communication applications. Therefore, this new
type of quantum emitters is an excellent candidate for an
entangled photon sources without a need for external
tuning.
Note that the FSS results from electron–hole exchange
interaction, which depends on symmetry of the confining
potential. In a QD, there are two possible decay channels
for the biexciton. In ideal semiconductor QD with zero FSS,
the two degenerate intermediate X states lead to two
indistinguishable decay paths, which results in a pair of
maximally entangled polarization states. In a real QD, due
to an electron hole exchange interaction in the bright
states, this leads to a degradation or even prohibiting the
entanglement since the polarization information is encoded
in the energy of the photons. Since in as-grown QDs, the
symmetry of the confinement potential can be reduced by
asymmetry in QD shape, strain, chemical composition, and
piezoelectricity, the FSS is always nonzero, and as a result,
emitted photons feature linear polarizations.
Symmetric QDs have also been obtained using the droplet-
epitaxy growth method [139]. This has been proven
successful in the case of MOCVD-grown InAs QDs in the
InP matrix [49, 140, 141]. Beyond observation of single-
photon emission [49, 141], droplet epitaxy grown InP-based
QDs have been used as an active region of a quantum light-
emitting diode [20]. In this case, QDs were embedded in a
weak cavity with only three pairs of DBR on top and a
doped structure to realize electrical injection of carriers



into the active region. With this device, emission of pairs of
entangled photons preserved up to the temperature of 93 K
has been demonstrated. These QDs were also used to
implement quantum teleportation protocol in the telecom
C-band [142].
For practical use, it is desirable to realize symmetric dots
that can operate at telecommunication wavelengths of 1.55 
μm, which offers efficient on-demand entangled photon
pairs for long-distance quantum communication via optical
fibers. Quantum device widely applicable in quantum
communication and cryptography is the source of single
photons on demand. So far, it was possible to demonstrate
high-purity triggered single-photon emission realized even
under non-resonant excitation (Figure 18.12) and quasi-
resonant excitation [48]. Such single-photon emitters pave
the way toward practical implementation in quantum
communication schemes in the long-haul fiber networks
with the potential for high photon generation rates.

18.5 Challenges and Future

Directions

Although tremendous technological advances have been
made in the development of telecom quantum emitters,
there are still many challenges to overcome before
photonic quantum technology can be fully exploited for its
intended applications. The success of future long-distance
quantum communications and global quantum key
distribution systems depends on the development of
efficient quantum repeaters. Many efforts have been
devoted to the development of solid-state telecom
wavelength qubits, which represent promising candidates
for quantum repeaters. Solid-state implementations based
on optically controlled electron spins in semiconductor QDs
are particularly appealing due to their inherent ultrafast



gate operation times and their natural interface to optical
fiber communication networks. However, for quantum
repeater applications, spontaneously emitted single
photons should be Fourier-transform-limited and should
exhibit negligible timing jitter. These are ongoing research
endeavors for QDs emitting at telecom wavelengths.
Currently, the most satisfactory results in terms of
indistinguishability are obtained with single-photons
downconverted to telecom wavelengths. The approach is
based on nearly perfect quantum emitters – InAs/GaAs QDs
– and also takes full advantage of the fact that differences
between two remote emitters can be compensated during
the frequency conversion. These processes are more
complex, requiring nonlinear media and additional laser
sources. One must also consider the conversion efficiency
itself, which represents an additional loss. These could be
overcome by QDs emitting at telecom wavelengths, but
their structure and subsequently optical properties,
including coherence, have to be further improved. This can
be achieved by optimizing the layers and growth
parameters of telecom QDs or developing novel growth
concepts. Moreover, resonant excitation schemes such as
resonance fluorescence and two-photon resonant excitation
must be established and optimized to maximize photon
indistinguishability.
The extraction efficiency of photons from quantum emitters
is another ongoing research area. At telecom C-band, the
experimentally demonstrated values do not exceed 15%.
This could be due to the self-organized growth process, in
which single QDs have random positions and wavelengths,
which leads to low yields. The photon extraction efficiency
can be significantly increased for single InAs/InP QDs
emitting at 1550 nm by utilizing deterministic fabrication
techniques and microcavity designs, such as PhC or
bullseye structures. The combination of microcavity-based



fabrication with electrical carrier injection for electrically
driven source, which has been recently proposed [109], is
another feature desired in view of applications. Electrically
driven single-photon sources based on InAs/InP QDs were
first realized in 2008 [28]. However, this was rather a
proof-of-principle demonstration with a relatively high
probability of multiphoton events on the level of 0.36 and
therefore not application-relevant. These QDs embedded
into the optical horn structure have proven to be a very
prominent resource for quantum communication exhibiting
the lowest probability of multiphoton events (4.4 ± 0.2) × 
10−4 [15] and exceeding 10% photon extraction efficiency
[106]. They were further used to demonstrate quantum key
distribution over 120 km and achieved emission efficiency
of 5.8% (corrected for non-ideal g(2)(0) value) and emission
rate of single-photon pulses exceeding 3 MHz [143, 144].
This indicates that it is possible to realize electrical devices
with InAs/InP QDs as an active region, and their superb
single-photon properties as well as potential to emit pairs
of entangled photons have been demonstrated for MOCVD-
grown QDs. A preliminary study on InAs/InP QDs grown in
MBE technology reveals that the entanglement fidelity of
photons emitted from the biexciton–exciton cascade is
above 0.5. Another interesting research field that should be
also further developed is the heterogeneous or/and
monolithic integration of optically active InP-based QDs
with Si-based photonic platforms, which have been
considered promising solutions to achieve fully integrated
photonic circuits with reduced costs.
Finally, the development of modular bright single-photon
sources operating in the telecom C-band, as well as
efficient on-chip coupling to single-mode fibers, will be
crucial for the implementation of fiber-based long-distance
quantum communication.
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19.1 Introduction

Quantum optics has developed from the pure investigation
of quantum mechanics in the optical domain to proof-of-
principle implementations of quantum information
processing based on quantum states of light. From
providing a platform for testing the fundamentals of
quantum mechanics [1–4], a multitude of promising
technological applications emerged – in sensing [5, 6];
communication [7, 8]; simulation [9]; and computation [10–
12] – that all may be enhanced with respect to classical
limits through exploiting the laws of quantum mechanics.
Because photons barely interact at optical frequencies
(100s THz) and since there are few contributing noise
sources in this energy range, information encoded in the
quantum state of light can be long-lived and in principle
traverse cosmic distances [13]. Additionally, photonics is
appealing due to the relative technical simplicity of
performing linear operations such as polarization rotations
or temporal delays of single photons [10].
There exists, however, a primary limitation when
interfacing photons with other physical systems, for
example, when coupling an emitter to a single mode, or



when light is propagated through fibers or a device: losses.
For instance in fibers, transmission of single photons is
limited to a length scale of a few tens of km in the low-loss
telecom band [14]. Many color centers, for example defect
centers in diamond, emit in the visible spectrum and are
therefore subject to much higher losses when emission is
not converted to telecom wavelengths (A description of
light sources operating directly at telecommunication
wavelengths is given in Chapter 18). A further challenge
with photons is to induce interactions between them:
coupling is limited due to the typically low energy densities
and weak interaction with the higher-order (nonlinear)
dielectric response of materials. One approach to overcome
weak interactions is to implement a single photon

nonlinearity mediated by an atom-like system. In this case,
the presence of a single photon can induce a nonlinear
response of the system, such as in the recently
demonstrated spin dependent cavity reflection example
[15], discussed in section 19.3.3. Alternatively, such
nonlinearities can be implemented probabilistically through
measurement, where obtaining a particular outcome
projects the system into a desired target state [16].
Thematically, we focus on the use of solid-state color
centers in networked quantum protocols, where building up
a quantum network [17] is an appealing vision, not only
from the perspective of secure communication, but also as
a means for enabling distributed quantum computation.
This architecture is also technologically interesting from a
perspective of modularity, whereby particular tasks can be
distributed to particular nodes, which may utilize different
physical platforms that are best suited to perform the task,
while the overall protocol is agnostic to the physical
implementation. This approach is also robust in the sense
that nodes can be added or removed without impacting the
rest of the network. For quantum technologies, desirable



properties of such a node is a localized, controllable, and
optically addressable quantum bit – a qubit – that can
interact (optically) with distant systems, as well as the
ability to couple with local ancilla qubits, and finally,
provide access to a long-lived memory qubit.
A significant milestone toward the implementation of a
quantum network is the generation of entanglement shared
between remote nodes. A precursor to entanglement
networks is quantum communication protocols, which only
necessitate the transmission of a quantum state (see
section 19.3.1), such as BB84 [18]. Indeed, there are
numerous demonstrations of quantum key distribution
(QKD); however, despite commercial availability, it is still
yet to be deployed in large scale real-world applications.
As a requirement for photonic quantum-technology
applications, the first ingredient is an optically addressable
qubit system. For networked quantum technologies,
wavelength conversion to the telecom band is also
desirable to enable compatibility with existing fiber
networks and facilitate large-scale node-to-node
connections. From a technological standpoint, scalability is
a key consideration, meaning that solid-state emitters are
an appealing platform. In principle, color centers can be
integrated with a high density into devices, which offer the
prospect of chip-scale technologies; however, they must be
kept at cryogenic temperatures.
For combining and interfacing different devices,
repeatability is also required for scalability. In contrast to
isolated atomic systems, solid-state systems are subject to
both static and time-varying changes in their local
environment, which can, for example, have an effect on the
emission frequency of photons. Actively compensating for
these interactions is an additional technical challenge.



In practice, the optical requirements for an effective
qubit/solid-state emitter for use in quantum information
processing applications, such as large-scale quantum
networks, can be summarized by three points:

i. transform-limited emission: photons from the same
emitter must be indistinguishable – the presence of
inhomogeneous broadening results in spectral
distinguishability between photons, which limits the
fidelity of two-photon interference, the fundamental
element of a projective Bell measurement (see section
19.3.3.3). Related to this,

ii. uniformity between different emitters such that
multiple devices can be interfaced with one another;
and

iii. efficiency: the probability of obtaining a coherent
photon in a specific single mode, following excitation.

For the matter qubit itself, the coherence time is of
importance. Quantum dots (QDs) are among the brightest
and purest single photon sources, and are to date the only
solid-state spin–photon interface to generate photonic
cluster states, which are multi-qubit entangled states that
are an essential resource for several quantum technology
applications [19, 20]. Photonic cluster state schemes that
do not use a spin–photon interface have been
demonstrated, for example, by Wang et al. [21] and
Asavant et al. [22]. QDs, however, face significant
challenges in coherence times: typically freely evolving spin
dephasing times ( ) are limited to few ns for electrons
and hundreds of ns for hole spins [23], while spin
coherence times ( ) can reach a few s [24], which is still
orders of magnitude smaller than coherence times
achievable in other material platforms such as nitrogen-
vacancy (NV) defect centers in diamond. Many color



centers in wide-bandgap materials exhibit significantly
longer dephasing and coherence times while also
improving in the generation of indistinguishable single
photons as will be discussed in Section 19.3.2.
Quantum memory protocols (section 19.3.2), as well as
large-scale quantum computation requires access to
multiple qubits. In particular, the ability to locally couple
an optically active qubit with ancilla qubits that have
intrinsically long coherence times is very advantageous.
Ancilla qubits can either be used to enlarge the memory of
the local node, independently of the coherence time of the
emitter itself, or as additional resource qubits for certain
quantum algorithms (section 19.3.3.2).
In the current field of quantum technologies research,
there are a number of promising physical systems. Among
these, color centers in wide-bandgap materials, QDs,
trapped ions, and superconducting qubits are prominent
candidates. In this chapter, the focus lies on applications in
quantum optics and optical quantum technologies using
color centers. The term color center can broadly be defined
as intra-bandgap defect within an optically transparent
crystal lattice, leading to absorption and emission of light
via optically active electronic transitions.
After introducing material considerations and a selection of
color centers that are the subject of present research in
section 19.2, the chapter will put them into context of
particular technological applications. First, the use of color
centers as a single photon source (section 19.3.1) and their
capability to store a quantum state (section 19.3.2) is
introduced. Together, these properties provide the
foundation for implementing quantum gates between two
qubits (section 19.3.3). These two-qubit gates include the
generation of spin–photon entanglement (section 19.3.3.1)
and the coupling to additional solid-state ancilla qubits,



which is the basis for applications that utilize local spin–
spin interactions (section 19.3.3.2). Finally, these concepts
are combined for the generation of remote spin–spin
entanglement (section 19.3.3.3), which constitutes the
basis for a distributed quantum network.

19.2 Color Centers

Color centers in solid-state materials, particularly in
diamond, have been investigated for more than 100 years
[25]. They have fascinated scientist for their ability to
absorb and emit light in crystals. An overview of the
spectroscopic activities focused on diamond can be found
in Ref. [26], in which the discovery of more than 500
electronic optical centers in diamond is reported. In 1997,
the optical detection of single color centers in diamond, NV
centers, via optically detected magnetic resonance
spectroscopy initialized a huge interest in color centers
with paramagnetic ground states [27]. Soon after, second-
order auto-correlation measurements provided a direct
proof of single photon emission [28, 29]. Research in the
field of quantum optics with color centers in solid-state
materials has intensified ever since. While the NV is still
the most explored and developed color center, today more
than 10 color centers in diamond have been identified as
single photon emitters, along with many more in other
wide-bandgap materials. From a performance and
application perspective, the NV is presently challenged by
the silicon-vacancy (SiV) center in diamond. Progress in
SiC-based color centers has also accelerated. In this
section, the most important color centers and their
properties relevant for quantum optical experiments and
applications are introduced.

19.2.1 Diamond



19.2.1.1 Material Considerations

Physical Properties   Diamond is an appealing platform
for quantum optics, as it is an optically transparent medium
with a particularly wide bandgap ( ), which means
that a large variety of different optically active emitters –
color centers – can be hosted within the gap. Such defect
centers result from a combination of lattice vacancies,
displacements, and substitutional atoms and can create a
localized atom-like system that may involve a spin-qubit
state, which can be optically addressed.
The high Debye temperature of diamond (low phonon
density at a given temperature), and the low spin density
(due to the natural abundance of spin-0 C of around )
provides a relatively clean environment, which is favorable
for the coherence properties of the spin state of an
embedded color center. Thus, compared to other host
materials, decoherence through interactions with phonons,
and magnetic noise from fluctuating spins is suppressed.
Some challenges with diamond, such as low photon
collection efficiencies, are introduced due to the relatively
high refractive index of 2.41, which results in a critical
angle of  for total internal reflection at the diamond-
air interface. Low collection efficiencies are particularly
problematic for the NV which additionally has a low Debye–
Waller factor (DWF), i.e. only around 3% of the photons are
emitted into the spectrally narrow zero-phonon line (ZPL).
The bulk of photons is emitted into the broad phonon-
sideband (PSB). For centrosymmetric emitters such as
group IV vacancies (G4V) the DWF is typically higher: 70–
80% for the SiV [30], and 60% for the SnV [31]. One
approach to enhance photon collection efficiencies and to
control the emission of photons into specific optical modes
is the fabrication of nanostructures [32] into the diamond,
which also enhance the light–matter interaction so that the



spin state of the color center can be more efficiently
accessed (see section 19.2.4).

Color Center Formation   Artificial diamond substrates
are fabricated by chemical vapor deposition (CVD) or by
applying the high-pressure high-temperature (HPHT)
technique. Variable initial defect concentrations are
provided by adding ions, for example N or Si, in the
chamber during growth. The substrates are classified by
the type and level of their impurities. A more sophisticated
method of CVD is delta-doping, which enables nanometer-
precision depth control of defect centers as demonstrated
for NVs L. Hughes et al., APL Materials 11, 021101 (2023);
https://doi.org/10.1063/5.0133501 [33, 34]. To increase
the formation yield of defect centers, the sample is
irradiated with electrons, which create additional
vacancies. Those are likely to assist in the formation of an
atom-vacancy defect that often become active color centers
[35]. Despite native defects, ion implantation enables
targeted creation of NVs as well as formation of group IV
and other defects in pure diamond substrates. Thermal
annealing after electron irradiation or ion implantation
induces vacancy diffusion, subsequent defect center
formation as well as healing of lattice defects. However, at
high temperatures above  NV dissociation emerges
before the crystal lattice is completely recovered. This
effect can be countered by high-pressure high-temperature
annealing, which not only heals lattice defects but also
avoids graphitization.
Optimizing defect formation is still the subject of active
research. Recently, Coulomb-driven defect engineering
[36] was demonstrated, a novel approach that uses donor
and acceptor doping of diamond. Here, co-implantation of
donors led to a high creation yield of NV, SnV, and MgV



defects as well as favored negative charge state formation
and improved spin coherence for the NV.
Compared to defects created by ion implantation, native
defect centers usually have superior optical properties due
to reduced damage in the local lattice environment (van
Dam et al. [37], see also section 19.3.1.2), and they are less
exposed to strain.

19.2.1.2 Nitrogen-Vacancy Defect Center

Since the first demonstrations of optically detected
magnetic resonance (ODMR) with NVs [27, 38], the ,
the negative charge state of the NV, is the most well
studied color center in diamond and has proved itself as
promising candidate for quantum information applications.
The  has also become a well-established platform for
sensors for magnetic fields or temperature [35, 39–42].

Structure   The NV is a point defect consisting of adjacent
nitrogen and vacancy in the diamond lattice, resulting in a 

 symmetry along the  direction. In the neutral
charge state ( ), one electron is not bound resulting in a
quantum system with spin quantum number . In the

, two electrons are not bound, leading to a 
system.
The ground state of the  is represented by the  spin
triplet. The spin-spin interaction splits the ground state
spin sublevels by GHz. The  excited state is an
orbital doublet, its degeneracy is lifted by non-axial strain
[43, 44]. Each orbital branch comprises a spin triplet with
sublevels that are optically coupled to the ground state
manifold through spin preserving selection rules leading to
six zero phonon line transitions at nm (absorption
and emission). In addition, an optical dipole transition at 

nm connects two singlet states 



energetically located between the ground and excited state
triplet [45]. The  state is relatively long-lived. An
electronic decay via this metastable path is spin non-
conserving, which allows spin initialization through simple
non-resonant optical pumping. The energy degeneracy of
the  spin sublevels of the  spin triplet can be
lifted through an external magnetic field via the Zeeman
effect. The resulting splitting directly alters the GHz
zero-field transition frequency, making the  magnetic
field sensitive, and thereby forming the basis of many
sensing protocols. The schematic structure of the  is
illustrated in Figure 19.1(a). For a more detailed model of
the NV energetic structures, see, e.g. [44, 46–49]. In
natural abundance, NVs are usually formed with N (with 

) resulting in a hyperfine splitting on the order of 
MHz [46], shown in Figure 19.1(b).

Figure 19.1 (a) Schematic electronic structure levels of
the  indicating the intersystem crossing. (b) Hyperfine
structure of the  ground states.

Source: Reproduced from Doherty et al. [46]/with permission from Elsevier.

Charge State Stability   During resonant excitation, the 
 can be ionised to  through a two-photon process



[50]. The charge state can be reinitialized through
application of shorter wavelength light, typically nm,
which is able to excite electrons from the valence band to
recharge the NV. However, the excitation with high energy
laser light also ionizes other defect states in the vicinity of
the NV leading to fluctuations in the charge environment of
the NV resulting in spectral diffusion – a varying ZPL
position over time [46]. The possibility of the charge state
switching means that typically a “check” stage is included
in control protocols to verify that the NV is in the correct
charge state. For the “check” stage, an optical pulse at 532
nm is used to re-initialize the charge state, followed by a
verification pulse, which is, for example, resonant with the 

 or  transitions. Measuring a fluorescence signal
above some threshold indicates the correct charge state
(this is followed by a spin-initialization pulse resonant with 

, see section 19.3.2.2). Although commonly 532 nm is
used, by exciting at 575 nm resonant to the  ZPL
transition, improved spectral stability of the NV is
achieved, since excitation and recharging of the 
require lower photon energies and lower overall power [44,
50].

19.2.1.3 Group IV Defect Centers

Structure   G4Vs form an inversion symmetric center with 
 symmetry, with the dopant atom at an interstitial site

between two vacancies. The increased symmetry of G4Vs
compared to the NV results in a reduced sensitivity to
electric field fluctuations [51]. Therefore, G4Vs are
considered promising for integration with nanostructures
where proximity to surface charges could otherwise be
detrimental. This structure also gives rise to strong
emission into ZPLs in comparison to the NV (  vs. 3%,



respectively); however, this effect is less pronounced for
larger dopant atoms due to distortion of the lattice [52].

Figure 19.2 Group IV vacancies in diamond: (a)
Photoluminescence spectra of different group IV vacancy
defect centers at room temperature. (b) Schematic sketch
of the electronic level structure of the spin-1/2 group IV
vacancies.

Source: (a) Iwasaki et al. [54]/With permission of American Physical Society;
(b) Bradac et al. [55]/Springer Nature/CC BY-4.0.

G4  centers have a pair of ground and excited orbitals (
 and , respectively). The orbital degeneracy is lifted

by spin-orbit and Jahn-Teller interactions. Each of these
four orbitals is spin degenerate (spin 1/2), which can be
lifted by a magnetic field [53]. Figure 19.2 shows PL
spectra for G4V ensembles, and a general schematic of the
electronic level structure.
Conversely to the NV, in addition to magnetic field
fluctuations from the spin bath contributing to
decoherence, systems with  are subject to resonant
dipolar coupling with bath spins, e.g.  centers. Such
coupling is Markovian, and thus cannot be rephased
through dynamical decoupling [56].



Silicon-Vacancy   The  is the most well studied G4V
and was first observed in the 80s, and unambiguously
identified in the 90s. It was then revisited as a single-
photon quantum emitter in 2006 [57], and subsequently
started to attract more attention in 2011 [30] after
becoming the brightest diamond based single-photon
emitter at the time, with 4.8 Mcps at saturation at room
temperature.
Early studies [58, 59] revealed that the fine structure
consists of four zero phonon lines visible at liquid He
temperatures with wavelengths around 737 nm,
corresponding to transitions between the two  levels
and two  levels. The spin-orbit splitting of the 
branches is around GHz. A more detailed model for a
widely accepted picture of the electronic structure was
then presented [53].

Germanium-Vacancy   After promising results from the
SiV, other group IV defects have attracted interest because
they share the same symmetry and therefore offer the same
resilience to electric field variations. The increase of the
size of the dopant atom is accompanied by an increase of
the corresponding spin-orbit splitting. A larger splitting
leads to a reduced thermal phonon density of states at the
splitting energy at a given temperature and in turn reduces
the dephasing of the spin states.
The  was first investigated as a quantum emitter in
2015 [60, 61], showing 60% ZPL emission at nm,
and a ground state splitting GHz [62] three times
larger than for the SiV.
A higher quantum efficiency compared to the SiV is found
for the GeV [63]. Even though the SiV has a higher DWF of
80%, relaxation from the excited state is dominated by non-



radiative processes, which is less pronounced for the GeV
[58].

Tin-Vacancy   The  has also attracted attention, first
studied in 2017 [54, 64]. The SnV has shown similar
properties to the SiV and GeV. The larger dopant ion
results in a larger spin-orbit coupling, and thus, phonon-
mediated dephasing can be avoided at much more readily
accessible temperatures. A reduction of dephasing comes
at the expense of introducing more strain in the lattice due
to the larger size of the dopant. The distortion of the lattice
reduces the Debye–Waller factor compared to the SiV to 
60% [31]. The larger impurity atom may also result in
increased lattice damage during implantation, which
creates a more noisy environment. The additional damage
may be reduced with HPHT treatment in combination with
sufficiently low implantation densities.
Even though the SiV has been extensively studied, and the
SnV shares many of its features [31], there still remain
open questions regarding the electronic structure and
dynamics of the SnV. For shallow ( nm) SnVs, in
addition to the predicted ZPL at around nm, other
transitions (for the same emitter, as verified through 
measurements) at nm and nm have been
observed. One working hypothesis, however, is that not the
number of electronic levels is altered but that the discrete
additional levels are induced by varying charge
environment. Oxygen termination of the diamond surface
[65] suppressed these transitions.
For a review of group IV vacancies in quantum
nanophotonic technologies, see Bradac et al. [55].

19.2.1.4 Other Color Centers in Diamond



Numerous other defects in diamond have been observed,
although not all of them have been unambiguously
identified. These include chromium [66], xenon [67], and
the nickel-nitrogen complex, NE8 [68]. Near-infrared
optical activity [69, 70] was attributed to the nickel-
vacancy center. A yet unidentified defect with a ZPL
transition at 550 nm was observed in [71] and named ST1
center. It was used to manipulate a C spin. Given the
more than 500 identified optically active impurities in
diamond, it is expected that many more defect centers will
be identified exhibiting single photon emission and
optically accessible spin ground states.

19.2.2 Silicon Carbide

19.2.2.1 Material Properties

Silicon carbide is an optically transparent material with a
refractive index of about 2.6 at around 1550 nm, and
exhibits a relatively large bandgap of 2.4–3.2 eV depending
on its polytype [72]. More importantly for quantum optics,
SiC can host a wide range of color centers and exhibits a
low two-photon absorption probability.
SiC is compatible with complementary metal-oxide-
semiconductor (CMOS) materials [73]. Due to significant
commercial investment over the past 20 years for
applications based on semiconductors, the manufacturing
of high-quality single crystal SiC was developed on the
wafer scale [72] for applications in high-power electronics
and MOSFET technologies. The commercial availability of
high-purity single crystal SiC also makes it a promising
platform for electronically controlled quantum devices.
Recently, the efforts in growth were extended to SiC wafers
suitable for photonic applications [74, 75]. Besides hosting
color centers, SiC is also thermally conductive and exhibits
a second-order nonlinearity, which makes it suitable for



nonlinear photonics. Until recently, however, the
realization of high-performance optical devices has been
challenging, but is now being addressed in several
worldwide efforts toward photonic quantum technologies.
SiC exists in a number of polytypes, most commonly as
cubic lattice (3C-SiC) and hexagonal lattice (4H- and 6H-
SiC), among others. These structures result in non-
equivalent lattice sites, i.e. cubic-like (k), or hexagonal-like
(h), which can be occupied by vacancies or dopant atoms.
Within the lattice, the presence of a certain defect may
result in a family of similar but distinct color centers,
depending on the particular site position and defect
orientation. A few studied examples include single defects
or complexes consisting of multiple defects, such as  and
the divacancy . Many other optically active impurities
based on transition metals have also been observed.
As with diamond, defects are present natively, but can be
also induced by doping during growth, or post-growth
implantation followed by annealing to heal out the lattice.
Alternatively, color centers can also be created with direct
femtosecond laser writing, which was demonstrated for the
silicon vacancy center  [76, 77]. Implantation damage –
which can impair the coherence properties – can be limited
by using lighter projectiles (electrons or protons),
implanted into the pre-doped SiC substrate, which
subsequently combine during annealing. SiC is also more
robust than diamond against effects such as graphitization
during irradiation [72].
ZPL emission of SiC color centers have been identified
between 400-1600 nm depending on the particular defect
(see Figure 19.3); however, as discussed previously, for a
number of networked applications, access to telecom band
for low absorption in optical fibers is advantageous. It is
worth noting that quantum frequency conversion via



difference-frequency generation (DFG) from visible to
telecom ( ) can suffer from parasitic spontaneous
parametric down-conversion (SPDC), which becomes more
problematic the shorter the signal wavelengths: the longer
wavelengths available from many SiC defects enables
higher-fidelity quantum frequency conversion [78].
For recent review articles discussing the applications of
SiC color centers in quantum optics, see [72, 79–82].

19.2.2.2 Prominent Color Centers

The Neutral Divacancy   ( ) has been observed in
six configurations (PL1-PL6) with emission frequencies in
the spectral region around nm, depending on the
symmetry of the defect. Electronically, it is similar to the
NV in diamond and constitutes a spin-1 system, with 
ZPL emission, high-fidelity initialization, and spin-state
readout [83], and has demonstrated spin-coherence times
up to  and spin-to-charge conversion [84]. In a device
based on a p-i-n diode created through commercial growth
of doped SiC, optical transitions with near lifetime-limited
linewidth resulting from charge depletion and a broad 
GHz tuning range via Stark shift were shown [85]. Control
of the spin state was demonstrated [86, 87] as well as
coupling to neighboring nuclear spins [88].

The Silicon-Vacancy     has been identified in multiple
configurations with ZPLs around 900 nm. It forms a spin-

 system. An intersystem crossing in the excited
manifold allows for high-fidelity spin initialization. Near
lifetime limited lines MHz have been observed [89,
90], even for  in nanostructures, which were created via
ion implantation [91, 92].



Figure 19.3 (A) (a) negatively charged silicon vacancy in
SiC; (b) neutral divacancy in SiC; (c) negative nitrogen
vacancy; (B) ZPL positions of selected color centers in SiC.

Source: (top-l) Morioka et al. [89]/Springer Nature/CC BY-4.0; (top-c)
Anderson et al. [84]/American Association for the Advancement of
Science/CC BY-4.0; (top-r) von Bardeleben et al. [93]/With permission of
American Chemical Society; (bottom) Majety et al. [81]/With permission of
AIP Publishing.

The Nitrogen-Vacancy   Emits in the region around 1200
nm. Its ZPL emission is, therefore, close to a telecom-
compatible near-infrared band. The nitrogen vacancy
remains under study due to its low brightness compared to
the NV in the diamond. The drop in brightness is likely due
to a nonradiative intersystem crossing or a metastable state
that is long-lived [80].

19.2.3 Other Host Materials

Besides diamond and silicon carbide, a large variety of
other wide-bandgap semiconductor materials have been
identified as hosts for color centers. This is not surprising
as impurities alter the crystalline structure of a host
material, breaking its periodicity, and thereby modify the



material's electrical-, optical-, and mechanical properties.
This can, for example, introduce allowed electronic energy
levels in the bandgap, which can feature optically active
dipole transitions. In principle, any wide-bandgap material
should feature color centers, and indeed, a large number
was reported on in group II-VI and in group III-V
semiconductor materials, including ZnO [94–96] and GaN
[97–99].
Recently, impurities in quasi-two-dimensional van der
Waals materials were demonstrated to provide single
photon generation. This is a very active field of
investigation and includes transition metal dichalcogenides,
for example,  [100–104] and  [105], and
hexagonal boron nitride (hBN) [106–108]. A full theoretical
description of the origin and electronic structures of these
“color centers” has not been developed for most of these
quantum systems but is under investigation. For more
details and overview, please refer to recent review articles,
for example [109].
Another exciting “class” of optically active quantum
systems in solid-state materials is the large assortment of
single rare-earth-ion material systems. Single rare-earth-
ion systems often behave very similar to real atoms, giving
them promising properties despite being embedded in a
solid-state lattice. A significant effort has been directed to
fast and efficient ensemble-based quantum memories
[110], but also quantum sensing applications [111]. More
recently, single rare earth ions have been used for the
generation of single photons [112, 113] and addressed as
single ion quantum memory [114, 115], enabled by
embedding the ion in a photonic crystal cavity to reduce
the long ion spontaneous emission decay times of typically
milliseconds by orders of magnitude making them
accessible by common quantum spectroscopy methods. For



a better overview, several review articles can be
considered, for example, [116, 117].

19.2.4 Optical Micro- and Nanostructures for

Controlled Light-Matter Interaction

In this section, a brief overview of the fabrication and
functionality of optical micro- and nanostructures is given.
Structuring of materials is used for enhanced light–matter
interaction, for example, interaction of a spin-qubit with a
photon; optimized photon collection efficiencies; and
photonic integration. The article “Quantum nanophotonics
in diamond” by Schröder et al. [32] gives a comprehensive
introduction into the large variety of structures and devices
that have been designed and fabricated in diamond. The
article also provides details of methods for the (targeted)
creation of color centers, the fabrication of micro- and
nanodevices, and of device performance.
In bulk solid-state materials, the optically active electronic
transitions of color centers are mainly of dipolar type
leading to the well-known dipole emission and absorption
mode pattern that is not optimal for efficient light–matter
interaction. Emission and absorption characteristics can be
controlled and altered by means of photonic structures; or,
phrased differently, photonic structures allow for the
individual control of key figures of merit for enhanced
light–matter interaction. The most important figures of
merit are based upon the modification of the local density
of states (LDOS) of optical modes [118]:

The beta factor  quantifies the fraction of photons
emitted into a desired mode. It is an important figure of
merit to determine the single mode system efficiency;
however, it does not influence the transition rates or
selection rules of the color center.



The Purcell factor F quantifies the enhancement of
emission rate with respect to free space [119]. It is an
important figure of merit for the direct influence of a
photonic structure on the color center's internal dipole
transition dynamics. Enhancing optical transition rates
increases the effective quantum efficiency of the
emitter, i.e. the ratio between radiative and non-
radiative transition rates. The process of selective rate
enhancement also allows for control of the transition
selection rules and thereby an increase of the DWF,
corresponding to the ratio of emission channeled into
the zero-phonon line. Finally, Purcell enhancement can
result in overall lifetime reduction and thereby natural
linewidth broadening, which, in addition, reduces
susceptibility to spectral diffusion because shifts of the
transition frequency are relatively smaller for natural
transition lines with a wider profile.
The cooperativity parameter C quantifies the ratio of
atom-cavity coupling to other dissipative losses [120]. It
encapsulates the effective strength of the atom–cavity
interaction and plays an important role for two-qubit
gate operations between the color center's spin and an
external photon.

The greatest level of control can be achieved with resonant
cavity structures and devices. Resonant structures enable
the suppression or enhancement of optical transitions by
modifying the density of photonic modes [121, 122]. The
modification allows, for example, for the Purcell induced
enhancement of optical transition rates and thereby the
redistribution of the optical emission between zero-phonon
and phonon-sideband transitions ([123], see Figure 19.4).
Such a redistribution is particularly important for the NV
color center in diamond, which has a low DWF of 3%,
where, for example, a redistribution from 3% to 54% was



demonstrated with a nanobeam waveguide photonic crystal
cavity [123, 124].
Optical cavities require three-dimensional photonic
confinement down to mode volumes on the order of .
Such confinement can be achieved with one- or two-
dimensional photonic crystal cavities in combination with
total internal reflection in the two or one remaining spatial
dimension(s), respectively [122]. Depending on the solid-
state material, different concepts for nanofabrication of
optical cavities need to be applied as detailed below.
Typically, two cases are considered when designing a
photonic structure for the control and guiding of emitted
light: either (i) the coupling from the micro- or
nanostructured crystal to a free space mode, and
subsequently to a guided – usable – mode; or (ii) the direct
coupling from an emitter to a guided mode.
Of these, (i) is technically more direct, but is limited in its
efficiency compared to (ii). In the absence of any photonic
structure, the coupling from a bulk crystal to air modes is
limited to a few percent [125]. Macro- and microstructured
solid immersion lenses can enable roughly 10-fold
efficiency enhancement [126], but do not allow for control
of the emission pattern that can, for example, maximize the
mode overlap to fiber modes. To overcome this limitation, a
large variety of photonic micro- and nanostructures have
been developed and implemented, ranging from nanopillars
[127] to parabolic reflectors [128] to circular “bullseye”
gratings [129] with functionalities ranging from increased
bulk crystal to air mode coupling to the redistribution of
the emission pattern that matches fiber modes [125].
With (ii), color centers couple directly to the mode of a
waveguide skipping free-space propagation: considering a
refractive index of  for diamond, up to  of
emission around 637 nm can be collected and directly



guided to a photonic integrated circuit (PIC) for further
manipulation of the emitted photon [130]. In solid-state
materials with larger refractive indices  coupling
efficiencies can increase beyond 90%. On-chip waveguide
modes can then also be directly coupled to single mode
fibers for delivery to detectors or long-distance transfer.
Recently, the coupling of diamond cavity photons to a fiber
with an overall system detection efficiency of 85  was
demonstrated [15].

19.2.4.1 Fabrication and Nanostructures in Diamond

In contrast to most dielectric photonic material platforms,
mono-crystalline diamond cannot be grown in thin films on
non-diamond substrates, since more than a micrometer
growth is required after nucleation to form a continuous
crystal, and several ten micrometers to reduce the lattice
defect density until it is suitable for quantum optical
applications [131]. Instead, diamond thin films are
fabricated by ion slicing and subsequent overgrowth [132,
133], or by etching bulk-like diamond membranes of about
20 m down to several hundred nanometers [134].
Alternatively, for total internal reflection confinement,
angled etching [135–137], or quasi-isotropic underetching
methods [138, 139] have been developed. The latter two
enable the carving of free-standing structures into bulk
diamond and make nanofabrication independent of thin film
fabrication.
For the fabrication of microstructures, the main method
used is focused ion beam (FIB) milling. For example, a
gallium ion beam is used to physically remove diamond in a
predefined pattern [126]. In the early stages of the
development of diamond nanophotonics, FIB milling was
also applied for the fabrication of photonic crystal cavities
[140]; however, this was not widely adapted. Alternatively,
and with higher quality, fabricating nanostructures into



diamond can be done by transferring an electron beam
lithography defined mask pattern into diamond. The
pattern transfer is then achieved by dry etching methods
such as reactive ion etching (RIE), inductively coupled
plasma (ICP) etching, or ion beam etching (IBE). An
example of diamond photonic crystal nanocavities,
fabricated with RIE and incorporating single NVs, is shown
in Figure 19.4.
Over the past decade, there has been a tremendous
improvement in applying these methods to diamond
nanofabrication. However, to reach silicon-like scalability
and reproducibility still is a long way to go. Besides these
very technical challenges, not all fundamental questions
have been solved. While group IV color center nano-
integration is possible without constraining optical
properties drastically, NV color centers in nanostructures
suffer from significant spectral diffusion. Only recently it
was demonstrated that by applying suitable sample
properties, fabrication and control methods spectral
diffusion can be mitigated for individual NV-nano-devices
[141]. Despite the aforementioned limitations, fabrication
methods are now sufficiently mature to approach large-
scale fabrication of diamond photonic integrated circuits.
Recently, the integration of more than 100 color centers
into an on-chip photonic circuit was demonstrated [142].
Still, the pre-selection and subsequent deterministic
incorporation of color centers into diamond nanostructures
are still an open challenge. In contrast to InGaAs QD
devices, for which such incorporation was demonstrated
[143, 144], this method is still being developed. While the
fabrication of a large number of optical cavities remains
challenging, the quality of post-selected optical
nanocavities has improved to such a degree that device
cooperativities of C  have been demonstrated for the
SiV and the strong coupling regime is now in reach [15].



These improvements have made a large range of quantum
information protocols feasible as discussed in detail later in
this chapter.



Figure 19.4 (a) For a diamond photonic crystal cavity
(PhC), the electric field intensity is simulated for the
optimized fundamental mode. The lattice constant a varies
from 198 nm at the center to 220 nm over five periods. (b)
Scanning electron microscope image of a diamond cavity
structure fabricated by reactive ion etching. The scale bar
corresponds to a dimension of 1 mm. (c) Measured cavity
resonance (dots) described by a Lorentzian function (line)
with a quality factor of Q . (d)
Photoluminescence confocal image of diamond PhC
structures incorporating single NVs (white spots). The
scale bar represents 5 mm. Inset: second-order
autocorrelation measurement showing antibunching of a
single NV close to the cavity center. (e) The cavity
resonance can be tuned by gas deposition. The logarithmic
plot shows the cavity resonance, which is red-shifted by gas
condensation, sequentially enhancing the two strain-split
zero-phonon line branches  and  from a single NV.
Inset: Intensity of the  zero-phonon line transition as a
function of cavity detuning. The Lorentzian fit shows the
expected dependence of the Purcell enhancement and a
constant cavity Q factor throughout the tuning process. (f)
Spectra of the considered system in the uncoupled (I) and
coupled cases with  tuned into resonance with  (II)
and  (III). Lorentzian fits to the data yield a cavity quality
factor of .

Source: Li et al. [123]/with permission of Springer Nature.



19.2.4.2 Fabrication and Nanostructures in SiC

SiC photonics can rely on mature material growth methods
providing wafer-sized substrates. While more than 200
polytypes with different crystalline structure exist, 3C-,
4H-, and 6H-SiC are the most common polytypes. Of those,
3C-SiC is the most commonly used polytype as it can be
epitaxially grown in films on silicon substrates, while 4H-
and 6H-SiC are only available as crystalline bulk material.
Therefore, the smart cut process has been applied to the
latter polytypes [145]. During the smart cut process, the
SiC quality can suffer from damage introduced by high
density of ions implanted during the process. In contrast to
Si, which can soften and heal out at modest annealing
temperatures, SiC is highly refractory and damage is
difficult to be effectively healed out. Despite these
challenges and using advanced material processing, high-
quality, wafer-sized substrates for photonic applications
were recently demonstrated for 4H-SiC [75].
SiC is inert and hard to wet-etch, yet dry etching
techniques have been used to fabricate optical
nanocavities. Here, residual damage, such as surface
roughness in dry etching and lattice mismatch in hetero-
epitaxial growth on silicon substrates, limits the achievable
coherence and gives rise to optical losses.
For many fabrication techniques, the intrinsic optical loss is
a limiting factor for high-quality optical devices [146, 147].
Although in the case of smart cut method, some
improvements may be possible through better healing of
damage during implantation. However, the intrinsic
absorption of 4H-SiC in a sublimation growth sample was
found to be  [148]. If this can be combined with
nanostructure fabrication, high Q devices will be possible.
Low-strain crystal growth enabled the relatively low



inhomogeneous distribution (  GHz) of  center
resonances [149].
Recent work has demonstrated the high-quality fabrication
of SiC waveguides with integrated  centers, enabling
high waveguide coupling efficiencies while maintaining
nearly lifetime-limited photon emission and high spin-
coherence times [91]. Fabrication of microscale ring
resonators with cavity quality factors of  can also
maintain close to lifetime-limited linewidths and has
enabled the demonstration of optical superradiance of a
pair of  centers [92].
A recent review summarizes the main progress that has
been made toward realizing high-quality photonic
components. The review also details strategies to overcome
the current challenges in SiC quantum photonics [82].

19.3 Applications

19.3.1 Color Centers as Quantum Emitters

A variety of non-classical states of light, such as squeezed
states [150] or single photon states [151], can be used for
quantum applications. Naturally, the use of quantum
photonics requires a robust source of such states. Focusing
on single photons, the simplest scheme for a single photon
emitter consists of atom-like energy levels, which may be
coupled to an electromagnetic field that drives population
into an excited energy state. From the excited state the
population decays, which is accompanied by populating
photonic modes, leading to the emission of a single photon.
In the ideal case, the single photon emitter should operate
in a deterministic fashion – one excitation results in a single
photon in a desired single mode. The efficiency of this
process is captured by the overall single mode collection



efficiency. It includes the quantum efficiency of the emitter,
which is the probability of emitting a photon into a
radiative mode after excitation. In general, this emission is
required to repeatedly produce a photon in the same mode.
In the solid state, interactions with phonons give rise to the
possibility of decaying radiatively into a broad red-shifted
PSB rather than producing a photon at the ZPL-frequency.
The interplay between direct and indirect radiative
processes can be quantified in terms of either the Huang-
Rhys (HR) [152] or Debye-Waller factor (DWF) [153].
Furthermore, the photon must be coupled into a mode that
allows for further operations on the photon, rather than
into an arbitrary mode (as for a free space emitter with a
dipole radiation pattern) – which includes “downstream
modes” in the same or other devices, and eventually the
detection mode – resulting in an overall system efficiency.
Tremendous efforts are undertaken to address the
challenge of redistributing the dipole radiation into a single
(guided) mode. Then finally, the efficient detection of single
photons is, in itself, challenging; here device figures of
merit such as the quantum efficiency, temporal jitter, dark
counts, and possibly photon number resolution must be
considered. Today, near-unit efficiency is achievable with
superconducting single photon detectors, with several
commercial vendors offering off-the-shelf solutions.
The presence of a single photon is typically verified through
measurement of the second-order autocorrelation function 

 [154]
either with a fast single photon detector, or alternatively at
two output ports of a beam-splitter in a Hanbury–Brown–
Twiss setup [155]. In the latter, the mode is incident on a
beam-splitter with single-photon detectors at the two
output ports. A single photon will exit at only one of the
ports, and only one of the detectors will “click” at any given



time yielding . The temporal dependence of the 
 curve shows additional information about the dynamics

of the photon emission (as well as the detector response) –
the shape of the  near its minimum is determined by
the emission decay timescales, and it reveals if other decay
pathways with different timescales are present [156].
For the practical use of single photons, the emission
wavelength is also an important consideration. As well as
(indeed, as a consequence of) telecom wavelengths being
advantageous for transmission in fiber, advanced optical
devices have been developed for the telecommunications
industry. Nevertheless, even in the low loss transmission
region for optical fibers at around nm, the best
attenuation record to date of  [14] still
results in 50% loss after about . One route to address
losses of single photons carrying quantum information is by
employing quantum repeater stations (section 19.4). Many
quantum emitters operate in the visible or near-infrared
range, and thus a means of wavelength conversion is
necessary in order to access the low loss telecom band.

19.3.1.1 Quantum Emitters at Room Temperature

In ambient conditions, the interaction of an emitter with its
environment results in complicated dynamics. Main
contributors to these dynamics are phonon-mediated
processes, which result in a broadened spectrum.
Nevertheless, quantum emitters have a number of useful
properties for applications under these conditions.
One example are QKD protocols that only necessitate the
transmission of a qubit. Here, indistinguishability between
successive photons is not fundamentally required, provided
that their differences do not interfere with the state
preparation, transmission, and measurement of the
exchanged qubits. As stated above, QKD is a near term



deployable quantum technology. Indeed, there have been
numerous demonstrations of QKD, including with color
centers [157–159]. However, scaling QKD in a secure
manner to a metropolitan or global level necessitates
overcoming challenges of photon loss so that quantum
states can be successfully and faithfully transmitted. One
route to addressing loss is the implementation of a
quantum repeater network (discussed further in section
19.4).

19.3.1.2 Quantum Emitters at Cryogenic

Temperatures

At cryogenic temperatures, with a suppressed thermal
phonon population, solid-state defects can become more
similar to an isolated atom-like system. This means that the
likelihood of a direct optical transition between the energy
levels is increased, and therefore, photons are emitted into
a narrower spectrum defined by the lifetime limit of the
excited state.
Photons emitted into a single spectral mode enable further
applications that make use of the quantum statistics of
indistinguishable particles. These statistics can be observed
in the quantum interference of single photons. Applications
include quantum simulation, such as boson sampling, as
well as communication and computation protocols that
make use of entanglement.

Indistinguishability   Quantum interference requires that
the particles cannot be distinguished from one another.
Indistinguishability for interfering photons requires them to
be identical in all degrees of freedom, for instance in
arrival time, frequency, polarization, and spatial mode
distribution. Hence quantum emitters that generate such
indistinguishable single photons can be used as resource
for implementing a two-photon Hong–Ou–Mandel type



interference experiment, which in turn can also be used as
proof of indistinguishability of the photons [160]. In such
an experiment, the two photons are incident on the two
input ports of a beam splitter and detection events at the
two output ports are monitored. A beam splitter
implements a unitary transformation of the two input
modes, where, bosonic commutation relations of photons
dictate that the two photons populate the same detection
mode. A simple calculation based on a 50:50 beam-splitter
transformation (with zero phase difference) yields 

 where  and  denote
the spatially orthogonal modes at the in- or output ports of
the beam-splitter ( ). The output modes then are 

 indicating that for perfect photon
indistinguishability only one of the two detectors produces
detection events. If the photons are partly distinguishable,
both detectors can count simultaneous events and reduce
the visibility of the interference effect.

Spectral Diffusion   For solid-state quantum emitters the
generation of coherent single photons with lifetime-limited
linewidth is, after many years of research, a persisting
challenge. While homogeneous broadening effects are
mainly suppressed at cryogenic temperatures, the effect of
spectral diffusion leads to an inhomogeneously broadened
transition linewidth. On short timescales, quantum emitters
can exhibit near lifetime-limited emission linewidths, but on
longer time scales, the frequency of emitted photons
fluctuates, referred to as spectral diffusion. Spectral
diffusion can be caused by a fluctuating electric field (DC
Stark effect) due to charge noise in the environment of the
quantum emitter. In optical control protocols, quantum
emitters are excited for system initialization or state read-



out by laser light with energies inducing photoionization of
nearby bulk or surface crystal lattice defects.
In particular, in nanostructures the quantum emitter is
located close to rough-etched surfaces with large densities
of surface defects as illustrated in Figure 19.5(a). In
addition to the charge environment, intrinsic properties of
the quantum emitter determine the impact of charge noise
on the emission linewidth. For example, the NV in diamond,
exhibiting no crystallographic inversion symmetry and
therefore a permanent electric dipole moment, is very
susceptible to spectral diffusion [141, 162]. In contrast,
inversion symmetric G4V defects in diamond [51] are not
as susceptible as they exhibit almost no permanent, and
therefore mostly induced dipole moments. As discussed in
section 19.2.1.2, the charge state of the emitter itself may
also vary under resonant excitation. The wavelength
selected for re-initialization should be chosen so that the
efficiency of the recharging process is maximized, while
keeping the overall power requirements low [50, 163]. In
some cases, the ionization of defects in the emitter's
environment can be minimized by choosing an appropriate
excitation wavelength [141].
A passive approach to mitigate spectral diffusion is to
improve fabrication methods, involving defect formation
techniques (native defects, formation during growth, ion
implantation) [37], micro- and nanostructuring methods
[164, 165] as well as surface termination [166]. In addition
to passive mitigation, active control schemes have been
developed for suppressing spectral diffusion. In an active
feedback scheme, the emission frequency of photons is
adjusted by applying an external electric field, which
induces DC Stark tuning [161]. Furthermore, a pulsed
coherent control protocol was proposed by Fotso et al.
[167] that cancels spectral detuning and stabilizes the
emission frequency of a two-level solid-state emitter at a



certain target frequency – the carrier frequency of the
pulses.

Active Tuning   For single photon sources used for certain
quantum applications not only the spectral stability of
individual emitters need to be ensured, but moreover,
photons emitted from different devices need to be
spectrally aligned. Here, similar to the correction of
spectral diffusion, DC Stark tuning of electronic transitions
is achieved by applying external electric fields [161] as
shown in Figure 19.5(b)-(d). Another method is the
application of strain, which changes the crystal field
surrounding the emitter [168, 169]. The particular choice
of the tuning scheme depends on the achievable tuning
range with regard to the susceptibility of the emitter, the
tuning rate (how fast the applied field can be varied), as
well as achievable tuning stability and resolution.



Figure 19.5 (a) Schematics illustrating the process of
spectral diffusion of an NV in a diamond nanopillar with a
radius of 125 nm and a height of 1.6 m (scanning
electron microscopy image). At rough etched surfaces, the
density of unwanted defects that act as charge traps and
electron donors is very large. Green laser irradiation at
about 532 nm causes photoionization of defects and
diffusing charges, in turn leading to fluctuations of the
electrostatic environment of the NV and spectral diffusion
of the ZPL resonances (DC Stark shift). (b) Active tuning of
the NV ZPL transition frequencies can be achieved by
applying an external voltage. Here, photoluminescence
excitation (PLE) spectra as a function of applied voltage are
shown. (c) The transition frequencies can be modeled with
good agreement. (d) PLE spectra of the ZPL  transition
of a single NV with and without applied voltage feedback.
Green arrows indicate when green initialization pulses
were applied.

Source: Acosta et al. [161]/American Physical Society / CC BY 3.0.

19.3.1.3 State-of-the-art



NV at Room Temperature   The NV enabled the first
stable and long-term generation of single photon states at
room temperature in 2000 [28, 29]. At that time, NVs in
bulk diamond without optimized outcoupling structures
were investigated, leading to single photon detection rates
of only tens of thousands detected photons per second.
Since then, the rate of the detected photons has been
increased by fabricating micro- and nanodevices into
diamond. Through pulsed excitation the overall detection
efficiency per pulse can be determined, which is an
important figure of merit for the applicability of the emitter
as single photon source. Recently, a raw experimental
detection efficiency of  with fluorescence
detection rates as high as  counts per second was
demonstrated [128].

NV at Cryogenic Temperature   For quantum information
applications, the spin state of the NV qubit can be
selectively interfaced with single photons. The selectivity of
the interaction allows for applications that go beyond single
photon generation such as spin–spin entanglement of
distant quantum nodes heralded by two-photon
interference (section 19.3.3.3).
Two-photon interference between photons from two
different NVs was demonstrated by two groups at a similar
time in 2012 [170, 171]; both of which were realized in
solid-immersion-lens samples, using DC stark tuning in
order to match the resonances. However, extending this to
the generation of spin-spin entanglement has, to date, only
been realized in the group led by Ronald Hanson at TU
Delft.
Recent work has demonstrated the preservation of
entanglement between converted telecom photons and an
NV spin [172] addressing the challenge of long distance
communication via telecommunication frequency bands in



the infrared spectral regime. Subsequently, the quantum
frequency conversion stage was used to compensate for
emitter distinguishability in order to facilitate the two-
photon interference of telecom photons from separate
detuned emitters [173].

SiV   Owing to its enhanced symmetry with respect to the
NV, SiVs typically exhibit a narrow distribution of
linewidths. Large spectral overlap of different emitters
exhibiting nearly lifetime-limited linewidths was
demonstrated in bulk [174]. These favorable properties
lead very rapidly to the first demonstrations of two-photon
interference of two SiVs in 2014 from emitters in a bulk
sample with no additional tuning [175]. Moreover, even in
nanodiamonds as well as in nanostructures almost lifetime-
limited linewidths were observed [176, 177]. The
structures were either post-fabricated around SiVs [178] or
pre-fabricated with subsequent SiV implantation via
masking [179].
Tuning of emission from SiVs has been demonstrated via
selective cavity enhancement [180], as well as strain [169,
181]. Very recently, two-photon interference was
successfully shown between SiVs in optical nanocavities
[181].

GeV   In contrast to the SiV and SnV, the GeV has been
explored to a lesser extent. The GeV shows a sharp and
strong luminescence band with a ZPL at around 602 nm
and has single photon emission capability at room
temperature [61]. Its DWF was determined to be about 

 [62]. The GeV is of the same symmetry as the SiV and
SnV, and should therefore also be less sensitive to electric
noise compared to the NV. The GeV possesses a ground
state splitting of about GHz [61, 182], which is
advantageous compared to the SiV, due to the reduced



thermal photonic relaxation processes. However, it does
not outperform the SnV, which has a ground state splitting
of about GHz [183]. Optical and microwave control of
the GeV spin ground states was demonstrated by Siyushev
et al. [62].

SnV   In the first work on SnVs, single emitters in
nanopillars with narrow emission linewidth MHz
were demonstrated [184], and in bulk, lifetime-limited
linewidths of about MHz together with spin coherence
times of  at  were reported [183]. However,
due to the large size of the Sn atom, damage introduced
during implantation can make it challenging to find high-
quality emitters. For SnVs created by Sn implantation and
successive vacuum annealing, the yield of close to lifetime
limited emission linewidth is on the order of 0.1% to 1%.
Novel fabrication techniques such as shallow implantation
and subsequent diamond overgrowth [185] have been
introduced in order to enable nanostructure fabrication
with narrow near lifetime-limited lines [186]. This has been
extended recently to demonstrations of photonic crystal
cavity integration with Purcell factors of 25 for the coupled
system, resulting in a coupling of 90% of the emitted
photons into the cavity mode [187]. Also in other works
coupling of single SnVs to photonic crystal cavities with
measured quality factors as large as 11000 and Purcell
factors for the SnV ZPL of 37 together with a high cavity
coupling efficiency  of  have been achieved [188].
Even though G4V defects are less sensitive to electric fields
than NVs, electrical tuning via Stark effect of ZPL
resonances of nanopillar-coupled SnVs has been
demonstrated, covering a range exceeding 1.7 GHz [189].
Similarly to the  and many other color centers, the SnV
is also subject to “blinking” under continuous resonant
excitation attributed to a change of charge state [183]. Due



to its position within the bandgap, this likely corresponds to
the charging of the   . Initialization as well as
constant charge stabilization can be maintained by adding
a laser of shorter wavelengths, e.g. of about nm, that
induces recharging of the neutral divacancy which is
involved in the charge cycle while also avoiding direct
excitation of the SnV [163].

SiC at Room Temperature   Since the first demonstration
of single photon generation with a color center in SiC in
2014 [190], for which 4H-SiC was used, a large variety of
different types of single color centers were discovered both
in hexagonal as well as cubic SiC. Besides this color center
attributed to the carbon antisite-vacancy pair defect, silicon
vacancy centers (V1) [191, 192], divacancies [193], and not
yet identified bright and photostable emitters [194] among
others were demonstrated. The latter exhibit count rates up
to 2 Mcps at saturation at room temperature from
unpatterned bulk material. Similar to diamond, optical and
spin properties are superior at cryogenic temperatures,
and most recent work has focused on optically accessing
and controlling spin states at 4 K.

SiC at Cryogenic Temperature   The most investigated
color center in SiC is the negatively charged silicon
vacancy center at hexagonal lattice site (h- ) in the 4H-
SiC polytype. It can be formed through electron irradiation,
for example, in high purity SiC. It is a defect spin-3/2
system with strongly spin preserving optical transitions. It
features a non-radiative intersystem crossing that can be
used for spin initialization and has a DWF . It was
shown to have narrow optical transition lines which are 

 of the lifetime-limited linewidth below 6.9 K, and was
used to demonstrate a Hong-Ou-Mandel (HOM) visibility of 

 between successively emitted photons ( )



[89]. Their temperature-dependent properties have also
been analyzed theoretically [195].
For waveguide-coupled , nearly lifetime-limited photon
emission was shown [91]. A pair of  integrated into a
ring resonator demonstrated optical superradiance [92].
Also Stark tuning over  GHz can be applied to the ,
both for DC [196] and GHz frequencies [197]. Besides
promising optical properties, single h-  centers feature
electron spin state with excellent properties [198] for
which optical coherent control was implemented to
quantify its internal spin-optical dynamics [199].
For further recent progress on optical aspects of SiC color
centers, reference [72] gives a nice overview.

19.3.2 Color Centers as Quantum Memories

The local storage of a quantum state requires the ability to
control the designated memory states that are provided by
the color center. This immediately leads to the question of
what degrees of freedom can be used for storing the
quantum information. In other words: Which physical states
of the system can be controlled, are long-lived, and allow
the retrieval of the quantum state. For example, the
memory qubit could be a pair of ground and excited states,
two orbital ground states, or two spin states.
Control generally entails being able to initialize the state of
the qubit into a desired quantum state (section 19.3.2).
Likewise, the inverse of this process – the ability to read
out the qubit state – must be possible (section 19.3.2). A
key figure of merit of a quantum memory is the memory
storage time, which is determined by its coherence time
(section 19.3.2). Beyond these essential features, it is
important to map a qubit state into the memory, which
requires a joint operation between the target qubit and



memory qubit. Joint gates between multiple spins, as well
as the interaction of a photonic qubit with a quantum
memory are considered in section 19.3.3.

19.3.2.1 Considerations and Figures of Merit

Commonly, the spin degree of freedom provides long
coherence times compared to the other physical states
considered above and therefore is selected as the memory
system that is the focus of this section. In the following,
state initialization and coherent control, state read-out, and
coherence times are discussed as the key elements in
evaluating a system for a quantum memory.

State Initialization and Coherent Control   For the NV,
even at room temperature, spin state initialization is
possible due to a spin non-conserving transition [27]. For
many other defects, resonant spin pumping must be used
[200].
The coherent manipulation of the spin state of an atom-like
system is often achieved through microwave control, which
requires that the spin states are non-degenerate such that
a resonant microwave can drive Rabi oscillations.
Microwaves can be produced by an antenna near the
emitter. The resonance frequency can be identified through
ODMR, where the microwave frequency is swept while the
fluorescence from one of the levels is monitored. A change
in the steady state fluorescence is observed when the
microwave field is in resonance and drives oscillations
between the spin states. This protocol is also used for some
magnetic sensing techniques because the Zeeman splitting
of the spin states is determined by external magnetic fields
[42]. Extending microwave control to full qubit control
requires the ability to perform rotations about multiple
axes on the Bloch sphere. These rotations can be achieved
through phase modulation of the applied driving fields.



Moreover, the control can be extended to perform rotations
for dynamical decoupling, see section 19.3.2.
Another approach of fast optical coherent control was
demonstrated, for example, for the NV [201], where the
authors use ultrafast pulses to control the ground-state
spin.

State Read-Out   Typically, state read-out is done
optically, where irradiation with a transition-resonant laser
field will only excite the color center if it is in a specific
state. In this measurement scheme, the outcomes are
“bright” or “dark” depending on whether an excitation
occurred and was detected [202]. If the excited color
center has a high probability of relaxing to the initial state
(a cycling transition), then the excitation can be repeated
many times before spin mixing occurs. This increases the
contrast between the “bright” and “dark” states and
thereby can increase the fidelity of the measurement up to
the point at which mixing of the states leads to spurious
read out. Access to a cycling transition enables single-shot

read out (in the sense that many consecutive excitation
events can be used to gain sufficient photon statistics
without having to repeat the entire protocol). Another
critical factor in read-out fidelity is therefore the efficiency
of photon collection and detection. Besides optical read-out,
also state-to-charge conversion was used in [203] with high
fidelities.
Of course, during the emission process, the phase is not
preserved between the two qubit states, and so repeated
measurement sequences are required. In order to read out
the full qubit state, repeated measurements in different
bases are needed, i.e. a rotation is performed prior to the
read-out in the accessible basis.



Coherence Time   To quantify coherence times of a qubit
system, the longitudinal and transverse relaxation times (

 and , respectively) are generally employed. In
practice, the coherence time of a qubit system can be
influenced by additional control processes, which is
captured by the distinction between  and , where 
gives the bare coherence time with no external control
processes, versus the , which quantifies the coherence
time including active control.
The  captures the population decay between the two
qubit states: if a qubit is initialized into one state, the
remaining population is recorded after some waiting time.
In general, this is not the same for the two non-degenerate
levels used for the memory qubit since thermalisation
imposes a directionality. This is most apparent when
considering optical transitions, where thermal excitation is
negligible at the cryogenic temperatures while the
spontaneous decay time is on the order of nanoseconds.
The overall coherence between the two states is commonly
measured through a Ramsey sequence [204] and yields .
In order to protect the coherence of a spin state, dynamical
decoupling (DD) such as a Hahn echo sequence may be
employed [130]. The extended lifetime that is achievable
with additional decoupling yields the  of the qubit. 
and  have an effect on the inhomogeneous and
homogeneous linewidth of the emitter respectively. The
principle of the Hahn echo sequence can be extended to a
more generalized DD sequence. For example Carr–Purcell
Meiboom–Gill (CPMG) sequences are a standard technique
[129] consisting of some number  of  pulses during the
waiting time  [205]. For this sequence, the timescale of
fluctuations must be slower than the time it takes to apply
two  pulses ( ). Furthermore, using rotations about
multiple axes (e.g. XY sequences) improves robustness



against pulse errors, as well as increasing the range of
states, which are preserved during the decoupling process
[206].

Spin Environment in Diamond   Although the spin
density of diamond is usually low, a residual paramagnetic
bath is present, which can be comprised of C spins, 
centers (nitrogen impurities) and others. The presence of
spins in the environment constitutes a random, fluctuating,
magnetic environment, which has the effect of perturbing
the splitting of the NV levels, thus resulting in dephasing
between the qubit states. Targeted compensation for the
dephasing requires tailored pulse sequences, which extend
the  of the NV spin via dynamical decoupling, see, e.g.
[207] and Figure 19.6.

19.3.2.2 Physical Considerations on Cycling

Transitions: Spin Initialization and State Read-out of

Qubits in Diamond

In the  in diamond, transitions between the  and 
 manifolds are spin selective. Of these, the  transition

between the  states is primarily cycling. Driving the 
 transition between , however, is accompanied

by an increased probability of decaying via the meta-stable
singlet state, which likely causes spin-mixing. This process
eventually leads to the decay of the system into any of the
spin ground states [208], as shown in Figure 19.1(a). The
qubit is typically encoded between the  and one of
the  levels for quantum information applications.
The actual dynamics of the intersystem crossing in a given
sample can also be influenced by phonon interactions and
strain [209, 210].
Non-spin conserving transitions can be used for a high
fidelity spin initialization via optical pumping (e.g.  is



estimated in [211] by resonant  excitation. Off-resonant
excitation produces typically lower fidelities around 

 [212]). Single-shot read-out can similarly be
achieved by exciting with higher energies than the ZPL
transition and thresholding on the number of counts:
shelving in the meta-stable state, e.g. over  [213]
until the  ground state gradually repopulates,
provides initial contrast in the PL signal. Resonant
excitation on , however, allows a longer readout probe
time to be used, e.g. , during which repeated cycling
can produce high fidelities of, e.g.  in [211]. Repeated
cycling will eventually be destructive due to optical
pumping. Conversely, using shorter read-out periods can be
nondestructive, but limits the achievable read-out fidelity.



Figure 19.6 (a) Dynamical decoupling spectroscopy
reveals structure in the electron coherence from
resonances with individual C nuclei. Dips indicate loss of
coherence from interaction with nuclear spins: sharp dips
from coupling with individual nuclei and broader features
from interaction with strongly coupled spin pairs. (b)
Dynamical decoupling sequences tailored to a specific C
environment enabling over 1 s coherence time of the NV
electron spin.

Source: Abobeih et al. [207]/Springer Nature/CC BY-4.0.

A review on spin read-out techniques of the NV can be
found in [213]. In contrast to “traditional” optical off-
resonant spin-state read-out, spin-to-charge conversion can
be used to increase read-out robustness of the spin-state
[214].



For the G4Vs, with no shelving state and no intersystem
crossing, spin-state initialization is more challenging. In the
absence of strain or applied magnetic fields, there is no
mechanism for spin mixing [53] and the optical transitions
are spin preserving. An on axis magnetic field can therefore
be used for spectrally addressing individual spin states, but
does not allow for optical spin pumping. Typically a slight
off-axis field is used, providing access to both mechanisms.
Bigger dopant atoms such as the Sn lead to larger spin
orbit coupling term and thus transitions are more strongly
spin preserving [163] even in an off-axis field; however, as
before, the presence of residual strain (which can be
partially remedied through HPHT treatment) can reduce
the read-out contrast.

19.3.2.3 State-of-the-Art

NV in Diamond   The NV is renowned for long spin
coherence times, even at room temperature. In isotopically
purified diamond,  coherence times of  for the
electron spin [215] and  for the C nuclear spin
[216] have been demonstrated. At liquid helium
temperatures of , electron spin relaxation times  of
one hour and coherence times  using tailored
dynamical decoupling sequences [207] were shown.
Moreover, a single-qubit state was preserved for more than

 in a ten-qubit register (one electron and nine nuclear
spins) applying selective phase-controlled driving of
nuclear spins combined with DD sequences on the electron
spin [217].

SiV in Diamond   Within the SiV manifold there are
multiple possible choices for qubit encoding. Those that
have been demonstrated include orbital and spin degrees of
freedom. Spin control of the SiV has attracted significant
attention, due to the ability to isolate spin preserving



optical transitions. This was first demonstrated in 2014 by
two groups [218, 219], showing coherent population
trapping (CPT) between the two spin states of the upper
branch of the ground state, with a . In order
to realize a closed  system, a slight off-axis magnetic field
must be applied in order to produce mixing of the spin
states, since the excited- and ground-state manifolds have
different spin-orbit coupling strengths [53]. The 
obtained in these measurements is limited by electron–
phonon processes, although they are spin-preserving [220],
as illustrated in Figure 19.7(a). While orbital relaxation can
be reduced to timescales of  [220], the orbital-
spin-  is still rather short lived (see Figure
19.7(b)–(c)). To address the short spin-coherence times,
mK temperatures are required – achievable with dilution
refrigerators – in order to suppress the thermal occupation
of phonons that can interact with the qubit system.
The use of microwave control instead of an optical -
scheme allows flexibility in the magnetic field direction,
which can be chosen such that spin cycling transitions
become available resulting in high fidelity read-out.
Microwave control was first demonstrated in ODMR [221].
The magnetic field orientation comes at a trade-off between
initialization and read-out state efficiencies: initialization in
an aligned magnetic field via spin-pumping needs ,
but enables a read-out window as long as  [200].
Note that there is an optimal regime for microwave control
– a near aligned magnetic field favors spin-conserving
transitions, but with the addition of slight strain to allow
individual optical addressability (frequency resolution) of
spin conserving channels [222]. Furthermore, strain is
needed for dipole allowed magnetic transitions, which can
be addressed using microwaves.



Combining mK temperatures and microwave control with
CPMG32 sequence was used to demonstrate coherence
times of  in a high purity (0.001% C) sample
[200], see Figure 19.7(d)–(g). In this work a bimodal noise
source (one fast, one slow) was observed and a linear
scaling with pulse number was found.
However, microwave control may introduce the risk of
heating [222, 223], depending for instance, on the
efficiency of the microwave delivery system or the amount
of strain in the sample – and thus on the strength of the
magnetic dipole transition.



Figure 19.7 (a) Structure of the SiV with labelled optical
and phonon mediated transitions. (b) Scaling of the SiV
spin dephasing rate ( ) with temperature, grey shows the
orbital decay rate ( ); (c) Scaling of the spin decay
rate. The linear scaling of the orbital decay rate (b) is
indicative of single phonon processes. (d) CPMG-  pulse
sequence applied to the SiV spin: (e-g) Spin coherence
measurements with varying number of rephrasing pulses
maintaining coherence up to 13 .

Source: (a) Jahnke et al. [220] licensed under CC BY 3.0; (b, c) Pingault et
al. [221]/Springer Nature/CC BY-4.0; (d-g) Sukachev et al. [200]/With
permission of American Physical Society.

As an alternative approach to accommodate short lifetimes,
one may consider fast broadband optical control via Raman
rotations between orbital states [224], or widely separated
( GHz) spin states [56]. In the latter work, a magnetic field
aligned at  to the symmetry axis was used to enable
cross coupling (initialization fidelity 99.93%) at the expense



of single-shot read-out. In this regime phonon processes
freeze out at mK temperatures and coherence times
become limited by the spin bath. The longest  achieved
with a single spin echo was  at : This
experiment was conducted in HPHT IIa diamond with a
high concentration of substitutional nitrogen, where dipolar
coupling cannot be rephrased through DD.
Manipulating the strain environment of the SiV not only
can be used for resonance tuning [169, 181], but can also
be exploited to enhance coherence: by increasing the
ground state splitting, which reduces the effect of thermal
phonons that drive transitions in the ground state manifold.
In this way, a spin  was demonstrated at 
[225], which is comparable to low strain SiV at , or
the NV without dynamical decoupling [215]. However,
increased strain may affect the spin mixing and therefore
the selection rules, as well as potentially having
implications for other optical properties such as the
quantum efficiency.
Note also, that incorporation into nanostructures
additionally influences the scaling of the phononic
relaxation rates, which typically follow a power law scaling 

 wiht  in bulk, and  close to a surface, where
 is the ground state splitting. The local geometry can

influence the scaling behavior as well. The authors of [169]
showed a  scaling, whereas in [180] a scaling of 

 was shown.
For a review of optical control of the SiV, see the work of
Becker and Becher [226].

SnV in Diamond   Due to the increased ground state
splitting compared to the SiV, the SnV is expected to offer
enhanced spin coherence properties at  [54], and ,



which are considered technically reasonable working points
in temperature.
A demonstration of coherent population trapping in the SnV
[227] found a branching ratio between spin flipping and
spin conserving transitions of  in a moderate strain
nanopillar sample with an applied off-axis magnetic field of 

 at a  tilt to the symmetry axis.
In comparison, a low-strain HPHT sample (without
nanostructuring) with an off-axis magnetic field of 
at a  tilt to the symmetry axis exhibited a branching
ratio  and was able to demonstrate single-shot
readout with an estimated fidelity of 74% [163]. The fidelity
can be further increased by enhancing the collection
efficiency (via nanostructuring) and by improving detection
efficiencies.
The CPT measurements yielded comparable  times of 

 [227] and  [163] both at  and  at 
. Using dynamical decoupling, Debroux et al. [227]

obtained  with (only) 4-pulse DD, which could
have been increased with an aligned field. The observed
lifetimes in this case were consistent with the natural C
abundance.

Silicon Carbide   Compared to diamond, the structure of
SiC is favorable in terms of coupling to a residual spin bath
due to the longer bond lengths (i.e. increased separation)
and the binary lattice (i.e. reduced likelihood of strongly
coupled homo-nuclear spin pairs) as investigated in [228].
Furthermore, partially due to its mirror symmetry planes,
the basal  divacancy exhibits first-order insensitivity to
magnetic fields near  (a clock transition).
This property was exploited to demonstrate a decoherence
protected qubit by additionally applying microwave
dressing to the spin-1 system [229] and showing 



 with a single rephrasing pulse. The polar
structure does, however, cause increased susceptibility to
charge noise.
Recently, a coherence time of  was measured for a
basal divacancy in isotopically purified SiC using  DD
pulses [84], without showing saturation at an increased
pulse number. This work additionally demonstrated
improved single-shot state read-out fidelities by using state-
to-charge conversion.
In a different configuration the -oriented  divacancy is
of the same  symmetry group as the NV. This
configuration has no clock transition; however, it has a
reduced susceptibility to charge noise [88]. In general,
isotopic purification of the host material increases
coherence times, which together with increased decoupling
pulses can also produce second-timescale coherence times
[88].

19.3.3 Color Centers for 2-Qubit Quantum

Gates

In this section, color centers are considered as interface
nodes for facilitating two-qubit quantum gates. In such an
interface node a color center is used to mediate a joint
operation on two qubits. The target qubits may be photonic
qubits (emitted or coming from another emitter), or
encoded in local ancillary solid-state spins.
For example, in the series of works [230, 231], a cavity
coupled SiV was used to implement a switch at the single-
photon level. First, in [230] orbital states of the SiV were
used, and later work [231] employed the spin degree of
freedom. Additionally, in both cases photon-mediated
interactions between two SiVs in a single nanocavity were
shown. It was highlighted in this work, that in spite of a
high DWF, the quantum efficiency of SiV was estimated at



around 10% [230]. A higher quantum efficiency of 
was estimated for the SnV [54], and in combination with
improved fabrication techniques, the improvements can be
readily applied to the SiV.

19.3.3.1 Color Centers for Spin–Photon Entanglement

The first step for distributing entanglement is the
generation of a photon whose quantum state is correlated
with the state of the emitter. For example, 

where the photon generation process (gen.) depends on the
details of the emitter and the photon encoding. An
illustrative example is shown in Figure 19.8(a), where a
time-bin spin–photon entanglement protocol is outlined. A
spin/time-bin encoding necessitates that only one of the
qubit states of the emitter is coupled to an excited state
and emits a photon. For this scheme to work efficiently, the
spontaneous emission must be spin preserving. The
population in the two qubit basis states is then inverted by
a  pulse, and the excitation repeated. This results in a
photon in the early or late time bin being correlated with
population in one or the other qubit state [11].



Figure 19.8 (a) Spin–photon entanglement generation
scheme using the NV; (b) Schematic of spin-dependent
cavity reflection scheme for writing a photonic time-bin
qubit into an SiV spin qubit; (c) Spin-dependent cavity
reflection measurements; (d) Single-shot thresholds for
reading out the spin state of the SiV. (e) Control sequence
to characterize spin photon entanglement. (f) Correlations
between spin and time-bin photonic qubits. (g) Spin–photon
entanglement fidelity measured using (e).

Source: (a) Bernien et al. [232]/With permission of Springer Nature; (b-g)
Bhaskar et al. [15]/With permission of Springer Nature.

Verifying the entanglement between the emitter and
photon requires performing a tomographic reconstruction
of the joint state, via individual measurements of the two
qubits in different combinations of bases.

NV in Diamond   Since the first demonstration of spin–
photon entanglement from an NV, in 2010 [233], the last
decade has shown a rapid advance in techniques enabling
entanglement of multiple remote NVs and local register
qubits [232, 234, 235], discussed further in Sections
19.3.3.2 and 19.3.3.3.

SiV in Diamond   As an alternative strategy, Nguyen et al.
[222, 236] used the spin-dependent reflection of an SiV



critically coupled to a nanocavity to write a time-bin
photonic qubit into the SiV. Interfacing with the SiV was
achieved using adiabatic transfer between the waveguide
and a tapered fiber. Targeted SiV incorporation with
nanostructures can be achieved via masked implantation,
together with gas tuning of the cavity, a cooperativity of 

 was achieved. The protocol, illustrated in Figure
19.8(b), follows the same principle as generating a
spin/time-bin entangled state: the SiV is initialized in an
equal superposition state. The time-bin encoded photonic
qubit is then reflected off the cavity. A -rotation is applied
to the SiV in between the time-bins, which results in a spin-
photon entangled state. After measuring the photonic qubit
in an unbiased basis (removing time-bin information), using
an imbalanced Mach–Zehnder interferometer, its state can
be mapped to the SiV. Here, microwave control of the spin
qubit was employed and showed  using an XY
DD sequence ( ). The observed coherence
timescaling was found to be similar to NVs near a surface
[237] differing from the scaling from an SiV in bulk [200],
indicating that the proximity of the surface still influences
the SiV properties. Subsequent improvements [15] enabled
non-destructive spin-state readout with  fidelity, in
a cavity with a cooperativity of . A spin–photon
entanglement fidelity after the first reflection of  was
reported. In the same series of works, coupling to an
ancillary C spin register was also explored, which allows
access to longer-lived memory qubits, as well as potential
for more complex multi-qubit protocols, which are
discussed in Sections 19.3.3.2, 19.3.3.3, and 19.4.

19.3.3.2 Color Centers in Solid-State Multi-Qubit

Registers

Even though nearby spins cause a potentially detrimental
fluctuating magnetic environment, if controlled, they can



also be used as additional long-lived qubits: Due to the
difference in the nuclear- and Bohr magneton, compared to
the electron spin, nuclear spins are significantly less
affected by the same magnetic field and thus exhibit much
longer coherence times. Using this property, a system of
multiple coupled qubits may be used as a multi-qubit
register for the implementation of quantum algorithms. In
this scenario the color center acts as an optically active
interface qubit, which can then be coupled to nearby spins
that constitute weakly interacting ancilla qubits. Through
performing DD sequences with varying waiting times,
resonance with nuclear precession times reveals periodic
revivals that indicate coherent coupling between spins. The
latter method can resolve individual nuclei [238–240].
Coupling can be mediated through microwave pulse
sequences tuned to the respective hyperfine coupling
strengths.
An additional application of coupling with ancilla qubits has
been demonstrated to enable improved read-out robustness
through coherent feedback and repetitive measurement
[241], conducted in room temperature nanodiamond. The
scheme resulted in higher fidelity read-out in a regime
where usually only 0.02 photons could be detected before
the spin is depolarized. Controllable coupling to ancilla spin
systems also offers enhancements in sensing protocols
[242, 243].

NV in Diamond   The NV electronic spin state determines
the nuclear spin precession axis as demonstrated in [244],
and thus can be used to conditionally manipulate the
evolution of the nuclear spin. Alternatively, controllable
interactions can be realized via state transfer by coupling
the spin sublevels with a Landau-Zener crossing when
sweeping the magnetic field [245] (achievable state
transfer in ca. ). In either case, the basic idea is to



perform an operation on the NV electron spin, then a swap
operation between NV and register qubit, and reset the NV.
When the electron is in the  state, the nuclear spin
precesses at the Larmor frequency, whereas when in the 

 state, the hyperfine splitting prevents any
precession.
Such techniques can be exploited to encode a logical qubit
consisting of multiple physical qubits, for example in a
decoherence free subspace composed of multiple physical
qubits [246] with a  on the order of minutes.

In diamond, there are a number of possible ancilla qubits
that may be used. The nearest ancilla is the intrinsic N
nuclear spin. More commonly, however, C nuclei are
employed, first proposed in 2001 [247], and demonstrated
in 2007 [244]. Diamond has a natural abundance of 1.1% 
C with , compared to C with .
Coherent coupling to nearby spins is achieved through a
combination of microwave pulse sequences with time-based
gates [248]. Additionally, the control sequence needs to be
interleaved with decoupling sequences, in order to
decouple the target spins from the remaining spin bath.
Since control of a C nucleus mediated by the NV electron
spin was first demonstrated in 2007 [244], subsequent
improvements in fidelities, achieved through (i) state
preparation using resonant pumping; and (ii) read-out with
higher collection efficiencies using deterministic
fabrication of a SIL [211], as well as control techniques
such as dynamical decoupling have helped to enable
scaling up the number of addressable ancilla qubits
resulting in a ten-qubit spin register [217].
As well as C nuclei, nearby NVs can also be used for
entanglement generation, via performing a parity
measurement. The latter has been demonstrated between



two NV nuclear spins, mediated via optical control of the
electron spin of one of the NVs [249].
More involved protocols have also been demonstrated,
including error correction schemes [250, 251]; encoding of
a logical qubit in a decoherence free subspace consisting of
a pseudo-spin of a pair of C nuclei , 
obtaining  [246]; and recently,
demonstrating a flag-fault-tolerant encoding with a logical
qubit comprised of five C nuclei and a flag qubit in the
native N spin, which were interfaced by the ancilla NV
electron spin [252].
Additional candidates for ancilla qubits are  center
electron spins, e.g. in [253] entanglement of two 
centers' electron spins mediated by a NV center was
demonstrated. Control of both  electron spin, and the 
N nuclear spin was shown, with  and ,
respectively.
Adding a second optically addressable spin qubit to the
register could enable advanced write and read-out
schemes, and possibly allow for higher-fidelity operations.
Toward this goal, NV-NV entanglement was demonstrated
in [254] based on magnetic dipolar coupling of the NV's
electron spins. Remarkably, the two-qubit entanglement
generation was shown at room temperature. Entanglement
fidelities were subsequently increased using optimal
control [255].
In summary, to realize these multi-qubit registers, one
requires high-fidelity read-out, decoupling from the
residual spin bath, and the ability to perform high-fidelity
gate operations between the interface and ancilla qubits.
With these, color centers – such as the NV – can be used as
an optically active interface node, with multiple memory
qubits, which is, for instance, a fundamental ingredient for
several proposals for generation of high-dimensional



cluster states [256–258]. Furthermore, in addition to
coherent control of individual qubits, multi-qubit gates are
necessary for the realization of multi-qubit quantum
algorithms. The ability to couple to a local, long-lived
register of qubits is vital for the implementation of error
correcting logical qubits [246, 252].

G4V in Diamond   Coupling G4Vs to nuclear spins
requires an alternative approach compared to using the
NV. For weakly coupled spin-1/2 systems, the resonance
conditions is, to first order, insensitive to the particular
coupling terms between two spins (it is linear for the spin-1
NV system). However, once identified, more strongly
coupled nuclei can be addressed. Initialization and read-out
of a C nuclear spin were first demonstrated using the SiV
by Metsch et al. [259]. Here, for the choice of a magnetic
field the orientation with respect to the SiV need to be
considered (for spin initialization via pumping vs. spin state
read-out as discussed in section 19.3.2), as well as the
orientation with respect to the position of the nearby
nuclear spins [236].

SiC   The neutral divacancy in SiC is electronically similar
to the  in diamond, and analogous techniques can be
used for coupling to C and Si nuclei. In [88], coupling
to nuclear spins was demonstrated via electron spin
polarization and a swap gate (see, e.g. [244]) with an
estimated initialization fidelity of . Similarly, but
waveguide integrated, coherent coupling to nuclear spins
as well as nuclear spin quantum gates with  fidelity
were demonstrated [91].

19.3.3.3 Color Centers for Remote Spin–Spin

Entanglement



Remote Spin–Spin Entanglement   Having generated a
photonic qubit entangled with the spin state of a quantum
emitter, the emitted photons can then be transmitted
across a communication channel (e.g. fiber link or free-
space); and then, through a projective measurement on the
photons, a fusion operation can be implemented that
results in the entanglement of the two emitters. While
linear operations on photons are “cheap,” implementing
photon interactions – necessary for logical operations – are
challenging. With linear optics and photon detection this
can only be achieved probabilistically [16], with successful
events heralded by a particular combination of detection
events. Although, the success probability can be boosted
through the use of additional resources [260, 261].
A simple variant of this scheme implements a parity
measurement between two input photon modes on a beam-
splitter and can discriminate the antisymmetric singlet
state  from the symmetric triplet
states, although this can readily be extended to also discern
the state , but is unable to

distinguish the  states. In all these
cases, photon interference requires indistinguishable
photons for both input modes, where the most obvious
indistinguishability criterion is that they arrive at the same
time (however, they have to be indistinguishable in all
degrees of freedom).
The time-bin protocol based on Barrett and Kok [11]
succeeds when both photons – one from each emitter – are
detected, with one in each time-bin. A reduced scheme
using only a single time-bin that, conditional on detecting
only one photon, erases the which-path information
provided that a second photon was not emitted and then



lost [234]. The latter protocol is more efficient, even
though it is more susceptible to loss; and additionally,
requires phase stability of the paths between each emitter
and detection to yield a well-defined state.

Current Records   Although the first spin–photon
entanglement was shown with polarization encoding [233],
alternative encodings have since become more dominant.
Spin–spin entanglement schemes with the NV in diamond
typically now make use of either a time-bin encoding [232,
262] or photon/vacuum encoding [234, 235, 263].
The first demonstration of spin–spin entanglement with the
NV using a two-photon scheme [232] was followed up with
a scaled-up version in order to perform a loophole-free Bell
test over a distance of 1.3 km [262] with an entanglement
rate of one event per hour due to the loss overheads. Since
then, later work moved to photon/vacuum encoding, in
which only one photonic qubit is transmitted down the
channel in a successful entanglement event. Furthermore,
the choice of the initial spin qubit state can be selected in
order to help balance loss and was used to demonstrate
delivery of entanglement at a rate faster than decoherence
[234]. This scheme was designed to deliver an entangled
spin–spin pair after a fixed number of attempt clock cycles,
where after heralding a successful entanglement event, the
state was preserved via DD for the duration of the delivery
clock cycle.
With the additional ability to couple to ancilla qubits in
nuclear spins, these techniques were applied to
demonstrations of entanglement distillation [263] and
three-node entanglement [235].
In an alternative scheme that builds on the results of the
spin-dependent reflection quantum memory scheme
(illustrated in Figure 19.8(b)), the concept was then



developed to implement an asynchronous Bell state
measurement [15].

19.4 Proposals and Perspectives

19.4.1 Applications

Having a reliable single photon quantum emitter opens the
door to wider quantum technology applications. Secure
quantum communication is considered a near-term
deliverable quantum technology. Some QKD protocols such
as the BB84 protocol [18] only require the transmission of
qubits between two parties (Alice and Bob). As a resource,
the ability to generate a high-purity photon in a specific
mode is required, and then, through preparation and read-
out of the photonic qubit in two complementary bases a
secure key can be shared when the preparation and
measurement bases correspond to each other. However,
transmitting a string of qubits through some channel will
be subject to loss. In classical communication networks,
this can be overcome through periodic amplifier stations.
For a quantum state, however, the no-cloning theorem
applies, which forbids the amplification of the state.
Similarly, a “measure and prepare” strategy (measuring
the qubit in some basis and preparing a new copy) would
result in a fidelity limited to 50%.
To overcome the fundamental challenge of photon losses, a
quantum repeater approach was proposed in [264], where
a transmission channel was divided into several shorter
segments that share entanglement, as illustrated in Figure
19.9. Since both the transmission and the entanglement
operations are probabilistic, it is necessary that the
stationary node qubits exhibit sufficiently long lifetimes,
such that once entanglement is successfully established
across one link, the state can be preserved for long enough



so that neighboring links can also, with a high probability,
be established within the memory's lifetime. Then, through
entanglement swap operations, the entanglement can be
distributed between distant nodes.
Once shared entanglement exists between two parties, a
qubit can be transmitted via a teleportation operation,
where the sender performs a joint measurement on the
qubit to be sent and on half of the entangled pair. After
communicating the two measurement outcomes (two
classical bits), the quantum state can be faithfully retrieved
at the other end of the channel. Recent theoretical work
quantitatively analyzes achievable rates in such and similar
quantum repeater schemes [266–268].

Figure 19.9 Quantum repeaters overcome photon losses
by establishing pairwise entanglement links between
repeater stations, which divide the communication path
into shorter segments. Once all stations are linked, a
quantum state can be teleported from Alice (A) to Bob (B)
through a swap operation.

Source: Loock et al. [265]/John Wiley & Sons/CC BY-4.0.

There also exist extensions to the traditional quantum
repeater approach [269–271], which are based on the
generation of highly entangled resource states, for example
photonic cluster states, which are more tolerant to losses;



however, the principle of breaking the channel into shorter
links still applies. The generation of such large entangled
resource states is not only relevant for quantum
communication, but also finds application in quantum
computation schemes, such as measurement-based
quantum computation (MBQC) [272], and error correction
[273]. Indeed, present research explores the application of
such resource states for the development of quantum
processors and quantum computers.

19.4.2 Directions and Remaining Challenges

Even though a lot of progress has been made to harness
color centers for quantum applications, there are still
challenges that need to be overcome to stand out from
competing quantum architectures based on, for example,
ultra-cold atoms [274], QD [275], ions [276], or transmons
[277]. A major part of this challenge is scalability. Color
centers are ideal candidates for a scalable quantum
platform because they are isolated, optically addressable
atom-like quantum systems in the solid state. As mentioned
before, there are two prominent research strands under the
umbrella of quantum information science, quantum
computing, and quantum communication, which would
immensely benefit from such a scalable resource. In both
fields color centers act as a solid-state system that interacts
with photonic degrees of freedom either for producing
large photonic resource states [278], for measurement-
based quantum computation, error correction [273], for
one-way quantum repeaters [271] or by acting as a
quantum memory for photonic qubits [15, 279]. The two
most promising approaches (outlined in section 19.3.3) for
facilitating such an interaction rely on the scattering or
emission of photons from a color center coupled to a
resonator, which is a necessary requirement to enhance the
otherwise weak interaction of the color center with single



photons. To achieve this in a scalable manner, color centers
need to be integrated into photonic nanostructures. One of
the biggest challenges for color centers with a lack of
inversion symmetry in a nanostructure is spectral diffusion
(see section 19.3.1), which is caused by charge fluctuations
of its environment. This noise can be enhanced if the color
center is close to surfaces [141] and will therefore require
more sophisticated strategies to suppress its effect on the
generation of coherent photons. Beyond spectral diffusion,
the nanostructure needs to be highly efficient when
coupling photons to the color center. Any photon loss will
reduce the performance of the device. Minimizing photon
loss poses a serious design challenge and every aspect of
the photonic interface has to be included in a successful
design. This includes the coupling of the color center to the
resonator, the resonator waveguide coupling, and the
coupling of a waveguide to a transmission fiber [173] or
free space propagation [280].
In addition to the design of the photonic interfaces, the
local control of the color centers can be advanced, making
it faster, less prone to cause unwanted heating or require
filtering. This includes novel resonant excitation techniques
[281] as well as optical control of the spin [223]. Another
promising path of investigation is the use of color centers
as a quantum bus between even longer-lived memory spins
[246] in the center's environment, which among other
things enables fault tolerant operations on a qubit [252]. A
recent experiment demonstrated multinode entanglement
[235], already showing that color enters can act as nodes in
a quantum network.
Finally, maintaining the coherence of a quantum memory
or quantum register for arbitrarily large times would
enable the permanent storage of quantum states,
significantly expanding the use of quantum memories in
quantum technologies: for example, for storing and



retrieving a quantum token for secure identification [282],
for storing unforgeable quantum money [283], for storing
outcomes of quantum computation, or for enabling
entanglement purification [284]. Recent 1-minute storage
times [217, 252] demonstrate that by building even more
complex quantum registers the permanent storage of
quantum states will be feasible in the future.
In summary, even though many challenges remain, color
centers have bright prospects for becoming a viable
platform for future quantum applications, which require
local quantum operations as well as remote quantum
connections based both on spin and photonic quantum
states, respectively. With an impressive rate of progress,
large-scale quantum technological applications such as
quantum networks and quantum information processing
with color centers seem realistic future goals.
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20.1 Introduction

The simple crystal lattice of 2D materials offers
unprecedented opportunities for quantum photonics: the
atomically thin nature offers potential for highly efficient
light–matter interaction, novel ways to design quantum
heterostructures, and facile coupling to hybrid integrated
photonic chips. Zero-dimensional quantum confinement in
bulk semiconductors is typically achieved by a point defect
in the crystal lattice, such as electrons bound to donor
impurities in diamond [1], or a local change in electronic
bandgap such that an electron (or hole, or Coulomb bound
electron–hole complex called an exciton) can be spatially
confined, such as in a self-assembled quantum dot [2]. Both
regimes for quantum confinement are possible in 2D
materials, including some novel means not possible in
conventional materials. In any case, highly efficient
(optically bright) single-photon emission can be obtained
with 2D QEs. The spin and optical properties of a QE are
determined by its intrinsic selection rules as well its
interaction with the surrounding environment. For
instance, the photon polarization and any fine-structure
splitting in the optical spectra are governed by the intrinsic
qualities, while the electron–phonon and spin coherence



properties are governed by the crystalline environment [3].
With the importance of the crystal environment in mind, we
introduce the most prominent types of crystals for 2D
quantum photonics.

20.1.1 Hexagonal Boron Nitride

Hexagonal boron nitride (hBN) is a layered van der Waals
material in which the boron and nitrogen atoms are
arranged in a hexagonal (honeycomb) structure in the layer
plane (Figure 20.1(a)). Within each layer, each boron atom
is covalently bound to three nitrogen atoms, and vice versa,
while the different layers are held together by the much
weaker van der Waals forces [4]. The presence of two
different atomic elements in the unit cell of hBN breaks the
sublattice symmetry, which results in a large bandgap of 
5.5 eV [4, 5]. These properties have positioned hBN as one
of the main ingredients of the van der Waals material
platform: an atomically flat and transparent layered
insulator with good dielectric and thermal conductivity
properties, which can be used as a substrate or to
encapsulate other active material for both protection and
device functionality. Encapsulation of graphene or TMDs
with hBN has shown to significantly reduce environmental
disorder [6] to yield significantly enhanced transport [7, 8]
and optical [9, 10] properties. Additionally, hBN has proved
to be an excellent dielectric spacer for engineering the
optical properties of other 2D materials [11–14].



Figure 20.1 Crystal structures (top panel) and band
structures (bottom panel) at the corners of the first
Brillouin zone of monolayer (a) hexagonal boron nitride and
(b) the transition metal dichalcogenides (TMDs). The
presence of two different atomic elements in the unit cell of
hBN breaks the sublattice symmetry, resulting in a large
bandgp of   5.5 eV. For TMDs, due to the combination of
broken inversion symmetry and strong spin–orbit coupling,
two spin-polarized bands (red and blue) arise, which couple
to optical polarization via the optical selection rules. For
TMDs, the sign of the spin splitting in the conduction band
depends on the metal atom (Mo or W), creating optically
bright (dark) ground states. The band structure in (b)
shows transition metal the case for Mo  monolayers,
which have optically bright ground states.



Besides its excellent properties as a passive layer, hBN has
also attracted a lot attention as an active layer for quantum
photonic applications. The large band gap of hBN gives rise
to deep-level point defects with atomic-like wavefunctions
that can form QEs [15]. Although these QEs are beyond the
topic of the current chapter, here we briefly introduce the
platform as active, rather than passive, component's in a
quantum photonic device. Room-temperature, single-
photon emission has been observed in bulk crystalline and
monolayer hBN [15, 16], with the emission covering quite a
broad spectral range (1.6–2.5 eV). Moreover, these QEs
can have high quantum efficiencies [17] and count rates
exceeding a million counts per second. Although the
precise identification of the point defect responsible for the
different quantum emitters (QEs) in hBN is not yet
conclusive, several proposals have been investigated by ab
initio methods, including the antisite nitrogen vacancy N V

 [15], the carbon substitutional impurity at nitrogen site
(C ) [18], and the carbon antisite (C V ) [19] defects and
dangling bonds. Moreover, an important step toward
coherent optical control of QEs in 2D materials has been
shown in the hBN platform. Rabi oscillations [20] and the
coherent control of spin defects [21] are possible in hBN
QEs.

20.1.2 Transition Metal Dichalcogenide

Semiconductors

Group-VI transition metal dichalcogenides semiconductors
(TMDs) are van der Waals layered materials of the form M

, where M is a transition metal element, and X is a
chalcogen element of the group VI [22, 23]. Each TMD
layer shows an X-M-X structure where a plane of metal
atoms (M) is sandwiched by two planes of chalcogen atoms
(X) with hexagonal symmetry (Figure 20.1b) [22, 23]. Each
metal atom is covalently bonded to six chalcogen atoms in



the neighboring atomic layers, while adjacent TMD layers
are held together by van der Waals forces. Bulk TMDs
exhibit a wide variety of polytypes and stacking polymorphs
because of the two possible local coordination of the metal
species in an individual M  layer. The most commonly
encountered polytypes are 1T, 2H, and 3R, where the
letters stand for trigonal, hexagonal, and rhombohedral,
respectively, and the digits indicate the number of X-M-X
units in the unit cell (that is, the number of layers in the
stacking sequence) [24]. The coordination of metal atoms is
either trigonal prismatic or octahedral [23].
Among the different TMDs, the combinations of X = Mo or
W and X = S, Se, or Te have attracted a lot of attention due
to their appealing properties for a large palette of
optoelectronics, spintronics, and photonics applications.
Despite their layer- and strain-dependent indirect band
gaps in their few-layer and bulk forms [25, 26], monolayer
TMDs exhibit momentum-direct optical band gaps with
energies in the visible to near-infrared spectral range (∼1 –
2.5 eV [27]), with the band edges located at the degenerate
but inequivalent corners of the hexagonal Brillouin zone,
typically referred to as K valleys (Figure 20.1b). Carriers
occupying the conduction and valence band edges at K
form hydrogen-like states known as excitons, in which the
electron and hole are strongly bound together (see Figure
20.3(a)) with a typical binding energy on the order of 0.5
eV [28, 29]. Due to their large binding energy, excitons
dominate the optical response of TMDs at both cryogenic
and room temperatures. Excitons can be localized, trapped,
for example by disorder or defects, to create single-photon
sources [30–35]. Moreover, the strong spin–orbit coupling
induced by the heavy transition-metal atoms and lack of
inversion symmetry in the TMDs lattice unit cell result in
an effective coupling between the valley index and spin of
the carriers at the K corners, typically referred to as



spin–valley locking [36]. Such effective spin–valley coupling
results in valley-dependent optical selection rules [37]:
excitonic transitions at K involve -polarized photons,
respectively, enabling optical control of excitons [38, 39].
Moreover, a number of 2D TMDs have now been shown to
host QEs. Quantum light emission in TMDs was first
demonstrated for monolayer and bilayer WSe  [30–35] and
monolayer W  soon after [40]. Subsequently, QEs have
been conclusively demonstrated in MoSe  [41], MoTe
[42], Mo  [43], and MoSe /WSe  moire heterostructures
[44]. In general, these QEs exhibit inhomogeneous spectral
features with emission linewidths as narrow as a few tens
of eV (full width at half maximum) (Figure 20.2(a)), with
varying spectral and magneto-optical properties, as
described below.





Figure 20.2 (a) Typical photoluminescence (PL) spectrum
of semiconductor quantum emitters (QEs) in monolayer
WSe . The left inset shows a high-resolution spectrum of
the brightest peak, which highlights the presence fine-
structure splitting emission doublet. The right inset shows
the PL peak corresponding to the emission from free
excitons. Reproduced with permission from Ref. [31]. (b)
Linear-polarization-resolved PL spectra from a biexciton
and a neutral exciton of a single QE in WSe , where the
fine-structure splitting and the out-of-phase orthogonal
linear polarizations of each both exciton states can be
observed. Reproduced with permission from Ref. [45]. (c) 

 of a QE in WSe  under CW laser excitation.
Reproduced with permission from Ref. [46]. (d) Reciprocal
space sketch of the origin of QE formation in WSe
proposed in Ref. [47]. The  and  labels
represent strain-localized electronic states originating from
the conduction and valence band states at the corners of
the Brillouin zone, respectively. The green and red arrows
indicate the electron spin of each electronic state.
Hybridization of the strain-localized dark exciton with a
defect state  leads to efficient single photon emission
(dark blue and yellow wavy arrows). Reproduced with
permission from Ref. [47].

20.1.3 Van der Waals Heterostructures

The van der Waals material platform has opened
unprecedented possibilities for band-structure and
quantum material engineering due to its ability to stack
individual layers of different 2D crystals to create
heterostructures, which are not limited by lattice mismatch
between adjacent layers, as in conventional semiconductor
devices fabricated via epitaxial techniques [48, 49]. Such
remarkable flexibility in material combinations and



tunability of their physical parameters positions van der
Waals heterostructures as a promising platform to realize
atomically thin devices in which novel quantum states can
be accessed and engineered. Some recent examples
include, for instance, the Hofstadter butterfly effect in
graphene-hBN heterostructures [50], the realization of
superconductivity in magic-angle twisted bilayer graphene
[51], and the observation of strongly correlated states [52–
54] and moiré trapped excitons [44, 55, 56] in TMD
heterobilayers. Moreover, optoelectronic and electronic
devices for quantum photonics can be realized, such as
single-photon LEDs [40], tuning quantum emitters with
electric fields [57, 58], or Coulomb blockade of single
electrons or holes in quantum emitters [59].

20.2 Semiconductor Quantum

Emitters

Historically, QEs were first discovered in monolayer W-
based TMDs. Typically, the localized neutral excitons in
these QEs present a fine-structure split emission doublet,
with orthogonal linear polarization and a splitting of 0.4–
0.8 eV (20.2(a)). Additionally, the localized excitons in
these TMDs exhibit Landé g-factors of 8–10 under out-of-
plane magnetic fields (Faraday geometry) [30–35]. At low
temperature ( ), time-resolved PL measurements
reveal lifetimes of a few ns to a few tens of ns [30–35],
while second-order autocorrelation measurements have
shown high-purity single-photon emission ( ).
Although the precise origin of TMD-based QEs has been
subject to debate [3], a theoretical proposal in which the
WSe  QEs are assumed to be intervalley defect excitons
arising from hybridization of the dark excitons and defect
states associated with intrinsic Se vacancies [47] (Figure
20.2(d)) has successfully accounted for several



experimental features (such as the g-factors, FSS, radiative
lifetimes, and polarization dependence).

20.3 Engineering 2D Semiconductor

Quantum Emitters

Figure 20.3 provides the primary considerations in the
design and engineering of 2D semiconductor QEs and a few
specific examples. In Figure 20.3, the boxes labeled at the
top of the figure correspond to the regions of the sample
schematic below. In addition, the surface topography,
electrostatic potential, and dielectric environment are
highlighted below each region of the sample schematic.
The legend provides the relevant information to explain the
schematic.





Figure 20.3 Main considerations in the design and
engineering of 2D semiconductor QEs. The top panels show
some specific examples of the more general sample
schematics shown in the middle row, while the bottom
panel provides a qualitative description of the surface
topography, electrostatic potential, and dielectric
environment corresponding to each region of the sample
schematic. (a) The electric field lines joining the bound
electron–hole pairs in 2D excitons spread outside the 2D
layer, which makes them very sensitive to their
surrounding dielectric environment. (b) Deterministic
creation and positioning of QEs in TMDs transferred on top
of substrates with defined stressors that create point-like
strain perturbations. From Branny et al. [60]/Springer
Nature/CC BY 4.0. (c) Cross-sectional scanning
transmission electron microscope image of a WSe  layer
fully encapsulated by hBN exhibiting pristine interfaces.
Adapted Rooney et al. [61]/with permission of American
Chemical Society. (d) Top- and 3D-view of a TMD moiré
heterobilayer encapsulated by hBN (top and middle panels,
respectively). The yellow, blue, and red dots in the top
panel show the three moiré trapping sites (A, B and C) with
different atomic registries. (e) Van der Waals device
showing gate-tunable tunnel coupling between a 2D QE
and a tunable Fermi reservoir in graphene (top panel).
Adapted with permission from Ref. [59]. The sample
schematics shows a top graphene layer with an etched
hole, which can be used to achieve quantum confinement of
carriers [62]. (f) Sketch of a van der Waals heterostructure
that enables DC Stark tuning of interlayer excitons via
vertical applied electric fields [44].

20.3.1 Dielectric and Electrostatic Engineering

The environment of a 2D QE is a crucial consideration.
First, the substrate which the 2D material rests on can



contain dirt, polymer residue, dangling bonds, and
roughness. All of these features likely present on the
surface of a Si  substrate as shown in 20.3(a), can affect
the excitons, which are highly sensitive to their
environment [14]. Hence, encapsulation of the active QE
layer by an atomically smooth van der Waals material such
as hBN [9] (see Figure 20.3(c)) or Mo  [63] can
significantly reduce the inhomogeneous broadening in the
optical emission. Furthermore, the dielectric environment
can be engineered to tune the emission energy of the
emission. Recent evidence also suggests novel ways to
create quantum confinement of carriers via local changes
in the dielectric environment [62], as highlighted by the
etched hole in the graphene layer in Figure 20.3(e).
Changes in the dielectric environment are inevitably
accompanied by a change in the local electrostatics, which
can more actively be controlled. A longstanding dream in
quantum photonics is to achieve efficient electrostatic
control of optically active QEs, similar to what has been
achieved in transport measurements [64]. In this light,
there are renewed opportunities in 2D materials due to the
reduced dielectric screening. Recent progress has shown
the ability to electrostatically direct the flow of excitons
[65, 66] and even achieve confinement in the quantum
regime [67], although the ultimate proof of quantum
emission with this technique remains an outstanding
challenge.

20.3.2 Strain-Tuning

Strain engineering of 2D materials has proven to be an
effective approach to induce and tune the properties of 2D
QEs. In TMDs, delocalized 2D excitons created optically in
the vicinity of a localized stressor can diffuse to the
potential minimum, resulting in an efficient exciton
funneling effect that can result in the creation of a QE [68],



as depicted in Figure 20.3(b). The spatial correlation
between localized strain pockets and the formation of QEs
in 2D TMDs was observed early on [34, 35], which led to
different efforts to exploit local stressors to
deterministically create QEs in this platform. For example,
monolayer WSe  [60, 69] and W  [69] have shown to be
able to host 2D arrays of QEs when transferred on top of
lithographically defined nanopillars that create point-like
strain perturbations, which locally modify the electronic
band gap of the host material. As in the case of W-based
TMDs, it is also possible to activate QEs in hBN by the
deformation potential wells created by inducing a local
curvature with a nanopillar [70]. More recently, it has also
been demonstrated that substrates patterned with
nanoscale depressions can be exploited to create 2D arrays
of QEs in other TMDs, such as monolayer MoSe  [41].
Besides the deterministic creation and positioning of 2D
QEs, strain tuning has also been successfully employed to
tune some of the intrinsic properties of the 2D quantum
emitters. For example, the strain originating along the
edges of prepatterned square-shaped substrate protrusions
has been exploited to induce quasi-one-dimensional QEs in
WSe  monolayers with highly linearly polarized quantum
emission [71]. Other examples of strain engineering include
emission energy [72–74], fine-structure splitting [73], and
emission axis tuning [74] of quantum emitters in 2D WSe .
Finally, strain tuning can potentially be used to modify the
moiré superlattice geometry [75], which can have an
important impact on the particle interactions within the
lattice and the type of excitonic confinement [76].

20.3.3 Site-Controlled Implantation

Beyond strain-induced QE localization techniques,
alternative site-selective approaches have been shown to
result in the deterministic creation and spatial positioning



of QEs in several 2D materials. For example, deterministic
spatial positioning of QEs in TMDs such as monolayer Mo

 has recently been shown with a lateral precision of 9
nm by using He ion beam lithography [43]. In hBN,
methods such as focused ion beam [77], irradiation with
electron beam [78], and ultrafast laser pulses [79] have
also been demonstrated. Among all these techniques,
electron-beam irradiation has shown to result into the
activation of hBN QEs with an improved control of their
spatial position and emission wavelength [80].

20.3.4 Moiré Heterostructures

TMD heterostructures represent a promising nanoscale
system to engineer 2D QEs. Vertically stacked TMD
heterobilayers present type II band alignment with
atomically sharp interfaces [81], favoring the formation of
interlayer excitons, in which the Coulomb-bound electron
and hole reside in different layers. The spatial separation of
the exciton carriers results in a large, permanent out-of-
plane electric dipole moment that enables a large tunability
of the exciton transition energy by externally applied
electric fields [82]. Interestingly, despite their out-of-plane
permanent electric dipole, interlayer excitons in TMD
heterobilayers present optical transitions with in-plane
optical dipoles [83], similar to the bright exciton transitions
in the bare monolayer TMDs [84, 85]. Moreover, local
stressors induced by prepatterned substrates can also be
used to achieve exciton trapping, where the mean number
of trapped interlayer excitons can be controlled through
the optical excitation level [86, 87].
Additionally, heterobilayers with a relative angle twist
and/or lattice mismatch between the constituent
monolayers feature a moiré superlattice with a spatial
periodicity that can be tuned by the relative twist angle of
the individual layers [88]. The moiré superlattice gives rise



to a periodic potential landscape for interlayer excitons
(dependent on the atomic registry, as shown in Figure
20.3(d)) in the heterobilayer [89] and has led to
experimental demonstrations of interlayer exciton trapping
in MoSe /WSe  heterobilayers with twist angles of around
0 , 21.8  and 60  at cryogenic temperatures [44, 55, 56].
These moiré-trapped interlayer excitons present spectral
linewidths below 100 eV [44, 55], single-photon emission
with strong circular polarization [44], and spin properties
that can be tuned by both twist and layer engineering [56],
raising the prospect of creating 2D arrays of highly tunable
QEs. Moreover, controlled electron and hole doping of the
MoSe /WSe  heterobilayers results in the creation of
charged interlayer excitons that can also be trapped in the
moiré potential [90–92], and therefore enable charge
control of these novel 2D QEs.

20.3.5 Heterostructure Device

Functionalization

In addition to the superior opportunities for integration of
2D QEs into photonic devices, the van der Waals platform
offers an unprecedented potential to engineer devices with
tailored tuning of the quantum emitter properties. The 2D
host material and its quantum emitters can be easily
combined with a wide range of atomic layers with different
intrinsic properties to create atomically thin
heterostructure devices with engineered functionalities
[48]. Due to the absence of broken covalent bonds, the
interfaces of van der Waals heterostructures normally
present high-quality optoelectronic properties. Graphene
layers can be used as sub-nanometre-thick semi-metallic
electrodes for electrically tunable quantum photonics
devices [48]. Ultra-flat, large band-gap insulators such as
hBN can be employed both to protect the active region of
the heterostructure from the environment and as a tunnel



barrier for electrically injected carriers from the electrodes
into the 2D QEs, with a tunneling probability that can be
precisely controlled by the number of atomic layers [93].
Moreover, the van der Waals material platform enables the
realization of Fermi reservoirs beyond the conventional flat
density of states. A single graphene layer can provide a
reservoir of carriers that can be electrically tuned from n-
type (electron sea) to p-type (hole sea). Fermi reservoirs of
spin-polarized carriers can also be achieved by employing
ferromagnetic van der Waals materials, such as
semiconducting Cr  [94] or metallic Cr Ge Te  [95].
Owing to the prospects that the van der Waals platform
offers to engineer the interactions between a localized
quantum state and its environment, achieving gate-control
of van der Waals nanostructures at the single particle level
has been a prime goal of the 2D material community. For
instance, gate-tunable tunnel coupling between a 2D QE
and a tunable Fermi reservoir was reported in a van der
Waals heterostructure consisting of a WSe  QE coupled to
a graphene contact through an atomically thin hBN tunnel
barrier [59], as depicted in Figure 20.3(e). This device
enabled Coulomb blockade, the mechanism whereby
electrons or holes can be loaded one-by-one into a quantum
dot. Thanks to the tunable Fermi reservoir in the few-layer
graphene contact, the device allowed the deterministic
loading of either a single electron or a single hole into the
WSe  quantum emitter, enabling the observation and
magneto-optical study of both negatively- and positively
charged excitons in these quantum emitters. Moreover, the
atomically thin hBN tunnel barrier leads to strong and spin-
conserving tunnel coupling between the quantum emitter
and the Fermi reservoir, resulting into the formation of
gate-tunable hybrid excitons composed of localized
quantum dot states and delocalized continuum states.
These results confirm the potential of van der Waals



heterostructures as a platform to engineer devices with
tailored interactions between a 2D QE and its environment.
Besides engineering the interactions between a quantum
emitter and its environment, van der Waals heterostructure
devices also enable a tailored tuning of the intrinsic
properties of 2D QEs. For example, by incorporating moiré-
trapped interlayer excitons into a van der Waals
heterostructure device, which enables the application of
vertical electric fields, it is possible to exploit the large
permanent dipole of these quantum emitters to achieve a
large DC Stark tuning of their emission energy [44], as
depicted in Figure 20.3(f). These results open opportunities
to precisely control the emission energy of the quantum
emitters in a broad spectral range, raising the prospect to
energetically tune QEs in 2D materials into resonance with
cavity modes or other emitters.

20.3.6 Integrated Photonics with 2D Quantum

Emitters

The broad choice of 2D semiconductor QEs (e.g. WSe , W
, MoSe , Mo , and MoTe ), together with the

atomically thin nature of their host crystals, has allowed
the integration of such QEs with a large variety of optical
cavity architectures with different intrinsic properties.
Figure 20.4 shows a schematic representation of the main
cavity architectures used for 2D QEs: engineered substrate,
distributed-Bragg-reflector cavity, open dielectric cavity,
plasmonic cavity, ridge waveguide, and a photonic crystal
nanobeam. The color bars show a qualitative comparison of
the main properties of each cavity architecture: mode
volume (V), Purcell enhancement factor (F ), and
spontaneous emission coupling factor ( ). Among the
different cavity architectures, engineered substrates have
shown to be the easiest approach to shape the far-field
radiation pattern of both 2D QEs [12, 44] and delocalized



2D excitons [13], while achieving moderate enhancements
of their radiative lifetimes (F ). Tunable open cavities
have also been used to realize 2D QEs with Purcell
enhancement in WSe  [96], and coupling efficiencies of 10

 [97], and F  [98] in hBN QEs. Further, dielectric
nanoantennas have been established with enhanced
quantum efficiencies [99]. In addition to dielectric cavities,
plasmonic metal nanocavities have also been exploited to
increase the brightness of WSe  QEs without affecting
their single-photon purity [100]



Figure 20.4 Sketch summarizing the main cavity
architectures used for 2D semiconductor QEs: engineered
substrate, distributed-Bragg-reflector cavity, open
dielectric cavity, plasmonic cavity, ridge waveguide, and a
photonic crystal nanobeam. The color bars show a
qualitative comparison of the main properties of each
cavity architecture: mode volume (V), Purcell enhancement
factor (F ), and spontaneous emission coupling factor ( ).
The red-shaded lobes represent the typical far-field
directional radiation patterns associated to each cavity.
Reproduced with permission from Ref. [3].
Besides enhancing the QEs emission, several efforts have
also been made to couple the emitted quantum light into
photonic circuitry. Some examples include the transfer of a
WSe  flake on the facet of a titanium-diffused lithium
niobate waveguide and directional coupler [101] and the
coupling of the PL from a WSe  monolayer into the
waveguide mode of a SiN waveguide [102]. Recently, the



quantum nature of the photons coupled to a SiN waveguide
has been demonstrated [103]. Nevertheless, in all these
first demonstrations of QE coupling, the coupling efficiency
into the waveguide mode was below 10 .

20.4 Outlook

2D materials can host bright QEs with novel prospects for
integrated electronic and photonic devices. To further
realize their promise, several obstacles must first be
overcome. Perhaps the most important challenge is a
robust understanding of the various dephasing
mechanisms, both of the optical emission and the spin
coherence. To date, successful generation of highly
indistinguishable single photons has not been
demonstrated 2D QEs. Success in this challenge, along
with the potential of a coherent spin–photon interface in
some 2D QE platforms, will raise new opportunities in
quantum networking applications [3]. Beyond such
mainstream quantum applications, 2D QEs are likely best
positioned for applications that can take advantage of their
unique atomically thin nature and the ease with which they
can be combined into novel functional heterostructure
devices (see Figure 20.3) or photonic chips (see Figure
20.4).
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21.1 Introduction and Overview

The widespread adoption of integrated circuits to scale up
quantum technologies has produced a tremendous impact
in the quantum photonics community over the past decade.
The combination of improved epitaxial growth techniques
and advanced fabrication methods, as well as deeper
insight into the field of material science, enables the
development of ever more advanced nano-scale devices,
opening new avenues in photonic integrated technologies
[1]. The most important technological development in this
regard is the possibility to miniaturize and integrate a
multitude of photonic devices in a single small-scale chip,
thereby reducing costs and number of production cycles, as
well as closing the gap between laboratory-based
demonstrations of quantum devices and their applications
in real-life scenarios. In fact, quantum photonic integrated
circuits (QPIC) enable routing and controlling light with
unprecedented flexibility, without resorting to expensive
and bulky free-space optical components. For example, the
well-known boson sampling experiments [2], which
constitute an important benchmark of our ability to control
an ever-increasing number of photons and optical paths,



are ultimately limited by the number of optical elements
that we can possibly manipulate, by the footprint of the
experiments, the costs, and potentially the power
dissipation. Recent demonstrations that include over 100
distinct optical modes [3] are already prohibitively
expensive for most laboratories, since photon sources,
detectors, nonlinear devices, and reconfigurable optical
routers are not yet integrated. It is indeed the integration
of light sources with large multi-path interferometers and
photon detectors into a common, unified, platform that
could drastically improve the scaling of experiments such
as boson sampling and enable a more accessible platform
for photonic quantum technologies. Recently, a large effort
has been devoted to the integration of light switches and
routers in QPICs, especially in the mature silicon-on-
insulator (SOI) waveguide platform [4–6]. Such efforts stem
from the development of classical photonic circuits, where
fast and low-power switching is a key asset for electro-
optical communications (e.g. optical packet routing) and
where several (including commercial) well-established
solutions exist.
Integrated optical routers require some means of changing
the refractive index of the medium where light propagates.
The most common and simple method for routing builds on
the thermo-optic effect, i.e. the change of the refractive
index occurring in dielectric materials upon the change of
temperature [7]. Being a direct consequence of thermal
expansion in solids, this method has a known drawback: it
prevents its direct integration with emitters and detectors,
which operate at cryogenic temperatures, at which thermal
expansion is negligible. On top of this, thermal cross talk
between different switches mediated by the chip substrate
is unavoidable, which makes the independent control of
each router in the circuit more challenging. Yet, to date,
the vast majority of experimental demonstrations featuring



reconfigurable QPICs use thermo-optic switches, as they
are small and simple to manufacture (a thin metallic strip
line in proximity of a waveguide with a current flowing in
can act as a local heater). While several alternatives exist,
such as electro-optic switches using the Pockels effect [8],
free-carrier injection [9], or electro-absorption [10], they
often rely on intrinsic material properties that only occurs
in some materials (for example the Pockels effect occurs in
materials lacking inversion symmetry). For this reason, the
most common switching mechanism in the SOI or silicon
nitride (SiN) platforms (which are inversion symmetric) is
the thermo-optic effect.
At the time of writing, a wide range of materials and
platforms are being investigated, yet none of them seem to
offer the required adaptability to implement simultaneously
the functionalities for generating, detecting, routing, and
manipulating photons at the quantum level. A very
promising solution is the hybrid integration of different
materials into a common substrate, which, however,
requires novel and more advanced manufacturing
techniques such as transfer printing [11], wafer bonding
[12], or flip-chip assembly [13]. Alternatively, by focusing
on materials capable of containing single-photon sources,
such as direct bandgap semiconductors or other materials
with quantum emitters, the attention could be turned
toward identifying new methods for switching and routing
light in these materials. By doing so, existing platforms
with mature single-photon sources, such as gallium
arsenide (GaAs), diamond, or indium phosphide (InP),
could be enriched to implement the routing and switching
functionalities required for quantum photonics and
potentially further enhanced by the aforementioned hybrid
integration techniques.
The topic of this chapter concerns the emerging technology
of nano-opto-electro-mechanical systems, or NOEMS for



short [14, 15]. In NOEMS, devices and circuits are
designed such that the mechanical, optical, and electrical
degrees of freedom are coupled, as shown schematically in
Fig. 21.1(a). For example, a device could contain movable
parts controlled by electrical forces, which in turn influence
the optical properties of the device. The mechanical degree
of freedom thus acts as a mediator between the electrical
and optical degrees of freedom, creating an effective

electro-optic interaction. Figure 21.1(b) shows an example
of NOEMS with an artistic illustration of a waveguide-
integrated device for controlling the wavelength tuning of a
photonic crystal nano-cavity. In this case, an electrostatic
force is produced by a capacitive actuator that changes the
distance between two one-dimensional coupled photonic
crystal resonators. The cavity wavelength shifts as a result
of the change of coupling strength between the two
resonators, as in standard cavity opto-mechanics
experiments [16].



Figure 21.1 (a) Physical mechanisms involved in nano-
opto-electro-mechanical systems that enable an effective
electro-optic interaction mediated by mechanical degrees
of freedom.

Source: Leonardo Midolo. (b) Concept illustration of an NOEMS-based
tunable photonic crystal cavity with embedded quantum emitter in a
waveguide circuit, which could be used for, e.g. cavity quantum
electrodynamics or as a tunable filter. An electrostatic comb drive with an
applied bias  produces a force (red arrows) that results in a nano-
mechanical displacement (white dashed arrows). The motion changes the
resonant wavelength of a photonic crystal nano-cavity.

We focus on the development of chip-scale and integrated
reconfigurable devices based on NOEMS, including photon
routers, tunable cavities, mirrors, and filters and discuss
their role in integrated quantum photonics as well as some



of the challenges in their manufacturing. While NOEMS are
still an emerging technology, with few demonstrations in
the literature, the interest in their development is rapidly
growing, and its adoption in the quantum domain is likely
to become a reality in the next decade.

21.2 Device Principles

Light propagation in dielectric media is prescribed and
controlled by the spatial distribution of the complex
dielectric permittivity . To dynamically change how
light propagates,  must vary to some extent, to introduce
phase shifts, scattering, or reflections by means of an
external control. Here, a distinction is required between so-
called spatial changes of the dielectric boundaries (typical
of mechanical devices) and bulk refractive-index changes
(typical of thermo-optic or Pockels effect). Throughout this
chapter, we mainly focus on NOEMS in waveguide-based
circuits, where the waveguide and its cladding form a set of
volumes with constant and homogeneous permittivity. To
introduce a perturbation, we can either modify the value of
the refractive index in the waveguide (e.g. by heating the
sample) or produce a mechanical deformation that
displaces the volumes and their boundaries without
affecting the refractive index [17]. Often, there is no sharp
distinction between these methods, as the strain due to the
mechanical displacement of volumes introduces changes to
the dielectric constant itself or vice versa (due to thermo-
elasticity or piezoelectricity). However, one could devise
structures in which mechanical displacements are designed
to produce a much more sizeable effect than those induced
by strain, entering a regime where the material being used
is, in fact, irrelevant.

21.2.1 Tunable Beam Splitters



(21.1)

It is useful to make an example of a simple NOEMS device,
based on waveguide displacement: a beam splitter with
tunable splitting ratio. This example provides an
enlightening explanation of how opto-mechanical effects
can be enhanced at the nano-scale. In this device, light is
confined over two closely spaced lossless rectangular
dielectric waveguides, which couple via their evanescent
fields.
We denote the scalar complex amplitude of the field,
propagating along the  direction, in each waveguide with 

 and  and their respective propagation constants
with  and . For waveguides with infinite separation, 
and  do not vary along . However, if the waveguides are
close enough that their evanescent fields have a significant
overlap, the light confined in one of the waveguides will
tunnel to the other waveguide and back again, with a final
distribution between the waveguides depending on the
length of the coupling section as illustrated in Fig. 21.2(a).
According to coupled-mode theory [18], which is a
perturbation theory that holds in the limit of lossless
waveguides and small coupling, the interaction between
waveguides is linear and characterized by a real-valued
coupling strength . For evanescently coupled waveguides,
a good approximation of  is given by

where  is a constant dependent on the material
properties and dimensions of the waveguides,  is the
photonic tunneling constant (also given by the waveguide
shape), and  is the distance between the guides. The field
evolution in the two waveguides is given, in matrix form, by
the first-order differential equation:



(21.2)

(21.3)

(21.4)

Integrating equation 21.2 over the length of the device 
allows calculating the transmission across the device. The
coupling matrix  can be diagonalized and written in the
form  where  is the eigenvalue matrix and 
is the eigenvector matrix. The solution is

which holds even for asymmetric waveguides. If the
waveguides are perfectly symmetric ( ), full
power transfer between the two waveguides is possible and
the solution simplifies greatly. The two eigenvalues are the
propagation constants of the symmetric (or bonding) super-
mode  and anti-symmetric (or anti-bonding)
super-mode . The eigenvectors for the
symmetric  and anti-symmetric  modes indicate
that at the entrance and at the output of the coupling
section, the power is equally split between the two super-
modes of the coupled system. Assuming light is initially
entering from waveguide 1, the resulting field at the output
is simply

The output power on waveguide 1 is therefore given by 
. Figure 21.2(b) shows a plot of the expected power

output as a function of the distance between two 200-nm-
wide gallium arsenide waveguides (index ) for a
fixed coupling length of 20 m. As expected, the smaller
the distances involved, the stronger the opto-mechanical
interaction becomes.



(21.5)

Figure 21.2 (a): Sketch of tunable beam splitter with light
oscillating between the waveguides. (b): Light routing
behavior in GaAs-in-air waveguides with waveguide width 

 and fixed coupling length .
Source: Celeste Qvotrup.

We observe that the product  represents the
equivalent of the phase shift between the arms of a Mach–
Zehnder interferometer. Such equivalence allows us to
draw a direct comparison between a gap-variable beam
splitter and thermo-optic or electro-optic phase shifters,
where the phase shift per unit length induced by a variation
of refractive index  is given by  (here 
is the free-space wavelength). By linearizing the coupling
factor  around a working point , i.e. the initial
separation between two waveguides, we note that the
phase shift per unit length as a function of the
displacement  is

which can be greatly enhanced at small values of . For
example, with the geometry of Fig. 21.2,(b) a separation of
100 nm results in phase shifts per unit length in the order
of 0.2–0.5 rad/ m with displacements  in the order of



50 nm, which means a -shift can be achieved with a
coupling length as short as 10 m. This corresponds to a
bulk index change in the order of  or larger,
which is very challenging to achieve conventionally. For
example it would require over 100 K temperature change in
Silicon to obtain a comparable phase shift per unit length
at room temperature, where the thermo-optic coefficient 

  [7].

21.2.2 Device Speed

Another important aspect of NOEMS is its dynamical
response. Neglecting the response time of the electrical
circuit used for controlling a switch, its response time is
ultimately limited by the type of actuation involved, and
whether it is purely a bulk effect or if it involves
mechanical displacements. Figure 21.3 shows how the
various effects discussed so far are typically designed to
perform in terms of speed. Bulk electro-optic effects are
usually the fastest (Pockels effect can reach picoseconds
response time) enabling GHz switching speed, while
piezoelectric devices can be operated up to tens of MHz
and electrostatic device in the few MHz range. In electro-
mechanical actuation, the speed is limited by the
fundamental mechanical frequency of the device. Such
frequency scales as , where  is the lumped
stiffness of the mechanical mode, and  is its effective
mass (assuming the mechanical device can be reduced to a
simple mass-spring system) [14]. At the nano-scale, both
the stiffness and the mass are reduced, while their ratio
scales proportionally with the square of the characteristic
device length , yielding a linear increase in frequency 

. Thus, smaller devices enable faster actuation. A
characteristic of NOEMS that distinguishes it from
standard micro-electro-mechanical systems (MEMS) is the



ability to push the actuation rate below the microsecond
timescales. We note that this timescale is particularly
significant in quantum photonics, as it corresponds to the
indistinguishability window of most quantum emitters. For
example, trains of highly indististinguishable ( %)
single photons emitted from InAs quantum dots over >1 s
have been recently demonstrated in photonic crystal
waveguides [19]. A photon router capable of switching
beyond 1 MHz rate would then prove very useful for tasks
such as demultiplexing these photons and building parallel
streams of indistinguishable photons [20–22].

Figure 21.3 Comparison of various switching methods
using two parallel waveguides. The optical mode is shown
in the upper left inset. An indicative device response speed
is provided together with the magnitude of the expected
optical response, expressed in phase shift per unit length.

Source: Leonardo Midolo.

21.2.3 Electro-mechanical Actuation



(21.6)

Having established how mechanical displacements affect
light propagation in NOEMS, we shift the discussion to the
electro-mechanical control that enables connecting
electrical and optical degrees of freedom. In pure opto-
mechanical systems, optical forces are exploited to induce
mechanical displacements. These forces arise from the
Lorenz force and are usually computed via the Maxwell
stress tensor. However, radiation pressure itself is very
weak, for example the linear force density between two
parallel evanescently coupled waveguides carrying
approximately 1 mW of infrared light is in the order of few
pN/ um, which is usually insufficient to achieve any
sizeable effect [17]. Using static or quasi-static electric
fields to achieve mechanical deformations enables
producing much stronger forces, in the order of tens to
hundreds of nN, and displaces objects irrespective of their
material composition. Moreover, at the nano-scale, electro-
mechanical effects are also greatly amplified. For example,
the force per unit area  between two parallel plates in
vacuum with an applied voltage  reads

where  is the permittivity of vacuum, and  ( ) is the
displacement (initial distance) between plates. It is evident
that the force is inversely proportional to the square of the
gap distance between the plates, thus smaller devices
enable larger deformations at lower applied bias. For most
NOEMS designs such as the example of Fig. 21.1(b), a full
three-dimensional numerical simulation is required to
account for fringing effects; however, this does not
constitute a limitation for the miniaturization of
electrostatic drives [23]. In the limit of linear elasticity, the
mechanical displacement is given by Hooke's law 



, where we assume that the entire device can be
lumped into a single spring with constant stiffness . For
example, the typical stiffness of 20 m-long dielectric
waveguides clamped at both ends is in the order of 1 N/m,
thus a force of roughly 50 nN is required to achieve 50 nm
displacement. Such force can be easily obtained with comb-
drive geometries or simple parallel metallic wires with
moderate voltages in the 5 – 20 V range and gaps 
around 100 – 300 nm.
Several other electromechanical effects are available.
While their adoption is somewhat less frequent in the
literature, it is worth mentioning them, as they could be
employed in future generations of NOEMS.

1. Piezoelectricity is a material-dependent effect which, as
the Pockels effect, requires a lack of inversion
symmetry in the crystal [24]. The piezoelectric effect
creates an electric charge as a reaction to mechanical
stress or conversely induces a strain as a response to
an applied electric field. The components of the strain
that induces an electric response - and the direction of
such response - depends highly on the structure and
degree of symmetry in the crystal. With proper device
design, e.g. using bended devices, the piezoelectric
effect can provide enough force to achieve large optical
response in NOEMS at lower voltages than
electrostatic devices [25] and boost the opto-electro-
mechanical response speed to the GHz [26].

2. Electrostriction is similar to piezoelectricity, in the
sense that it enables mechanical motion by applying an
electric field. The main difference with piezoelectricity
is that it does not require a lack of inversion symmetry,
and it is thus available in most materials. However, the
effect is rather weak and scales with the square of the
applied field, thus it is often compared to radiation



pressure as it can be induced by a strong propagating
optical beam [27].

3. Flexoelectricity [28] is an effect in which a strain
gradient induces a linear electric field. In comparison
to piezoelectricity, which requires a lack of inversion
symmetry, an object that exhibits a strain gradient
across a certain direction provides an intrinsic
symmetry breaking and results in an electric field,
irrespective of the materials. While the flexoelectric
effect tends to be small compared to the piezoelectric
effect, recent years have seen a renewed interest in the
topic. As the strain gradient for a bent object increases
as it is uniformly scaled down, the flexoelectric
contribution is becoming more and more sizeable [29].
Similarly to piezoelectricity, flexoelectricity, the
components of strain gradient that induces a field, and
which directions the field is induced in, are heavily
material-dependent. The inverse flexoelectric effect
(whereby an external field induces a mechanical
deformation) is however challenging to implement, and
further research is needed to exploit such mechanism
in practical devices.

21.3 NOEMS Fabrication

The manufacturing of NOEMS requires a combination of
bulk and surface micromachining and the growth or
deposition of layers of sacrificial materials, which will be
etched away at the end of the process, releasing the upper
layers and allowing them to freely move in space. Figure
21.4 highlights the main processing steps required for the
fabrication of NOEMS in an epitaxially grown
semiconductor stack of GaAs. Without loss of generality,
the steps can be summarized as follows: 1) Electrodes and



pattern definition via electron-beam lithography. 2) Dry
etching. 3) Sacrificial undercut and drying.
Owing to the nanometer size of the features involved,
NOEMS require pattern definition via electron beam
lithography, instead of more conventional optical
lithography. Sub-10 nanometer resolution is often required
in waveguide-based routers and switches or for the
realization of periodic elements such as circles making up
photonic crystal mirrors or cavities. The resulting
dimensions need to be accurate within few nanometers, to
avoid drifting from the design parameters and achieve the
desired opto-mechanical or electro-mechanical coupling.
Typical electron-beam lithography tools required for
NOEMS fabrication provide a large acceleration voltage (

 keV) and state-of-the-art proximity effect correction
software [30] that compensates for both short-range and
long-range electron spread in the substrate. NOEMS
constitute in fact an excellent test bed and benchmark for
ultra-precise nanolithography.



Figure 21.4 Typical NOEMS fabrication procedure. From
left to right: Starting with a wafer consisting of an optical
waveguide layer on top of a sacrificial layer grown on top of
a substrate. Electrodes are defined with electron beam
lithography and deposited via physical vapor deposition.
Waveguides and other features on the surface wafer are
defined using deep reactive ion etching. Finally, the
sacrificial layer is removed using a wet etching procedure
followed by careful drying to avoid sticking parts.

Source: Leonardo Midolo.

Transferring the designed features on the optical layer
requires methods such as reactive ion etching, usually in
combination with an inductively coupled plasma to increase
the verticality and anisotropy of the structures. To achieve
a good fidelity between the lithographically defined pattern
and the resulting etched pattern, materials with good
resistance to the etching chemicals should be used (also
known as hard masks) [31]. Silicon nitride or silicon
dioxide thin films or Cr layers offer the best protection to
plasma damage and suitable hard masks for most etching
processes. Alternatively, electron beam resists like ZEP520
can be used as protective films at the expense of a more
complex cleaning or stripping procedure [32].
Following the dry etching, a wet etching process is usually
carried out to perform a so-called sacrificial layer undercut,
i.e. the selective removal of one or more layers to release
suspended devices such as waveguides or membranes. The



choice of a wet process as opposed to dry etching process
is usually due to its higher selectivity between materials,
which enables undercutting electrodes, waveguides, and
other suspended features. Well-known examples of
selective wet etching are the removal of silicon dioxide
from silicon, or AlGaAs from GaAs using hydrofluoric acid,
or InP from InGaAsP in hydrochloric acid, or silicon from
silicon nitride in potassium hydroxide. Wet etching and the
subsequent drying are the most delicate steps in NOEMS
manufacturing as mechanical failures are very likely to
occur. Stiction, i.e. the permanent collapse of suspended
devices into each other, is the most common failure
observed at this stage. There are a wide range of physical
mechanisms that cause stiction, from Casimir or short-
range Van der Waals forces to electrostatic forces or from
turbulence in the etching fluids to capillary forces during
drying. We refer the reader to Ref. [33] for a review on
some of these mechanisms and their physical origin.
Controlling the wet etching and the drying steps is crucial
in the realization of NOEMS and constitutes a major
challenge in achieving high yield. However, a set of well-
established design techniques are available to stiffen the
devices or prevent stiction, for example using anti-stiction
bumps [33] or coating the surfaces with thin layers of
dielectrics such as aluminum oxide [34]. Moreover, several
techniques used for MEMS manufacturing such as critical
point drying (CPD) and vapor etching are also commonly
applied to NOEMS. CPD is the process of removing liquid
from a chip without forming any liquid–air interface, which
is usually responsible for stiction due to capillary forces. It
is a technique widely used for drying delicate biological
specimens for scanning electron microscope imaging. In a
CPD chamber, highly pressurized liquid  is gradually
introduced to replace the previous liquid (usually acetone
or ethanol) and subsequently heated to transition into the



supercritical state. By gradually reducing the pressure, 
 undergoes a continuous rather than a discrete phase

transition from liquid to gas, eliminating the surface
tension associated with crossing a phase boundary.
Alternatively, vapor etching can be used instead of wet
etching by exposing the sample to a controlled flow of acid
vapors. With the proper etching rate, no liquid is
introduced, and the release of the mechanical parts can be
performed without stiction. Finally, hybrid techniques exist,
where additional sacrificial layers (e.g. a polymer or a thin
dielectric film) are deposited prior to wet etching to stiffen
the structure and avoid its collapse [35].

21.4 Application of NOEMS to

Quantum Photonics

The possibility to reconfigure an optical element
dynamically and controllably in a photonic integrated
circuit is a key asset in quantum applications. Tunable
elements not only enable compensating for unavoidable
fabrication errors and inconsistencies, but also provide an
additional knob for developing new functionalities. We will
now review some of the important applications of NOEMS
in QPIC demonstrated in the recent literature, which are
schematically illustrated in Fig. 21.5(a).

21.4.1 Routing and Switching Single Photons

The tunable directional coupler discussed in this chapter is
a paradigmatic example of an individual element, which, if
scaled, could produce a large, programmable multi-mode
interferometer with tens or hundreds of ports. As pointed
out earlier, a large network of beam splitters, as found in
experiments such as boson sampling, quantum simulators,
or neuromorphic computers, requires potentially a large
footprint, which cannot be ignored when approaching the



hundreds of optical modes. Replacing each tunable element
with NOEMS could result in up to a factor of 1000
reduction in length and a significant reduction of power
consumption.
Several implementations of NOEMS-based routers have
been demonstrated. In GaAs, a mechanical beam splitter
(cf. Fig. 21.5(e)) for routing photons emitted by single
quantum dots has been realized [38]. Single photons at
different wavelengths have been dynamically routed
between two waveguides using a bias voltage up to 10 V.
Such device implements a tunable 1-axis rotation gate with
switching times potentially up to 370 ns when the device is
operated resonantly. An alternative approach uses out-of-
plane motion of waveguides to switch on and off the
coupling [39, 40]. By using a vertical actuation mechanism
between the waveguide and the substrate, an arm of a
directional coupler can be entirely decoupled. This effect
has been demonstrated both in SOI and in GaAs with single
quantum emitters. More advanced designs for signal
routing have been suggested and realized using double
membranes, which use the out-of-plane coupling between
two thin waveguide slab to obtain tunable devices [41].
NOEMS switches have also been developed using
plasmonic disk resonators [42]. Unlike broadband devices,
resonators coupled to two waveguides can be used as
switching elements (e.g. in add-drop configurations) for a
single frequency of light by tuning the resonator via
NOEMS. In their work, the authors have also demonstrated
a full matrix switches capable of routing signals between
different ports in a complementary metal-oxide
semiconductor (CMOS) compatible process. In this case,
the device employs electrostatic forces to pull a metallic
disk located 35 nm above a Silicon disk resonator.
Plasmonic effects in the tiny gap cause a sizable
wavelength shift that detunes the resonance by over 6 nm,



enabling the switching effect between multiple ports. A
NOEMS-based tunable phase shifter has also been realized
in the silicon nitride platform [37]. In such implementation,
a waveguide is slightly perturbed from the side, to avoid
dissipating optical power, by means of a planar
electrostatic actuator (see Fig. 21.5(d)). A  shift was
demonstrated using a total device length of 100 m and a
voltage drive of 10 V. Even better performance has been
recently reported in silicon nitride [43] where up to 
phase shift was demonstrated, albeit in longer devices.



Figure 21.5 Applications of NOEMS in quantum photonic
integrated circuits and microscope images of devices. (a)
Illustration of a QPIC with tunable functionalities
implemented with NOEMS.

Source: Leonardo Midolo. (b) Scanning electron microscope (SEM)
micrograph of coupled photonic crystal cavity (detail) and (c) its integration
in a wavelength-tunable filter in GaAs.
Source: Adapted with permission from Zhou et al. [36]/John Wiley & Sons,
Inc. (d) False-color SEM micrograph of a phase shifter realized in silicon
nitride waveguides. Adapted with permission Poot et al. [37]/AIP Publishing.
(e) A nanomechanical single-photon router in GaAs (source: Leonardo
Midolo). Metal electrodes are highlighted in yellow in all the above
examples.

21.4.2 Controlling Light–Matter Interaction

Dynamical device reconfiguration becomes even more
attractive in combination with quantum emitters, as it
offers a versatile tool for controlling light–matter



interaction. Quantum emitters such as quantum dots or
color centers are not only excellent single-photon sources,
but also enable nonlinear operations at the single-photon
level or long-lived quantum memories (for example using
the spin degree of freedom) [44]. Building a controlled
light–matter or photon–emitter interface between, e.g. an
optical mode and a solid state emitter requires shaping the
dielectric environment surrounding the emitter to control
the local density of optical states (LDOS) [45]. As LDOS is a
combined property of the emitter and its environment, it is
evident that NOEMS could play an important role in
shaping light–matter interaction without affecting the
emitter. Moreover, they would allow a more deterministic
fabrication of single-photon sources, with higher yield and
scalability. For example, self-assembled quantum dots
nucleate at random positions in the wafer and emit at
random energies over several tens of meV. Various
techniques have been employed to adjust the emission
wavelength, e.g. via the quantum-confined Stark effect [46]
or via strain tuning [47, 48], but the amount of control is
typically very limited. Pre-characterization and pre-
localization of the emitters before fabrication are also a
widely used strategy. Yet, fabrication errors always occur,
and small energy drifts over time are always to be
expected.
Combining the emitters with NOEMS greatly simplifies the
process of controlling light–matter interaction and could be
performed in a local and scalable fashion. An interesting
example is given by the tunable cavities realized with
photonic crystals. The first demonstrations of mechanically
programmable or tunable cavities were performed with
parallel one-dimensional photonic crystals [49, 50], slotted
photonic crystals [51], and in 2D cavities in GaAs with
single quantum emitters [52]. Here, a double-membrane
photonic crystal cavity was tuned in and out of resonance



with a quantum dot resulting in a tunable and controllable
emitter lifetime, with up to a fourfold Purcell enhancement.
The development of mechanically tunable cavities is likely
to have a large impact in quantum photonics, especially if
more conventional structures such as ring or disk
resonators could be realized as well, for example using
double-membrane devices.
Tunable cavities could also play a major role in suppressing
phonon side-band noise in solid-state quantum emitters.
The interaction with phonons at a finite temperature
typically produces emission side bands at different
energies, which make the photons distinguishable and thus
reduce the performance of single-photon sources. To avoid
such undesired effect, the source can either be Purcell-
enhanced with a nano-cavity or filtered to suppress the
unwanted side bands. Filtering is usually performed with
external high-finesse etalons or gratings. However, scaling
up the technology further will require the implementation
of on-chip tunable filters [53]. Recently, an NOEMS
photonic crystal cavity whose wavelength can be
continuously tuned electrostatically over 10 nm has been
demonstrated [36] (Figs. 21.5(b) and 21.5(c)). While the
insertion loss and quality factor are still relatively modest
for filtering phonon sidebands, the device has been used to
filter the above band excitation laser with comparable
extinction performance as standard free-space grating
filters.

21.5 Challenges and Perspectives

NOEMS have a unique standpoint in quantum photonics:
they enable controlling light without resorting to a specific
choice of material, and they are compatible with cryogenic
operation, which is essential for the integration with
emitters and detectors. To conclude this chapter, we



highlight some of the challenges that NOEMS technology is
likely to face in the area of quantum photonics, as well as
some exciting perspectives.
The combination of phase shifters with a tunable beam
splitter will enable implementing arbitrary rotations of
path-encoded photonic qubits based exclusively on
NOEMS. Here, a key aspect that requires deeper
investigation is the stochastic gate noise associated with
nano-mechanical motion. While it has been pointed out that
any systematic error in programming a quantum gate can
be ideally corrected in post-processing, the stochastic noise
usually cannot be accounted for and constitutes an
important parameter to evaluate the quality of a switch
[54]. Stochastic noise in NOEMS originates from various
sources: Brownian motion of the mechanical system due to
the fluctuation-dissipation theorem, optomechanical back-
action, voltage noise, etc. The noise that stems from
intense optical beams such as opto-mechanical back-action,
photoelastic effects or thermo-refractive effects are usually
of little concern in this case, as the devices are operated at
the single-photon level. At cryogenic temperatures ( 1–
10 K), the average thermo-mechanical noise 
associated with small nano-mechanical waveguides is
expected to be in the order of –  nm, while it could
vary significantly depending on the specific
implementation. With the definition of phase provided in
equation 21.5, we can estimate a phase sensitivity as ,
which for the parameters used in Fig. 21.2 amounts to 
mrad/nm [38]. Therefore, the amount of root mean square
stochastic noise  due to thermo-mechanical noise is
expected to fall well below  rad, although a full
characterization is needed to confirm this. Such values
suggest that stochastic phase noise of quantum gates
implemented with NOEMS could be on par or lower than



what is achieved with conventional thermo-optic devices.
Additionally, an electro-mechanical noise can arise from
fluctuations in the voltage source used to drive the
electrostatic actuator. Depending on the device
construction and geometry, a sub-mV rms voltage noise is
required to suppress detectable noise in current
implementations.
Another important challenge associated with NOEMS
devices lies in their fabrication: in a photonic integrated
circuit, the integration of movable parts is likely to cause
additional issues in manufacturing and packaging. A direct
consequence to this is that building a back-end of layer
with electrical interconnects [55] that encapsulates the
whole wafer surface is not trivial. Techniques such as
chemical mechanical polishing (used for planarization or
multi-layer interconnect fabrication) are incompatible with
NOEMS fabrication. Packaging a chip with many integrated
nano-mechanical devices will require the development of
new methods. Flip-chip techniques seem to be the most
promising to avoid developing electrical interconnects with
wire-to-wire and wire-to-waveguide crossings, but only few
specialized laboratories worldwide offer such capabilities.
Fortunately, the challenges are not much dissimilar than
those encountered for traditional MEMS devices, but
additional steps such as fiber pigtailing and cryogenic-
compatible packaging might prove hard to solve. In this
direction, heterogeneous integration of NOEMS on
different substrates, where traditional photonic packaging
is more established, could offer a promising solution.
Finally, an interesting aspect related to NOEMS is the
implementation of low-noise, low-power, and low-voltage
electronic drivers. Several works in the literature have
stressed the importance of reducing voltage to CMOS-
compatible levels (i.e.  V) [25, 41, 42]. However, we
should also stress that pushing the opto-mechanical



sensitivity further to reduce the voltage comes at the
expense of larger phase noise. Moreover, CMOS-controlled
analog driving electronic with proper voltage amplification
(and potentially readout feedback) could be implemented
as well and directly integrated in the proximity of the
electrostatic device. In this sense, GaAs enables developing
high-voltage metal-semiconductor transistors embedded in
the epitaxial structure, and it is therefore quite likely that
future implementations of NOEMS will include the driving
electronics on-chip.
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After reading this chapter you should be able to:

Have an overview of silicon quantum photonics
Understand the basic building blocks of silicon
quantum photonics platform
Quantum state of light on silicon photonics platform
Quantum information processing on silicon
photonics platform
Quantum communication on silicon photonics
platform

22.1 Introduction

Quantum information technologies are expected to lead to
a step change in human capabilities in a variety of
applications. Quantum computing enables to solve
computational-hard problems orders of magnitude faster
than world's most powerful supercomputers, quantum
communication enables ultimate secure communication



with information protected by quantum mechanism, and
quantum sensing enables to detect weak signal below shot-
noise limit with extremely high sensitivity. Given such great
potentials, billions of dollars in both academic and
industrial community have been invested globally to
develop quantum information technologies. There are a few
candidates could carry quantum information, e.g. electrons,
trapped ions, superconducting Josephson junctions, and
photons. So far those platforms have been in a competition
and there is no winner yet, and significant progress has
been made in the past a few years, including loophole free
Bell-state tests [1–3], over thousands kilometers quantum
communication via satellites [4–6], and quantum advantage
over the world's most powerful supercomputers (for one
specific computational task) [7–9].
Photon is at the core of those quantum technologies, as it
travels at the fastest possible speed and readily protected
from decoherence. Scaling up quantum photonic systems,
which increases computational space, or communication
distance, or measurement sensitivity, is the key for
quantum photonic platform. Though free-space optics has
significantly pushed the research and development of
quantum photonics technologies, it faces more and more
challenges in terms of stability, controllability, and
flexibility when the quantum system is scaling up, and
integrated quantum photonics has been considered to be
the only path toward further scaling. With the standard
lithography based nano-fabrication process, thousands of
quantum chips can be fabricated simultaneously. Quantum
photonic experiments can be implemented in a compact
quantum chip of  scale integrating millions of
components. Despite the great potential, integrated
quantum photonics still faces significant challenges,
particularly limited efficiency and purity of photon sources
and optical loss. Today, the largest quantum photonics



systems are still demonstrated on bulk optics, for instance
20 simultaneous photons in 60  60 a interferometer [10],
12-photon entanglement [11], 18 entangled qubits [12],
and large-scale Boson sampling [7–9].
Among different integrated quantum photonics platform,
silicon quantum photonics is the leading candidate. The
high refractive index 3.5 of silicon provides high light
confinement and capability of ultradense integration. The
complementary metal–oxide semiconductor (CMOS)
compatible fabrication makes it possible for electric-
photonic co-integration [13]. In the meantime, classical
silicon photonics continues to lead the way in large-scale
photonic-integrated circuits, including ultradense
integration with tens of thousands of optical
components [14], and electrical/photonics hybrid
integration [15, 16]. All this technological breakthrough of
classical silicon photonics would lead to further
breakthroughs in quantum photonics applications.
Since the quantum advantage, i.e. quantum device
outperformed the state-of-the-art supercomputers though
for a specific computational task, has been announced in
2020, a new era of so-called noisy intermediate-scale
quantum (NISQ) [17] technology has begun. In this era, it
is extremely important to develop medium-scale
applications, such as quantum simulators [18–20], machine
learning [21], and cluster-state quantum computing [22,
23]. Silicon photonics will provide a powerful platform for
implementation of those quantum technologies. However,
to enter the fault-tolerant (i.e. a quantum system is able to
continuously operate despite of errors), breakthroughs on
the photon sources, optical loss, and quantum process
fidelity (larger than 0.99) have to be achieved before
silicon-integrated quantum photonics can really achieve a
useful scale.



In the meantime, quantum photonic communications have
achieved significant progress. Photonics is the only viable
choice for low-loss propagation, which promises long-
distance quantum communication with security beyond any
classical means today. Silicon photonics has already
steadily played a more and more important roles for
quantum communication systems. Compact, reliable, and
energy efficient silicon quantum photonics transmitters and
receivers have already been widely investigated for
quantum key distribution (QKD) [24–27]. Preparation and
distribution of entangled states over fiber links have also
been studied aiming to future large-scale quantum
networks [28, 29].
In this chapter, we will present the overview of the state of
the art of silicon quantum photonics. The chapter is
structured as follows. In Section 22.2, we will discuss the
fundamentals of silicon quantum photonics, including the
fabrication process, and necessary passive and active
components. In Section 22.3, We will further present an
overview of different quantum light sources on silicon,
including quantum dot (QD) sources on silicon and
nonlinear sources. In Section 22.4, We will discuss
applications in processing of quantum information on
silicon and quantum communication. Finally, we will give
an outlook of silicon photonics and discuss the challenges
for further scaling.

22.1.1 Fabrication Process

Fabrication of silicon photonic-integrated circuits follows
standard lithography-based nanofabrication. A typical
fabrication process of thermal-tunable silicon photonics
chips is presented in Figure 22.1. It includes four main
fabrication sections. The first fabrication section is
lithography. Taking electron beam lithography (EBL) for
example, after a thin layer of electron beam (ebeam) resist



is spin-coated on the silicon on insulator (SOI) sample,
electron beam is focused on the sample and expose the
defined structures (Figure 22.1(a)). The property of the
exposed resist is changed by the high-energy electron
beam. After the developing process (Figure 22.1(b)), the
exposed resist will be dissolved by the developer for
positive ebeam resist (for negative resist, the unexposed
area will be dissolved by the developer), forming the
etching mask (Figure 22.1(c)) for the etching process. The
second fabrication section is the etching process that
transfers the patterns on the resist layer to silicon layer
(Figure 22.1(d) and (e)), typically inductively coupled
plasma (ICP) etching process is used. The etching process
can be optimized by tuning the coil power, platen power,
gas flow, and temperature. In order to achieve vertical
etching profile, Bosch process is typical used, which uses
alternation between an etch cycle and a passivation cycle.
Introducing a passivation step in an etch process allows to
cover the sidewalls with a protective layer that suppresses
the isotropic etching. After the etching process, a silicon
dioxide (SiO2) layer is deposited on the wafer to form a
cladding and protecting layer before heater fabrication
(Figure 22.1(f)). The thickness of the cladding SiO2 layer
should be large enough (typically more than 1 μm) to avoid
the potential metallic loss by the metal heater [29, 30]. The
third fabrication section is the heater fabrication process,
the ultra-violet (UV) lithography based on mask aligner or
direct-laser-writing-based maskless exposure can be used
(Figure 22.1(g)). Typically, negative resist is preferred to
form a undercut in the bottom of the opening window after
developing process (Figure 22.1(h)). After the lithography,
heater metal material (typically titanium (Ti) [29–31]) is
deposited on the sample (Figure 22.1(i)). The metal and
resist will be washed away after the liftoff process, forming
the final heater structures on the wafer (Figure 22.1(j)).
The final fabrication section is the metal wire/pad



fabrication. The heaters are typically connected by
electrical wires with low resistance (typically Au) to the
pads on the edge of the chip, which would be further wire
bonded to a printed circuit board (PCB) in the packaging
process. Here, another UV lithography is applied to define
the wires and pads structures (Figure 22.1(k)–(l))),
followed by thick metal deposition Figure 22.1(m)) and
liftoff process (Figure 22.1(n)), and finally results in the
fabricated devices.



Figure 22.1 Typical fabrication process of silicon photonic
devices with thermal tuning. The fabrication involves
lithography section: (a) ebeam exposure, (b) development,
and (c) forming final resist mask after developing; etching
and cladding section: (d) ICP etching process with resist
etching mask, (e) resist striping after etching, (f) SiO2
deposition for upper cladding; heater fabrication section:
(g) UV maskless exposure, (h) heater pattern window
opening after developing, (i) heater metal deposition, (j)
final heater achieved after liftoff process; and wire/pad
fabrication section: (n) UV maskless exposure, (l) wire/pad
pattern window-opening after developing, (m) wire/pad
metal deposition, (k) final wire/pad obtained after liftoff
process.



In silicon photonics, other active components such as high-
speed depletion-based electro-optical (E/O) modulators,
superconductive nanowire single-photon detectors
(SNSPDs) would be also integrated. Typical fabrication
process involves ion-implantation, annealing, lithography,
and liftoff process. More details we refer to [32, 33].

22.1.2 Passive Components

Passive components are basic building blocks for
integrated quantum photonic systems. These includes fiber-
to-chip couplers, pump rejection filters, cross intersections,
and delay lines. As data rate of a quantum information
processing system is exponentially sensitive to the optical
loss, it is critical for those passive components to work with
utmost performances in terms of extremely low insertion
loss and crosstalk.
Fiber-to-chip couplers play a critical role for today's
integrated quantum photonic systems since the coupler
loss directly limit the final system scale. Currently, there
are mainly two kinds of fiber-to-chip couplers: inverse
adiabatic taper-based edge couplers (Figure 22.2(a) and
(c)) [34, 36, 43, 44] and scattering grating-based vertical
couplers [35, 45] (Figure 22.2(b)). The edge couplers can
be realized by single [34, 43] or dual inverse tapers [44], it
features large coupling bandwidth and potentially
extremely high coupling efficiency [36, 43]. Currently, the
record high coupling efficiency of more than 95% has been
reported by adiabatic tapering both the nanowavegudie
and fiber [36]. The edge couplers, however, require high-
quality cleaving of the chip that would potentially restrict
the device layout. Moreover, the edge couplers are typically
coupled with lensed fiber, making the coupling sensitive to
the misalignment. On the other hand, scattering grating-
based vertical couplers do not require chip cleaving,
making it very convenient for wafer-scale test. The coupling



efficiency is typically around 3dB [30, 46], which is
restricted to the leakage loss to the substrate. The coupling
efficiency can be boosted by introducing an Al mirror [47]
or Bragg grating below the grating coupler [48, 49].
Record coupling efficiency of 0.58 dB of fully etched grating
coupler [47] and 0.62 dB for shallowly etched grating
coupler [50] have been reported. Standard one-dimensional
grating couplers are typically polarization sensitive, which
restricts their application in polarization encoded quantum
systems. In order to mitigate the restriction, two-
dimensional grating couplers can be used to efficiently
couple the two orthogonal polarization to two separate
waveguides on the same polarization [28, 29]. The same
strategy of coupling efficiency boosting in standard one-
dimensional grating couplers can be also applied [51].
For nonlinear source, pump light is used for single-photon
pair generation, and it must be removed from the
generated single photon pairs before they are detected. In
order to achieve sufficient rejection of the pump, the
extinction ratio (ER) between the pump light the generated
photons has to be at least more than 100 dB. At the same
time, the insertion loss at the single-photon wavelength
bands has to be kept minimal to maintain the high
transmission of the generated single photons. Coupled
resonator optical waveguides (CROWs) [52], and cascaded
asymmetric MZIs [53] have been used to achieve more than
50 dB extinction on a single chip. The extinction ratio was
limited by pump light scattered in to the chip substrate,
increasing the grating coupler efficiency is expected to
improve the extinction ratio since the scattered pump light
is reduced. The first demonstration of simultaneous pump
rejection and single-photon generation was reported in
2018 [37]. Here four second-order cascaded micro-ring
resonators are applied to isolate the generated signal-idler
pair from the pump light. Cascading two chips is able to



produce more than 100dB extinction ratio [52–54].
Cascaded resonators typically require independent
resonance control of the each resonator to achieve high
extinction ratio, due to the uncontrollable fabrication error
introduced to each resonator. CROW fano nanobeam
resonators feature extremely small footprint, making it
possible for a uniform fabrication of the resonators,
exhibiting pure passive filter with extinction ratio more
than 70dB and insertion loss lower than 1 dB [38]. In
addition, cascaded grating-assisted contradirectional
couplers with more than 70dB ER [55] and a third-order
ring resonator with more than 80 dB ER [56] have also
been reported both in silicon nitride platform.





Figure 22.2 Typical passive components used in quantum
photonic circuits, including couplers for fiber to chip
interface: (a) spot size converter lateral coupler.

Source: Chen et al. [34]/with permission of IEEE. (b) photonic crystal based
grating coupler. Ding et al. [35]/with permission of Optical Society of
America. and (c) extremely efficient coupler with tapered fiber on a tapered
SiN.
Source: Tiecke et al. [36]/with permission of Cornell University; filters for
pump light rejection: (d) four stage of second-order cascaded micro-ring
resonators achieve simultaneous pump rejection and single-photon
generation.
Source: Gentry et al. [37]/with permission of Optical Society of America. (e)
low-loss and high extinction ratio CROW fano nanobeam resonators.
Source: Cheng et al. [38]/with permission of Optical Society of America.;
crossers: (f) MMI-based cross intersection with low crosstalk and insertion
loss.
Source: Wang et al. [30]/with permission of American Association for the
Advancement of Science - AAAS. and (g) Bloch mode employed to further
reduce the loss of cross intersection.
Source: Zhang et al. [39]/with permission of Optical Society of America;
delay lines to rout the photons with extremely low-loss: (h) shallowely
etched ultralow loss silicon waveguide.
Source: Biberman et al. [40]/with permission of Optical Society of America,
(i) ultralow loss slab SiN waveguide.
Source: Puckett et al. [41]/With permission of IEEE. and (j) slight angle
wedged silica waveguide.
Source: Lee et al. [42]/with permission of Springer Nature.

In quantum photonic-integrated circuits, it is often
inevitable to have waveguides cross each other,
particularly in the path-encoded quantum systems [30, 57].
It is of outmost importance for the cross intersections to
have extremely low crosstalk to reduce qubit errors and at
same time achieve ultralow insertion loss to maintain the
data rate. Promising cross intersections have been reported
based on MMI structures [30, 58], shaped waveguides [59–
61], tilted waveguides [62, 63], and subwavelength
gratings [64], with typical insertion loss of around 0.1 dB.
The insertion loss can be further reduced by Bloch mode



structures [39, 65], featuring record low 0.01 dB insertion
loss and crosstalk below –40 dB.
Low-loss waveguide is essential for integrated silicon
quantum photonics. Demultiplexing single-photon sources
and spatial multiplexing nonlinear sources requires
extremely low-loss photon routing. Temporal multiplexing
nonlinear sources relies on or low-loss delay line for photon
storage [66, 67]. Currently, the typical propagation loss of
silicon single mode waveguide has propagation loss of
around 2dB/cm, which is too high for scaling quantum
systems. Further fabrication optimization can be applied to
further reduce the propagation loss, such as oxidization
[68, 69], etchless waveguide fabrication [70], hydrogen
thermal annealing [71], and shallow waveguides [40, 72].
The record-low loss of 2.7 dB/m (Figure 22.2(h)) [40] has
been reported. In order to further reduce the propagation
loss on silicon, hybrid integration with the other material
platforms, such as thin silicon nitride slab waveguide with
propagation loss of 0.123 dB/m [41] (Figure 22.2(i)) and
slight angle wedged silica waveguide with propagation loss
of 0.034 dB/m [42] (Figure 22.2(j)) would be needed.

22.1.3 Active Components

Active components are critical devices that are able to
dynamically manipulate or detect the quantum state on
silicon chips. Those includes phase shifters, high-speed
electro-optical (E/O) modulators, and single-photon
detectors (SPDs). Similar to passive components, optical
insertion loss remains significantly important. For SPDs,
the loss can be considered as part of the detection
efficiency.
Phase shifters are typically used to reconfigure the silicon
quantum circuit for preparation and measurement of the
quantum state on different basis. As these operations might



not require high-speed operation, thermo-optic (TO) phase
shifters are typically used. The TO phase shifter is typically
realized by metallic heaters on the silicon waveguide [30]
(Figure 22.3(a)). The current flowing through the metal
generates heat that spreads to the waveguide underneath
and further changes the refractive index. In order to isolate
the metallic loss of the heater, a layer of cladding between
the heater and silicon waveguide (normally SiO2 around 1 
μm thick) is needed. The detailed fabrication process can
be found in Section 22.1. Typically, about tens of milliwatts
(mW) is needed to achieve 2  phase shift [29–31]. This
thermal heater has an advantage of low loss (metal loss can
be negligible with sufficient thick upper cladding layer),
and the tuning speed is typically in kHz scale due to slow
heat dissipation. Alternatively, the TO phase shifter can be
realized by a pip junction [24] (Figure 22.3(b)), where the
current is flowing through the silicon waveguide directly
and generating heat. In order to achieve the low optical
loss, the waveguide is kept intrinsic, resulting in large
resistance, and typically more than 20V is needed to
achieve 2  phase shift. Another novel method to isolate the
heater loss is to take advantage of the bending effect. In a
multimode bending section, the heater can be made in the
inner bending side with a proper doping level, and the
optical mode tends to propagate on the outer side, which
decouples from the heater- induced loss [79]. The
advantage of the doping-based heater is the speed can be
hundreds of kHz, which is much faster than standard
metallic heaters. In order to increase the heater efficiency,
trenches and undercuts can be made to concentrate the
heat, featuring a high efficiency of 2.4 mW/2  [73](Figure
22.3(c)). Another method to increase the efficiency is to
recycle the residual heat, and spiral waveguides [80] and
multimode waveguide [81] have been utilized to increase
efficiency to a few mW/2 . Novel heater material such as
graphene has also been applied for efficient TO phase



shifter, exhibiting both high efficiency and sub s tuning
speed [82]. Another novel scheme is to utilize the silicon
nanowire as waveguide and heater simultaneously,
resulting in sub-mW/2  efficiency [83].





Figure 22.3 Typical active components used in quantum
photonic systems, including thermal phase shifters: (a)
heater-based TO phase shifter, (b) pip junction-based TO
phase shifter.

Source: Sibson et al. [24]/Optical Society of America/CC BY 4.0.

(c) trench and undercut introduced on a TO tunable
microring to increase the TO efficiency.

Source: Dong et al. [73]/with permission of Optical Society of America; high-
speed E/O modulators: (d) pn junction-based E/O depletion modulator.
Source: Sibson et al. [24]/Optical Society of America/CC BY 4.0.

(e) LN modulator on silicon.
Source: He et al. [74]/with permission of Springer Nature.

(f) BTO modulator on silicon.
Source: Abel et al. [75]/with permission of Springer Nature; single-photon
detectors: (g) transfer-print SNSPD on silicon nitride waveguide.
Source: Najafi et al. [76] / Springer Nature / CC BY 4.0.

(h) SNSPDs on silicon integrated with carbon nanotube
single-photon emitters.

Source: Khasminskaya et al. [77]/with permission of Springer Nature.

(i) SNSPD on silicon photonic crystal cavity.
Source: Vetter et al. [78]/with permission of Springer Nature.

E/O modulators are able to prepare the quantum state in
high speed, which is critical for optical quantum
communications. In silicon photonics, the E/O modulation
is typically based on plasma dispersion effect in a pn
junction [24] (Figure 22.3(d)), which is attractive due to
the CMOS compatible fabrication process and large
bandwidth of up to tens of GHz [32]. However, the plasma
effect is weak, leading to long device length and large
energy consumption. Moreover, the free-carrier absorption
(FCA) results in extra optical loss. Recently, electrical-field-
induced second-order nonlinear optical effect of silicon



waveguide has been studied [84]. It produces direct-
current (d.c.) Kerr effect results in high-speed phase-only
modulation. The modulator exhibits V L of 2.8 V.cm [84].
Another phase-only modulation is Pockels effect, which is
more attractive since it is able to achieve efficient and high-
speed E/O modulation without introducing extra optical
loss [85]. Materials such as lithium niobate (LN) [74, 86–
89] (Figure 22.3(e)) and barrium titanate (BTO) [75, 90]
(Figure 22.3(f)) have strong Pockels effect and have been
hybrid-integrated on silicon platform. The state-of-the art
TFLN has achieved extremely low propagation loss of
around 2.7 dB/m [91, 92], and more than 100 GHz
modulation bandwidth has been achieved on TFLN platofrm
[93], indicating a great potential of Si-LN hybrid
integration [74, 94, 95]. BTO features the highest Pockels
effect coefficient [75, 90], having the potential of efficient
E/O modulation with ultra-compact device size [96]
compared to TFLN devices. Though BTO is still in the
preliminary stage, tens of GHz modulation bandwidth has
been demonstrated [90]. However, thin-film BTO material
on insulator and low-loss BTO waveguide remain
challenging.
SPDs are used to count the photons, and they are
indispensable devices in quantum photonic systems. Silicon
photonics is typically optimized to work around C-band
(1530–1560 nm) to align with the low-loss window of single
mode fiber, which limits the options of SPDs. InGaAs
detectors offer a cost-effective solution [97, 98] and could
potentially be integrated on silicon with bonding process.
The count rate can be a few to tens of MHz with dark count
of a few hundreds Hz. However, the detection efficiency is
typically lower than 10%. Superconductive nanowire SPDS
(SNSPDs) working at cryogenic temperature (typically
lower than 4K) offers much better performance [99, 100],
with system efficiency up to 95.5% [101], dard-count rate



less than 100 Hz, and count rate of tens of MHz [102].
Moreover, SNSPDs can be directly hybrid integrated on
silicon photonics platform, demonstrating great potential
for future on-chip quantum photonics systems. For
example, membrane-transferring SNSPDs on silicon nitride
has been reported, with successful demonstration of on-
chip  experiment [76] (Figure 22.3(g)). SNSPDs on
silicon integrating carbon nanotube single-photon emitters
has also been reported [77] (Figure 22.3(h)). Typically,
SPSPDS has a recovery time of tens of nanoseconds,
limiting the counting rate to be tens of MHz. Silicon
photonic crystal cavities have been discovered to enhance
the absorption for shorter detector, resulting in a much
faster recovery time of only 500ps [78] (Figure 22.3(i)),
allowing GHz counting rate. Another important parameter
of SPDs is timing jitter (temporal resolution), which limits
the repetition rate of quantum communication. The jitter of
commercial SNSPDs is in a scale of tens of picosecond.
Recently, record-low 3 ps resolution was demonstrated
employing a 5 μm detector and cryogenic electronics [103].
In some quantum systems, for example Gaussian boson
sampling [31] and universal quantum photonic gates [104],
photon number resolving detectors are needed. Space- or
time-multiplexing SNSPDs [105–109] have been
investigated to realize photon number resolution. Titanium-
based superconducting transition-edge detectors (TESs)
[110, 111] provide the best number resolution so far with
excellent discrimination up to 15 photons in real time,
though it suffers from limited repetition rate of kHz.
However, so far, the integration of photon number
resolving detectors on silicon photonic platform has not
reported yet.



22.2 Quantum State of Light on

Silicon Photonics Platform

Quantum states of light are essential for quantum photonic
systems. Quantum states of light include single-photon
states and squeezed states of light. Single-photon states
are used in discrete variable (DV) quantum systems, while
squeezed states are used in continuous variable (CV)
quantum systems. In this section, the solid-state single-
photon sources and nonlinear light sources on silicon will
be discussed in detail.

22.2.1 Toward Deterministic and Efficient

Quantum Light Sources on Silicon Platform

While enabling a low loss (about 2.7 dB/m [112]) and a
phase-stable environment for optical signal propagation,
silicon is a very inefficient material for light emission due
to the indirect band gap. Highly efficient emission of
quantum light is an essential requirement for optical
quantum information processors as it determines the depth
of the architecture and thus the complexity of the problems
that can be address [113]. It is therefore required to
integrate Si with other materials that are suitable for the
efficient emission of quantum light.
Ideally, an on-demand quantum emitter should produce
either one photon or a pair of entangled photons into a
spatial-temporal mode at a time. All photons have to
possess a Fourier-limited linewidth and be
indistinguishable, meaning they should be identical in all
degrees of freedom including frequency and polarization.
An essential requirement for the integration of quantum
light emitters into a Si photonic circuit is that the emission
wavelength exceeds the absorption band of silicon at  1.1 
μm. Moreover, operation at the telecom wavelength bands



would open up the potential integration with a global
quantum network via fiber-based long-distance
telecommunication. Until now, there is no universal
solution for scalable integration of a quantum emitter onto
the Si-based quantum photonic platform. The most
promising approaches to fabricate CMOS compatible
quantum emitters include epitaxially grown ODs [114–117],
(SiC) [118–120] and in gallium nitride (GaN) [121] and
single rare-earth atoms (e.g. erbium) [122, 123]. The
feasibility for integration of some of those quantum light
emitters onto the SOI platform was already demonstrated
[124, 125].
The main advantage suggested by solid-state quantum
emitters in SiC and GaN platforms is their operation at
room temperature [118–120, 126]. Though those quantum
sources lack control of the emission wavelength, and high
photon indistinguishability was not achieved. Nevertheless,
epitaxially grown semiconductor QDs prove their high
potential for leading the competition for single-photon
emitters and sources of entangled photon pairs. Epitaxial
QDs possess all the essential properties required for this
application, in particular, Fourier limited emission lines,
near deterministic operation regime, photon extraction
efficiency, high brightness, close to unity photon
indistinguishability, and fast radiative relaxation [127–135].
Moreover, QDs with an extremely low fine structure
splitting were demonstrated, which is a requirement for
generating pairs of entangled photons [136–138]. Most III-
V compound semiconductors have a direct bandgap
structure and are very suitable bandgap and thus emission
wavelength engineering. For these reasons, III-V
semiconductor QDs are an excellent choice for optically
active devices integrated with Si photonics.
Usually, epitaxial QDs are randomly distributed across the
wafer as there are spontaneously formed in a self-



assembled nucleation process. This applies to both the
Stranski–Krastanov growth mode and QD droplet epitaxy.
Furthermore, to increase the efficiency [127] and
indistinguishability [139] of single-photons emitted by a
QD, it should be coupled to a carefully designed cavity or
waveguide [140]. As the QDs are randomly distributed,
several high precision methods for the deterministic
fabrication of a cavity or a waveguide were developed,
enabling the efficient coupling of a QD to a desired optical
mode. Those methods include: scanning electron
microscopy to localize QD position [141], in situ far-field
optical lithography [142], in situ electron-beam lithography
[143], and photoluminescence imaging [144]. For on-chip
integration, several issues have to be addressed: precise
matching in spatial and frequency domains of a QD emitter
with a hosting cavity or waveguide, frequency, phase, etc.,
matching between two different QD emitters, and
integration of a QD emitters with desired properties onto a
Si-photonic circuit.
Tuning of the QD emission wavelength can be realized by
adjusting the local temperature [145], application of local
strain [146], or magnetic [147] and electric [148, 149]
fields. The application of an electric field, e.g. by placing
the QD inside a p-i-n structure can further facilitate the
suppression of dephasing caused by the local charge
environment of the QD [150] and used to control the
exciton–biexciton splitting [148]. Furthermore, the
combination of mechanical and electric field tuning allows
independent control of exciton and biexciton properties
[151]. All approaches mentioned are highly efficient.
However, the feasibility of temperature and strain tuning of
individual emitters integrated on-chip is questionable.
Thus, the most prospective approach to enable multiphoton
interference experiments on-chip is to use the field-induced



Stark effect [151, 152] to tune the emission wavelength of
individual QDs with high precision.
Most of the research has been conducted for QDs in GaAs-
based material system operating in the wavelength range
below or near 1 μm that is incompatible with the SOI
platform. An alternative path for this wavelength range is
on-chip integration with higher bandgap energy materials,
such as III-V platform [153, 154] and  photonics [144,
155–157]. Optimized Si3N4 waveguides can possess
ultralow losses down to 0.1 dB/m [158] with a transparency
band above 400 nm. This material is recently included in
the SOI foundry process, allowing for 3D integration [159].
The price for using  is a large device footprint since
the bend radius is larger than for Si devices, which impacts
on-chip delay lines [160]. Using III-V photonic platform
[154] will cost, in addition to other integration
disadvantages and fabrication challenges, a higher
propagation loss of about 2 dB/cm [161]. All above-
mentioned issues motivate the community to find a solution
for integrating III-V semiconductor QDs onto Si photonic
chips as this will allow for improving the efficiency,
scalability, stability, and functionality of a quantum
photonic system [125].
To enable integration to the Si-photonic platform, the
emission wavelength of QDs should be above the
absorption band of Si and preferably within the telecom
wavelength band. This can be done by applying the
metamorphic growth approach [162, 163]. The
metamorphic growth approach extends the operation of the
GaAs-based material system to the wavelength spectral
range close to 1.55 μm or even allows for the grow of GaAs
directly on Si [164]. The consequences of this method are
high dislocation density in the III-V device layers caused by



strain relaxation. An alternative path is to employ the InP-
based material system.
InAs QDs in InP are not developed to the same extend as
InAs/GaAs QDs. However, the reasons for this are historical
rather than fundamental. Several examples of single-
photon emission from InAs/InP QDs emitting in the telecom
C-band already exist [115–117, 165, 166], demonstrating
high-purity photons with an autocorrelation function 

 at 4K temperature [167] and at elevated
temperatures of 50K with  [117]. Moreover,
single-photon emission with fidelity of about 87  (state
purity) by an electrically driven light-emitting diode at 93K
was demonstrated [168] in this material system.
Now, the question of practical integration of QD quantum
emitters into Si photonic circuits arises. Ultimate scalability
would be suggested by monolithic integration, meaning
direct epitaxial growth of defect-free III-V semiconductor
QDs devices on Si. In practice, the difference in lattice
parameters and thermal expansion coefficients between
those two classes of materials and the challenges related to
the epitaxy of polar on nonpolar material usually result in
the formation of various types of crystal defects, yielding
properties that are incompatible with applications in
quantum photonoics [169]. Various solutions for defect
filtering exist [169, 170] such the addition of a micrometer-
scale buffer layer [164]. Nonetheless, most of these
solutions accept the presence of crystal defects and aim
mainly to localize them in a buffer layer, thus increasing
the distance and reducing the coupling efficiency with the
Si photonic circuits underneath. The monolithic integration
of III-V material on Si for quantum photonic applications
would be possible only via the reliable epitaxy of defect-
free III-V on Si. The most promising approaches are based
on selective epitaxy with a small footprint of the III-V/Si



heterointerface [171–173], but yet these approaches are
not mature.
Until now, heterogeneous integration of III-V onto Si plays
a key role [125] in the fabrication of hybrid photonic
circuits. A III-V semiconductor device is wholly or partially
grown on a III-V substrate and then transferred to the
hosting SOI. The three main approaches are transfer
printing [174, 175], the pick-and-place technique [124,
157], and wafer bonding [143].
The pick-and-place technique allows for broad flexibility
and functionality of fabricated systems. A III-V quantum
device is characterized in advance, preselected and
precisely transferred onto a specific position of the hosting
photonic circuit by a microprobe. Using this approach, a
recent example demonstrated the deterministic integration
of InAs/InP QDs onto Si photonic chip with nanoscale
precision. The integration was performed in a scanning
electron microscope system combined with a focused ion
beam and a microprobe manipulator. The integration
process is illustrated in Figure 22.4. The on-chip Hanbury–
Brown and Twiss experiment reveal a second-order
autocorrelation function at zero delay time about 

 at continuous-wave regime [124]. Later, the
quantum-confined Stark effect allowed for tuning of the
emission wavelength of integrated InAs/InP QDs up to 5.1 
meV [176].



Figure 22.4 Scanning electron microscope images
illustrating heterogeneous integration via pick-and-place
techniques of III-V QD based single single-photon emitter
on to Si waveguide. (a) Fabricated III-V device, (b,c)
fabricated Si devices, (d,f) transfer of the III-V device onto
Si using microprobe. To release III-V device from III-V
wafer the tether were cut by a focused ion beam as shown
on insert. (f) Integrated QD emitters and silicon waveguide
devices. False-colors red, yellow, and navy indicate the III-
V, silicon, and SiO2 top surface, respectively.

Source: Kim et al. [124]/with permission of American Chemical Society.

Transfer printing could be considered as a variant of the
pick-and-place technique. The III-V device is transferred by
a transparent adhesive stamp. The user monitors the
alignment in real time through the stamp in the optical
microscope. Thus, the accuracy of this method is limited by
the diffraction limit and about a few hundred nanometers.
To improve the accuracy, one could introduce additional
alignment marcs [175, 177]. A QD single-photon source
integrated on a glass-clad silicon photonic waveguide was
thus fabricated by a CMOS foundry. The single-photon
emission purity was measured by the second-order
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autocorrelation function at zero delay time about 
. The total single-photon coupling efficiency to

the Si waveguide was estimated to be about 70 . [175]
The overall drawback of the pick-and-place method is the
lack of scalability since every QD emitter has to be
transferred one by one. The advantage of the wafer
bonding technique is the resulting wafer-scale areas of very
high-quality III-V material on Si [178]. The epilayers can be
grown either prior to or after bonding with the limitation of
III-V thickness in the range of a few hundred nanometers
[179, 180]. A sufficient difference in the thermal expansion
coefficients of III-V material and Si could cause defect
formation in III-V or even peel off the III-V layer at the
growth temperatures. The alignment precision of this
method is a few tens of nm [181]. The challenge is extreme
requirements to the surface smoothness, which should be
at the monoatomic level. So far, there has been no
demonstration of a functional QD single-photon emitter
that was heterogeneously integrated into the Si photonic
circuit via direct wafer bonding.

22.2.2 Nonlinear Sources on Silicon

Nonlinear sources are another type of quantum light
sources that is able to provide either single photons or
squeezed light, both are important light sources in
quantum photonic systems. Nonlinear optical behavior of
the medium arises as a result of the response of an electron
to the optical field. An optical field with an electric field
component  interacting with a medium induces a
polarization  [182]
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where  is the vacuum permittivity,  is the linear
susceptibility, , , and so on are called second order,
third order, and so on nonlinear susceptibilities of the
medium, respectively. This expansion illustrates that
electromagnetic fields with different frequencies can
interact and may give rise to new field(s).

22.2.2.1 Fundamentals of Nonlinear Photon Sources

Due to the symmetry consideration, third-order nonlinear
susceptibility  is responsible for nonlinear processes to
take place in silicon nonlinear sources. At the quantum
level, photons can be generated in crystalline silicon via
spontaneous four wave-mixing (SFWM) in which two
photons from single pump pulse or one from each distinct
pump pulses are absorbed virtually to create photon pairs,
known as signal(s) and idler(i) for historical reasons, with
some probability. Here a catalytic role is played by the
medium and in order to have appreciable level of photon
generation probability, energy conservation (

) and phase-matching condition (
) should be fulfilled. The

quantum state emerging from a single-mode silicon photon
sources is well described by squeezed vacuum state [183],

where  for squeezing parameter  that
depends mainly on pump power and  denotes number of
signal and idler photons. Note that the general multimode
state is expressed as a tensor product of individual single-
mode squeezers. The details of this modification are beyond
the scope of the simple treatment outlined in this chapter;
however, the discussion can be found in [184].



Because of the stochastic nature of spontaneous processes,
the state consists of number of terms with increasing
photon number in the absence of loss. This is the drawback
that all nonlinear sources suffer from as opposed to the
true single-photon emitters. However, number of photons
in the signal and idler modes are perfectly correlated, and
therefore detection of the heralding (idler) photon(s)
removes vacuum contribution and announces existence of
the heralded (signal) photon(s). Because of the
aforementioned characteristics, nonlinear photon sources
are also known as “heralded (probabilistic) photon sources”
[185], see Figure 22.5a).
In order to suppress the multiple-pair contamination
(photon number impurity), which deteriorates many
quantum information implementations, squeezing
parameter should be kept low; that is, the state is
dominated by vacuum emission  with an )
component corresponding to a single-photon pair-state 

. Contribution from the higher order terms 
can be made arbitrarily small by simply reducing the input
pump power. This, however, limits the brightness of the
source, which cannot always be tolerable. From
experimental perspective, the photon-number purity can be
measured via heralded, i.e. conditioned on the detection of
heralding (say idler) photon, second-order correlation
function , typically in a Hanbury–Brown and Twiss
(HBT) setup, see Figure 22.5(b)).
Photon pair generation in silicon waveguides was modeled
theoretically by Lin et. al. [186] and was first demonstrated
experimentally by Sharping et al in 2006 [187]. Since then,
a number of experimental works have been reported,
resulting in rapid advancement in silicon photonics [188–
190]. Various types of resonator have been examined:
single-ring resonator demonstrating an improvement in the



pair generation rate due to reverse biasing [191], including
the studies of reducing pump power requirements to
submilliwatt levels by decreasing mode volume; high-Q
microdisks [192]; and photonic crystal resonators [193].

Figure 22.5 (a) Heralded Photon Pair
Source: Detection of one of the member of a pair heralds the existence of
the other in the absence of losses.

(b) Basic HBT setup based on the detection of heralding
photon, namely conditional . The pairs are
deterministically separated into two separate channels.
Upon detection of the photons (say idler), the statistics can
be obtained following  measurement of sibling
(signal) photons.
Effective two-photon interaction has been a serious
problem to perform computational operations in any
photonics quantum processing scheme owing to limited
interaction of photons until the protocol proposed by Knill,
Laflamme, and Milburn (KLM) [194], which relies on Hong-
Ou-Mandel (HOM) interference [195]. The underlying
notion of standard HOM interference is that once two pure
and indistinguishable photons interfere on a beamsplitter,
they will always emerge in the same output port. Therefore,
the HOM setup quantifies the level of indistinguishability in
all degrees of freedom such as spatial mode, polarization,
spectrum, and arrival time. The quality of the overlap, from
experimental point of view, is defined by the visibility 
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where  is the coincidence level when input photons are
asynchronous in time, whereas  is the coincidence
minimum corresponds to fine-tuned time synchronized
input photons. The above idea can be projected into the
integrated photonics application. However, due to naturally
matched path lengths in on-chip applications HOM
interference can be measured in a Mach–Zehnder
interferometer (MZI), which acts as a completely tunable
beamsplitter [196]. In this experiment, photons are fed into
an MZI, and coincidence fringe as function of MZI phase
can be used to establish standard HOM equivalent
visibility,

where  is the maxima of the fringe, while  is the
fringe minimum. In literature, there are some different
expressions to quantify HOM interference in an MZI, such
as  and . Although they are quantifiers of
quantum interference, they do not correspond to . For
example, for completely distinguishable photons, 

and , whereas .

Provided that the low-power pump pulse having finite
spectral bandwidth is used to seed the silicon source, the
expansion in Eq. 22.2 can be restricted up to first order.
Hence, considering only spectral degree of freedom, the
state can be written as
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where  is the usual continuous-mode photon creation
operator that generates a photon at frequency ,  is the
efficiency parameter related to the intrinsic 
nonlinearity strength of the silicon source, pump amplitude,
and spatial overlap integral of the involved modes in the
case of waveguide sources. The function  is the
joint spectral amplitude (JSA), which has a simple physical
meaning: the absolute square of the function, namely joint
spectral intensity (JSI) , gives a joint spectral
probability density of possible output pairs. In a straight
SFWM waveguide sources, the shape of JSA is defined by
the pump envelope function and the phase-matching
function that depends on the interaction length and
dispersive properties of the source. The pump envelope
function is usually assumed to be Gaussian. Meanwhile, in
a negligible temporal walk-off regime, i.e. two-pump pulses
propagate with almost identical group velocities (or single-
pump pulse input) phase-matching function  sine cardinal
( ) function exhibits oscillatory behavior, whose
arguments are phase mismatch and effective interaction
length. In the opposite regime (so-called complete temporal
walk-off regime) based on nondegenerate pump pulses,
phase-matching function simplified to a Gaussian, leading
to a joint spectrum with suppressed residual correlations
[197]. The shape of the phase-matching function can
intuitively be understood in the time domain. In a negligible
temporal walk-off regime, interaction of the medium and
pump field(s) is suddenly turned on at the beginning and
turned off instantly when pump field(s) exits the medium,
which can be described by a step function whose Fourier
transform is clearly a  function. In contrast,



nondegenerate scheme offers a Gaussian-shaped
interaction whose Fourier transform is still a Gaussian
profile. These type of interactions can be achieved as a
result of injection of two distinct pump pulses into the
medium with an inserted time delay as slower one is sent in
front of the fast one. Hence, the interaction gradually
increases until fast one catches up the slower one, then it
starts decreasing and completely vanishes once the pump
pulses separate. The disadvantage of this scheme is the
reduced interaction length and therefore the lower
efficiency. Despite this downside, Gaussian-shaped phase-
matching function potentially provides higher spectral
purity [198]. In the context of resonator-based sources, on
the other hand, JSA is a function of Lorentzian resonance
lines along with the pump spectrum and the phase-
matching function [199].
The magnitude of the JSA can be measured simply by using
two physically separated scanning monochromator [200],
see Figure 22.6(a)) for basic underlying principle, by fiber
spectroscopy [201], by Fourier spectroscopy [202], or by
stimulated emission tomography [203]. A fully phase-
sensitive characterization of a JSA has also been
demonstrated [204, 205]. Finally, the overlap between the
JSAs from two different photon pair sources has been
examined via reverse HOM interference [206].
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Figure 22.6 Experimental setups for spectral purity
estimation: (a) Typical JSI measurement setup. Frequency
scan is performed by the two tunable filters corresponding
to a two-dimensional sweep of the signal and idler
frequencies. Hence, JSI can be reconstructed by recording
the coincidence rate. (b) Relatively easier marginal second-
order correlation measurement  does not rely on
heralding.

By virtue of the energy- and phase-matching requirements,
the generated signal and idler photons usually exhibit
strong correlations in their spectra. This correlation reveals
itself in the process of “heralding” with nonfrequency
resolving standard single-photon detectors, which projects
the heralded single photon into an incoherent mixture of
spectral modes called a mixed state. The correlation can be
quantified by decomposing JSA into spectral Schmidt
modes [207].

where 's are the real amplitude coefficients, and 
 and  are a set of orthogonal spectral

modes for signal and idler photons. The spectral purity  is
quantified by the following equation
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which identifies how many spectral Schmidt modes are
active in a photon-pair state, hence it is a measure of
entanglement. The state exhibits spectral entanglement if
there is more than one eigenvalues in the decomposition,
otherwise the state can be factorized into two functions.
Relatively easier method to characterize spectral
correlation is the marginal, i.e. only one (say signal) arm of
the source is measured, second-order correlation
measurement , see Figure 22.6(b)). Relation between

 and  is governed by the following simple equation
in a low squeezing regime [208]

This can be understood intuitively by the fact that
spectrally pure photons mimic thermal statistics, leading to

, whereas spectrally very impure photons exhibit
Poissonian statistics, resulting in .

The most common way to suppress this correlation is to
apply spectral filter, but it comes at the expense of reduced
count rates [209]. The more suitable approach relies on
generating photons in one joint spectral mode by
orchestrating pump field(s) properties (envelope shape,
chirp, etc..) and/or medium features [210]. In silicon
photonics, the micro-resonator structure can be utilized to
generate spectrally pure photons, see Figure 22.7(b)). In
such a resonance structures, generated photon pairs are
restricted in a spectral band, resulting in an appreciable
enhancement in a corresponding SFWM process [189].
Furthermore, these resonances can be engineered to obtain
more symmetric JSA. Although in conventional micro-



resonator systems, spectral purity is bounded up to 0.93
[199], two different theoretical proposals showed that high
spectral purity  can be achieved via
interferometrically coupled dual channel configuration
[211] and via manipulating the pump pulse [212]. An
experimental study has reported in [213] has verified a
spectral purity  exploiting the technique proposed
in [211]. Relatively recently, spectral purity  and
spectral overlap 0.98 between separate sources have
reached in a silicon waveguide supporting multiple
transverse mode at the wavelength of interest [206], see
Figure 22.7(a)). This promising approach is based on
complete temporal walk-off scheme as mentioned above.
Two lowest order transverse magnetic (TM) modes, namely

 and , illuminate the waveguide sequentially
depending on the group velocities ( ) and generate
photon pairs via intermodal phase matching [214].



Figure 22.7 Enhancment Spectral Purity: (a) Exploiting
nondegenerate scheme enables Gaussian phasematching
profile and measured JSIs with and without inserted delay.

Source: Stefano Paesani et al. [206]/Springer Nature/CC BY 4.0.

(b) Top-view picture of microring resonator.

It is worth stressing, to avoid confusion, that purity can
have different meanings: i) Purity in single-photon source
literature describes deviation of the state from single-
photon output, which we have called photon-number purity.
ii) Purity in photon pair source literature is used to quantify
the spectral (and/or spatial) mode correlation between
individual photons forming the photon-pair state, which we
have labeled as spectral (and/or spatial) purity.



22.2.2.2 Multiplexing for Deterministic Photon

Generation

In order to suppress multiphoton generation for silicon-
based SFWM, the single-photon output probability has to
be kept low, typically . These heralded
photon pair sources scale down by  as quantum
information and communication applications scale up,
which makes them unsuitable for more complex
architectures. A promising avenue to overcome this issue is
to multiplex number of sources pumped at low powers into
a single output to have deterministic photon pair source,
since scalable quantum information applications require
on-demand (or at least with high predictability) generation
of single photons. The basic idea is to use a number of
photon pair sources and exploit heralding for routing the
heralded photon to a single output [215, 216], see Figure
22.8. In the absence of loss, deterministic single-photon
output can be achieved as the number of pair sources
increases. However, the loss is the limiting factor of
number of sources and hinders the possible enhancement
tending toward unity [217].



Figure 22.8 Spatial-multiplexing setup: If any detector
fires, controller triggers the switch.

Any orthogonal degree of freedom of photon can be
exploited for multiplexing. Spatial multiplexing requires
multiple pair generation events to occur in different spatial
modes generally in physically separated sources [218, 219],
whereas temporal multiplexing schemes provide an
advantage in terms of scaling the physical resources. In
this scheme, a photon pair source is pumped by fast,
periodic pump and upon heralding single photons
multiplexed into the single output [66, 67, 220, 221].
Furthermore, combination of spatial and temporal, namely
spatio-temporal, multiplexing has been realized to enable



an additional enhancement to the single-photon emission
probability [222]. Meanwhile, spectral multiplexing
schemes use the spectrally impure (entangled) photon
pairs and detection of heralding (idler) photons with a
frequency resolved detection technique [223, 224].
Hybrid integration of pair sources in silicon photonics and
thin-film LN (or barium titanate) can establish a fruitful
association for multiplexing schemes [225], since these
modulators offer modulation speed order of GHz and
limited propagation loss as low as 2.7 dB/m. Another
important limiting factor is due to the detect-switch-release
latency, which can be compensated via routing photons off
the low-loss guiding medium in spite of the fact that grating
couplers add extra losses to system. However, low-loss and
low-latency achievements can be gained to increase single-
photon emission probability by tracking advancements in
classical silicon photonics [13].

22.2.2.3 Parasitic Effects

Although nonlinear photon sources workhorse for most of
the experiments, additional nonlinear effects come into
play and interfere with these sources. Silicon photon
sources at optical communication band ( 1550 nm) suffer
from intrinsic two-photon absorption (TPA) exciting
electron into conduction band, leading to a reduction in
heralding efficiency [226]. One solution is to operate in
which total energy of the photons does not match with the
bandgap of silicon, namely in the mid infrared, to avoid TPA
effects. Recently, potential TPA roll-off has been shown by
translating silicon quantum photonics to the mid-infrared
regime [227]. Apart from TPA, the fields experience other
well-known nonlinear effects, such as self-phase modulation
and cross-phase modulation, as well as absorption and
dispersion. Although these effects are well known to
nonlinear optics community, their modelings are nontrivial



at least in full generality [228]. Meanwhile, the SFWM
simulation based on split-step Fourier method has been
detailed, with a prescription for including silicon-specific
effects such as TPA [229]. Moreover, due to the
crystallinity of silicon, Raman contamination is restricted to
a narrow bandwidth far from the pump (15.6 THz), making
it easier to manage in comparison with silica fiber and
chalcogenide glasses [230].

22.3 Applications

22.3.1 Quantum Information Processing

The concept of a single photon may appear to be easily
understandable at first glance; however, a photon is itself a
tricky entity. Single-photon features broad range of
different degrees of freedom such as path, polarization,
frequency, and spatial modes that can be the basic logical
unit of quantum information, qubit , where 
and  are the complex amplitudes. Moreover, several
quantum particles may share (quantum) correlation called
entanglement, which is one of the most prominent findings
of quantum mechanics [231], lies at the heart of quantum
information processing.
The primary encoding scheme in silicon photonics is path
encoding due to the reconfigurability, universality, and
ease in manipulation by integrated linear optical
components with high fidelity. Multidimensional (up to 15
15) path-encoded entanglement on silicon chip was realized
with 16 identical photon pair sources [30], see Figure
22.9(b)). Although other types of encoding schemes on
chip, such as polarization [233], discrete frequency bins
(up to 10 dimensions)[232], see Figure 22.9(a)), and
transverse-spatial-mode [234], were proposed, they are less
common compared to path encoding schemes.



A multiphoton Greenberger-Horne–Zeilinger (GHZ)
entangled state was proposed [235], leading to extended
tests of nonlocality [236]. Although 12-photon GHZ
entangled state was demonstrated [11] in bulk optics
scheme, on-chip genuine multipartite GHZ entangled states
is limited to 4 photons. First on-chip generation of 4-photon
GHZ entanglement was reported by Adcock et al. [196] in
2019, see Figure 22.10(a), and by Llewellyn et al. [29] in
2020, see Figure 22.10(b).
What makes photons ideal carries of quantum information
in applications such as communication is their limited
interaction with medium and with one another. For
computation, however, although the limited interactions
seem to be a deal breaker, various ingenious schemes were
proposed [237]. Furthermore, due to high precision
manipulation of photons and scalability (in principle) of the
system makes optical quantum system prominent candidate
for quantum computation. From more general perspective,
all quantum computation schemes are based on three main
models, so called the circuit (“natural”) model [238], the
adiabatic model [239], and the measurement-based model
(or one-way quantum computing) [240].



Figure 22.9 Multidimensional entanglement generation on
chip. (a) Frequency bin encoded multidimensional
entangled state.

Source: Kues et al. [232]/With permission of Springer Nature.

(b) Path-encoded entanglement generation on a
programmable photonics chips having more than 550
photonics components. (c) Photograph of the chip whose
diagram shown in (b).

Source: Wang et al. [30]/with permission of American Association for the
Advancement of Science - AAAS.





Figure 22.10 Multidimensional entanglement generation
on chip. (a) High reconfigurability of the silicon chip allows
generation of GHZ and graph states.

Source: Adcock et al. [196]/Springer Nature/CC BY 4.0.

(b) Generation of four-photon four-qubit genuine GHZ
entangled states via microresonator.

Source: Llewellyn et al. [29]/With permission of Springer Nature.

(c) Graph state generation on a silicon chip. Reconfigurable
graph states are realized with and without error correction
to compare quantum information processing tasks. The
success rate would improve from  to  owing to
error correction.

Source: Vigliar et al. [57]/With permission of Springer Nature.

22.3.1.1 Measurement-Based Model of Quantum

Computation

Measurement-based model of quantum computation
(MBQC) is considered to be promising and reliable
architecture for realizing an all-photonics quantum
computer. MBQC utilizes many-body entangled states, i.e.,
graph states, that can be represented as a mathematical
graph, as a resource and local measurements on qubits to
drive the computation. Depending on the shared complex
entanglement, local measurement on a qubit of the graph
affects its neighbors. Accordingly, a quantum algorithm can
be executed by harmonizing these measurements carefully
[241]. Taking a more compact point of view, one exploits
(quantum) correlation rich enough to implement universal
logical processing.
The most important obstacles to unleash full power of
quantum computers are errors, which will start to dominate
the computation as system size grows. Quantum error
correction (QEC) codes come into play following the



marriage of quantum mechanics with the classical theory of
error correcting codes. QEC codes combine multiple
physical qubits into logical ones and the information is
stored in an entangled state [242]. Therefore, error
correction codes can be encoded inherently in graph states,
resulting in shining MBQC out in quantum computation
world. Recently, generation of graph entangled states via
high-dimensional entangling gates on a silicon chip has
been reported [57], see Figure 22.10(c).
Although QEC schemes boost the future prospects of
quantum computation, they are not sufficient alone that a
noisy quantum computer works reliably [243]. Remarkably,
if individual error rates can be kept under a threshold value

, quantum computation is possible in
conjunction with the implementation of QEC codes [244,
245].

22.3.1.2 Rudimentary Quantum Computers

Building universal quantum computers with photons is
possible with large cluster states – particular instance of
graph states – [246], but is immensely challenging. On the
other hand, it is strongly believed that raw computational
power of quantum computers can be demonstrated with
modest experimental requirements via rudimentary
quantum computers (RQCs). Phrased in computational
complexity terms, certain abstract problems that are
intractable if not impossible to classical computers can be
solved via RQCs.
Photonics has its own strong candidate to demonstrate
“quantum computational supremacy”: BOSON SAMPLING
(BS), which was formulated by Aaronson and Arkhipov (AA)
in 2011 [247]. Full complexity proof of computational
hardness is complicated, it is based essentially on
calculating permanents of complex-valued matrices, which



is hard to simulate classically. In this task, photons pass
through the passive linear optical interferometer described
by a unitary matrix, then are measured via coincidence
postdetection, leading to reproducing the approximate
distribution governing the experiment, see Figure 22.11(a)
for a conceptual scheme. Note that beating classical
computer highly depends on number of occupied input
modes and total number of interferometer mode; however,
increasing either of these is challenging in practice [248].
Nevertheless, recently, breakthrough bulk-optical
demonstration of BS has been implemented with 20 input
photons (of which 14 are detected) and a 60-mode
interferometer [10]. Establishing quantum supremacy,
however, needs increased problem size [249], which is
challenging for bulk-optical implementation. On-chip silicon
photonics, on the other hand, offers a scalable technology
and may pave the way for demonstration of quantum
computational advantage.





Figure 22.11 (a) Conceptual scheme of BS task: m-mode
linear interferometer described by the linear
transformation U is fed with photons, after number of trials
output statistics is built up. These transitions correspond to
permanent of n n submatrices of U, obtained by selecting
rows and columns of the matrix U. (b) On-chip realization
of both SBS and GBS up to eight degenerate photons with a
fixed unitary.

Source: Paesani et al. [31]/With permission of Springer Nature.

Initial proposal of AA, namely standard BS, has led to new
proposals, such as Scattershot BS (SBS), which is suitable
for implementation using heralded single-photon sources,
relies on two-mode squeezing (TMS) vacuum state [250]
and Gaussian BS (GBS) exploits single-mode squeezed
(SMS) states, and result in disclosing a connection between
the output probabilities and the hafnian of submatrices
[251].
To perform a BS experiment photon sources, low-loss linear
interferometer and high-efficiency photon detectors are
needed. The first demonstrations share these three main
building blocks [252, 253]. Furthermore, experimental
studies have been reported in femtosecond laser writing
[254] or silica-on-silicon waveguide circuits [255].
Recently, SBS and GBS on a silicon chip have been realized
with states up to eight photons [31], see Figure 22.11(b). In
this scheme, single color or two-color laser is used to
generate input fields for implementing SBS and GBS. Most
importantly, it was shown based on the analyses that
current integrated fabrication technologies would allow
demonstration of quantum supremacy.

22.3.2 Quantum Communications

Quantum communication is defined as the faithful transfer

of a generic quantum state between remote locations [256]



independently from the quantum channel, e.g. fiber, free-
space, or underwater channels, see Figure 22.12(a).
Quantum communications exploit multiple degrees of
freedom for encoding the quantum states, e.g. time-bin or
phase encoding, polarization or spatial modes, orbital
angular momentum (OAM) or frequency encoding can be
adopted depending on the different application and
environment. As a concrete example in fiber-based
quantum communication, time bin enconding is one of the
most preferred degrees of freedom since intrinsic fiber
effects like birifrangence and polarization dispersion are
not destroying the quantum states. On the contrary, in free-
space link, polarization is the most used one since this
degree of freedom is well preserved in a satellite or intra-
city link.
In the past ten years, different research groups have
achieved incredible contributions in this area, e.g. the
distribution of entangled states over 1200 km [257], ultra
long distance QDK protocol [258], proof-of-concept
experiment of underwater quantum communication [259,
260] and large-scale multiplexing of quantum and classical
signal [261, 262]. It is important to be highlighted that to
accomplish a quantum communication protocol, it is
necessary to have an additional classical
telecommunication channel that can be used for example as
information reconciliation protocol in QKD systems or for
information exchange in more advance quantum
communication primitives, e.g. entanglement distribution.
This classical channel as reported in Figure 22.12(b) can be
implemented in a different way compared to the quantum
one, thus there are no restrictions in terms of types of
communication (Internet, optical, radio, etc.) but it is
usually a full-duplex communication.



Figure 22.12 Generic scheme of quantum
communications. (a) Definition of quantum communication
between locations A and B. (b) Example of quantum
communication channel including the quantum channel and
the classical channel.
In this overall context in which quantum communications
are vastly expanding, we want to focus our attention into
the practical realization of these systems. Most of them
used bulk-optical components, which limit the range of
applicability, the stability of the subsystems and most
important the possibility of a vast implementation of the
quantum technologies. On the contrary, integrated
photonics offers a route toward cost-effective quantum
communication systems, deployed at large scale. In the
following Sections 22.3.2.1 and 22.3.2.2, we will carefully
describe the state-of-the-art of quantum communication
exploiting silicon photonic highlighting the benefits and the
drawbacks of these devices.

22.3.2.1 Quantum Key Distribution

QKD, the first commercial application of the quantum
technologies, allows to distribute symmetric keys between
two or more users. QKD based its security on the
fundamental laws of quantum physics and in particular it
exploits measurement-induced collapse of superposition
states to detect eavesdroppers on a quantum channel. In
this way, it is possible to establish secure keys in an
information theoretic secure way.
In order to distribute a symmetric key, it is necessary to
follow a well-known procedure. In particular, in Figure



22.13, it is reported the full stack of the QKD protocol. In
the following, we are describing the different actions in
case of a single-photon source.

1. Alice randomly prepares N quantum states, in two
different mutually unbiased bases, using a quantum
random number generator (S1, …, SN).

2. Alice sends the N states to Bob through the quantum
channel, i.e. free space, underwater, satellite, or fiber.
It is important to stress the hypothesis that the
quantum channel is under Eve's total control.

3. Bob measures the quantum states one by one choosing
independently which is the basis to use for the
measurement. The ratio between the two bases can be
optimized as a function of the overall channel loss. Due
to channel and receiver losses, only a few states reach
Bob's apparatus producing a valid detection.
Furthermore, many states contain zero photons and are
therefore lost regardless. All these events will be
discarded in the next step of the protocol (O1, …, ON).

4. Once all the states reached on Bob have been
measured (and therefore destroyed), Alice and Bob
begin to communicate on the service channel (classic
channel). By hypothesis, the classic channel is
authenticated, but the information exchanged here is
public and not encrypted.

5. Sifting process: Bob communicates the subset of
indices (1, 2, …, N) that produced a non”empty” result,
also specifying the basis of the measurement (raw key).
The raw keys of Alice and Bob have, by construction,
the same length R. The percentage of bits that differ
between two raw keys is called QBER (quantum bit
error rate).



Figure 22.13 Quantum key distribution protocol. Full
stack of the QKD protocol with the different actions
required to extract a secret key rate.

6. Error correction. Alice and Bob perform the error
correction algorithm, exchanging communications on
the service channel. Different types of error correction
code can be adopted and implemented, e.g. cascade,
winnow, and LPDC codes.



7. Error verification. To verify that the error correction
procedure was successful, Alice and Bob each perform
a hash of their corrected key.

8. Privacy amplification. Alice and Bob hash their
corrected key, condensing it into L bits. These bits
constitute the final key.

In the worldwide context, the application of QKD has to be
compatible with current telecommunication network. First
of all, the operation, i.e. the quantum channel should be at
1550 nm (C-band) or 1310 nm (O-band). Indeed in this
range, the losses are quite low (  0.2 or 0.3 dB/km) and
allows the communication in the long range. However,
today is not possible to extend the quantum distance over
500 km in the lab environment and about 100 km in
deployed fiber links [263]. In this context, recently there
have been multiple demonstrations using integrated silicon
optics with weak coherent states (attenuated laser) [24, 26,
264]. More in particular, focusing on the DVs approach,
Ref. [24] achieves chip-to-chip QKD using silicon photonics
at 1550 nm. In this work, various QKD protocols were
demonstrated (COW, BB84-polarization encoding and
BB84-time-bin encoding) by exploiting 10 GHz bandwidth
carrier-depletion modulation. These were combined with
DC-operated TO modulators to minimize phase-dependent
loss errors. In the same direction, two field-trial
experiments, one over free space in daylight conditions
[26] and one in fiber [265], have recently been realized
using integrated photonics employing weak coherent states
at telecommunications wavelengths. Here, the use of
silicon photonics enabled the experiments high secret key
rates and increased the stability of the system, particularly
by correcting for polarization drift. One recent innovation
comes from a polarization-based QKD transceiver device,



where the same circuit traversed in different directions
gives provides transmitter or receiver functionality [266].
Increasing secret key rates is crucial for developing
quantum communications networks and for enlarging the
range of applicability of QKD and quantum communication
more in general.
One way to increase the secret key rate is to use high-
dimensional quantum states,[268] exploiting the higher
photon information efficiency of these special quantum
states. In particular, in (Figure 22.14(a)), it is reported a
first demonstration of high-dimensional QKD exploiting
path encoded and multicore fiber. In [27], two silicon
photonic chips are used for preparing high-dimensional
quantum states in the path domain and then a multicore
fiber was used for transporting these quantum states. In
the experiment, a four-dimensional quantum state has been
compared to a two-dimensional state and proved that
higher dimensionality was able to guarantee an higher
secret key rate. More recently, this transmission distance
was extended to kilometer length scales using phase-locked
loops [269, 270].
In addition, by using the same technology and by taking
inspiration from the classical telecommunication
technology, secret key rate can be increased by
multiplexing multiple keys. For example, space division
multiplexing was recently demonstrated by use of a
multicore fiber (Figure 22.14(b)) [271]. In the experiment,
keys were generated by a parallel silicon photonics
transmitters and coupled to a multicore fiber by a circular
grating coupler array, with a similar silicon chip featuring
parallel receiver used to decode the stream of qubits. The
same concept was scaled up to 37 cores of a multicore fiber
and used to demonstrate 105 Mbit/s of secret key rate in 8 
km long fiber link [272].



So far we have discussed DV QKD; however, other qubit
formats can also be used, for example CV QKD has recently
gained attention [273, 274]. This format is preferred for
short links (  km), due to limited signal-to-noise ratio
at long distance. Silicon quantum photonics has application
here, too, with scalable on-chip homodyne detection, based
on high-quantum efficiency photodiodes [275]. Recently, a
silicon chip has been employed to generate a Gaussian
modulation scheme reaching an secret key rate of 0.14 
kbps over 100 km of fiber (Figure 22.12(d)) [25]. A local
oscillator and the quantum signal – which have orthogonal
polarization – were coupled together into an optical fiber
before demultiplexing and measurement through
homodyne detection on the device. Recent theoretical
advances in CV QKD have proved a the same level of
security as in the DV approach [273, 276], setting the stage
for future developments on silicon and otherwise.



Figure 22.14 Examples of silicon PIC for QKD application.
(a) Schematic of the HD-QKD based on multicore fiber
using silicon PIC for Alice and Bob. The inset shows the
cross section of the multicore fiber, where four cores are
used. We also report the fabricated silicon PIC for Alice and
Bob, respectively and the comparison with a 1 euro coin,
indicating the compact size of the silicon PICs. (b)
Experimental scheme of space division multiplexing in
multicore fiber. The rectangle insets show Alice's (9.5 2.5 
mm) and Bob's (10 2.5 mm) silicon chips. (c) Experimental
setup used to perform the study of the HOM interference
between weak coherent pulses generated by gain-switched
III-V on silicon waveguide-integrated lasers. More details
are reported in [267].

Source: Ding et al. [271]/Springer Nature/CC BY 4.0; Agnesi et al.
[267]/with permission of Optical Society of America.

Measurement-device-independent (MDI) protocols allow
the creation of a quantum key without relying on a trusted



receiver, improving the security. Toward this goal, 0.46
visibility HOM interference – crucial for MDI protocols and
limited to 0.5 for coherent states [277, 278] – was recently
demonstrated (Figure 22.12(b)) [267]) between two
integrated distributed feedback lasers on discrete silicon
chips – simultaneously with a result using indium
phosphide devices [279]. It is worth to be mentioned that
one of the most critical devices in a QKD system (or more
in general) in DV quantum communications is the single-
photon detector. Superconductive nanowire single-photon
detectors (SNSPDs) are among the most costly and least
portable resource in quantum photonics – their availability
is often a bottleneck in quantum photonics research. A
solution can be offered by time multiplexing detectors
between multiple users and was recently demonstrated in a
QKD setting with a silicon chip [280]. In addition, very
recently a silicon chip integrating SNSPDS directly
patterned on to a lithographically defined silicon photonic
chip was demonstrated, with application to untrusted MDI
QKD nodes [281].
Future application of silicon photonic QKD links will
depend on the availability of efficient light sources for the
generation of weak coherent pulses on the platform.
Though progress is being made [282], today, solutions
based on hybrid techniques are prevalent, for example by
flip-chip bonded III-IV devices [267, 283] also reported in
Figure 22.14c). For example, a silicon photon pair source
pumped by a silicon photonic with heterogeneously
integrated laser [284] has been reported.
Another important degrees of freedom to be mentioned is
OAM. OAM degree of freedom of light constitutes an
important resource for both classical and quantum
information technologies. OAM mode multiplexing
significantly increases data transmission capacity in
classical and quantum communications, while OAM



unbounded nature allows for generating high-dimensional
quantum states that are useful to increase the secret key
rate or resilience against errors in QKD [268]. In Figure
22.15(a), it is reported a silicon-based photonic-integrated
chip, able to excite OAM modes in a ring-core fiber. The
chip is proved to perform parallel QKD using 2 and 3
different OAM modes simultaneously. A ring-core fiber of
800 m length was used as the quantum channel. An overall
crosstalk in the range of –10 to –18 dB between modes that
allowed us to perform QKD with a quantum bit error rate of
1–4%. In Figure 22.15(b) and (c), it is reported the infrared
image of the grating couplers output and the schematic of
the star-coupler structure. More details are reported in
[285]. In addition, by using the same device, in Figure
22.15(d), a new method to generate genuine random
numbers exploiting an undesirable drawback of the
channel, thus OAM mode crosstalk. Random numbers are
an invaluable resource with many applications in science,
cryptography, etc. In particular, QKD requires that
generation of states is completely random, hence, a true
random number generator is necessary to guarantee
successful transmission of a secure key. Measurement
result in quantum mechanics is intrinsically random. By
introducing a partially controlled crosstalk, a superposition
of OAM modes is generated upon coupling light in the ring-
core fiber. The modes undergo a mode-to-time bin
transformation that helps us to separately detect them.
Performing time-of-arrival measurement in single-photon
regime allows to generate random numbers with a rate of
higher than 10 Mbit/s after privacy amplification.



Figure 22.15 Examples of silicon PIC exploiting orbital
angular momentum modes. (a) Picture shows the photonic-
integrated device used in the experiment for the generation
of multiplexed quantum OAM modes. (b) Infrared image of
the grating couplers output. The 26 output are arranged on
a ring of 325.5 μm.

Source: Zahidy et al. [285]/with permission of Cornell University. (c)
Schematic of the star-coupler structure. More detailed are reported in [285].
Source: Zahidy et al. [285]/De Gruyter/CC BY 4.0. (d) Schematic idea for
the generation of quantum random numbers exploiting the superposition of
OAM modes. To generate the superposition the light enters into the ring
core fiber (RCF) with a tilted input. (A: standard input mode which will not
experience distortion as its wavefront is aligned to the RCF; however, input
mode B is transformed to a superposition of different modes due to the
coupling angle. Various modes are separated along the fiber due to their
different group velocities.

22.3.2.2 Future Quantum Networks

In the last paragraph, we have seen how QKD enables the
sharing of a secret symmetric key between two parties.
More in general, to distribute a quantum key with more
users and to expand the type of protocol we are using,
nonclassical states of light are required [286, 287]. For
example, the distribution of entangled states enables two
quantum states, to be “teleported” between the remote
locations. In this way, it is possible to establish a
connection with multiple and different users around the
world, who can utilize nonclassical correlation for various
applications, from digital transaction and secure
communications to coordination agreements protocols
[288].



The first chip-to-chip transportation of entangled quantum
states was achieved using two silicon photonic devices via
coherent path-to-polarization state conversion grating
coupler and optical fiber link [28]. More recently, a four-
photon GHZ state was generated on-chip before being
partially distributed and being used to teleport a quantum
state between discrete chips [29]. These works extend the
overall range of quantum applications using integrated
silicon photonics and pave the way for quantum networks
based on integrated photonics technology.

22.4 Outlook

Today, prolific field of on-chip silicon quantum photonics is
being subjected to wide researches both theoretically and
experimentally all around the world. At its core, silicon
photonics technology allows myriad of optical components
to be integrated on a single chip. Due to this natural
privilege, in the future, it is expected to enable schemes for
building all-photonics quantum computers, for actively
multiplexed on-demand single photon sources with fast,
low-loss switches and low-latency electronic control, and
for demonstrating quantum computational advantage by
e.g. on-chip reconfigurable BS schemes with full control
over the unitary transformation.
It is quite clear that the ‘holy grail’ of limitless quantum
communications will be enabled by quantum repeaters.
Although there are different ways of building a quantum
repeater, some of the technology will be the same shared
for scaling quantum photonic information processors. In
fact, the mechanics of a quantum repeater – teleporting a
qubit from one location to another – are a core feature of
measurement-based quantum computation. Eventually, the
transmission of quantum data between quantum computers
will require quantum interconnects between computer and



network qubits. In this context, all-photonic repeater
schemes using graph states [287] has already been proved
in bulk optics [289]. Silicon photonics has recently
demonstrated to be a powerful platform for graph state
generation [196]. Future all-photonic repeaters will likely
require integrated photonics and will form the basis of an
entanglement-based quantum internet [288, 290].
The success of silicon quantum photonics in future relies on
solving the challenges of all the components discussed in
this chapter. As the limitations of silicon alone is obvious,
hybrid integration with the other materials, e.g. III-V
materials, LN, BTO, silicon nitride, etc., would be the goal,
with every advance on the same platform, enabling new
ground-breaking applications. No doubt, silicon quantum
photonics will continue to be an extremely active field,
tremendous effort will be put to address the challenges in
light sources, components, and investigating new
applications, new communication protocols, and new
algorithms. Unprecedented advances in silicon quantum
photonics are expected in the coming years.
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23.1 Introduction to Qudit Quantum

Computing

Qudit is an alternative to qubit as the basic computational
element for a quantum computer. A qudit is a quantum
version of -ary digits whose state can be described by a
vector in the   dimensional Hilbert space   [1]. A set of
orthonormal basis vectors  is used
to span this space. A general form of the qudit state is

where . This section
introduces the basic knowledge and concepts of the qudit



quantum computing that includes qudit gates and
universality in Section 23.1.1 and the important qudit
algorithms such as quantum Fourier transform (QFT) and
Phase Estimation Algorithm (PEA) in Section 23.1.2. The
qudit system, with a state space larger than that of a qubit
to store and process information, can reduce the circuit
complexity, simplify the experimental setup, and enhance
the algorithm efficiency [2].

23.1.1 Universality and Examples of Qudit

Gates

Qudit gates are used to alter the state of a qudit and thus
perform the computational operations. In quantum
computation, the universal quantum gate set is defined as a
set of matrices  such that any arbitrary unitary
transformation   of the Hilbert space  can be
approximated via the product of its elements within the
tolerance of error [3]. The idea of universality can be
applied to the qudit logic [4–9] and there are several
proposals and discussions of the standards for a universal
qudit gate set. In order to precisely simulate any unitary 

 and thus set the criteria for the exact qudit
universality, Vlasov shows that two noncommuting single
qudit gates and a two-qudit gate are enough [3], while
Brylinski and Brylinski show that a two-qudit gate with
entangled qudits combined with some random single qudit
gates are enough [1]. With these recipes any qudit gates
can be reduced to sequences of elementary qudit gates of
lower-dimension [10, 11]. Muthukrishnan and Stroud
provide a physically workable procedure for building a
universal qudit gate set, which implements the spectral
decomposition of unitary transformations and involves a
gate library of continuous parameter gates [12]. Luo and
Wang propose a modified set comprising one-qudit general
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rotation gates and two-qudit controlled extensions of
rotation gates that has gained a reduction in the gate
requirement [13]. Brennen et al. provide a universal gate
library with a fixed set of one qudit operations and a single
free parameter “controlled phase” gate that utilize the QR
decomposition of unitary transformations [14].
Many of the qubit gate either has a qudit variant or can be
generalized to   dimension. For examples, the 
dimension Pauli  gate and Pauli  gate are in the matrix
forms given by: [15–18]

in which   is the  root of unity. Other gates such as the
qudit version of  gate [19], SWAP gate [20–27], Toffoli
gate [28, 29] have been proposed and reviewed in Ref. [2].
From the discussion of qudit universality, we know that the
two-qudit gate, such as a qudit-controlled gate, is an
indispensable component for universality. Since qudits
have multiple states to be utilized, a qudit-controlled gate
can accomplish operations of greater complexity than its
qubit counterpart [30]. To fully utilize the   states on the
control qudit, we discuss the multi-value-controlled gate (

) for qudits. The  can assign a unique
operation to the target qudit for each corresponding state
of the control qudit in one shot and within a single
controlled-gate [31]. For a  -dimensional qudit system, the
mathematical form of a two-qudit MVCG is a  matrix
given by:
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(23.5)

(23.6)

where each  ( ) can be any given single-
qudit unitary operation. The  operation is applied to the
target qudit when the control qudit is in the   state. In
Section 23.2.1, we show how to implement  on a
photonic system and how the  can improve the
efficiency of the circuit by reducing the gate requirement.

23.1.2 Examples of Qudit Quantum Algorithms

The quantum Fourier transform algorithm is the key
component of many quantum algorithms [32]. It can be
generalized for a qudit system [33, 34]. Given an -
dimensional system that is described with   -dimensional
qudits, the QFT, , where , transforms the
computational basis

into a new basis set [35]

As a convention, an integer   is rephrased in a base-
form. If  then

and, if , then
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The QFT applied to a state   can be represented in a
product form as

The quantum circuit illustration of the process is shown in
Figure 23.1, and the explicit expression of the product form
is listed in Figure 23.1 on the right. The generalized
Hadamard gate  is equivalent to single qudit QFT as 

, which does the operation

The matrix representation of  is
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In the circuit the  gate is a phase gate that has the
expression

Figure 23.1 Circuit schematic of qudit quantum Fourier
transform. The -dimensional Hadamard gate is
represented as  and the phase gate  is shown in Eq.
(23.10). Explicit expressions of the qudit states are on the
right.

Source: Wang et al. [2], (figure 10) / Frontiers Media S.A / CC BY-4.0.

The black dots in the circuit are the MVCGs. The operation
of which is applying  to the target qudit  times, when a
control qudit is in state . In order to fix the sequence of 

, a series of qudit SWAP gates are applied at the
end, which are not explicitly drawn in Figure 23.1.
The qudit QFT provides a crucial subroutine for many
qudits algorithms. Qudit QFT offers superior
approximations where the error bound decreases
exponentially with  [34], which outperforms its binary
counterpart [36].
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Once the qudit QFT is available, quantum PEA can be
generalized to the qudit version [35]. The goal of qudit PEA
is to obtain the phase on the eigenvalue of  under ,
i.e. the phase factor  in . The PEA in the
qudit system can be decomposed to two registers of qudits.
The first register contains  qudits. To successfully obtain
the phase factor  accurate to the  dits with a success
probability of at least , we choose  to be 

 [35]. The assumption of performing an
arbitrary number of times of the unitary operation  and
the ability to initialize eigenvector  with the second
register's qudits are similar to those of the qubit PEA [37].
As a convention, we rewrite the rational number  in a
base-  form as

As shown in Figure 23.2a, we first apply the generalized
Hadamard gates  to each qudit in the first
register. The following derivation of the explicit
expressions of the PEA are summarized from Ref. [35]. The
state of the  qudit of the first register after the
Hadamard gate is

Then the  qudit controls the operation  applied on
the target register qudits with the state . The controlled
gate gives
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Notice that the controlled gate here is a MVCG such that
the phase  is applied to  according to the state
number  of the controlled qudit.
After all the controlled operations the resulting qudit
system states become

Then through a process called the “phase kick-back,” the
phase factor generated in the second register is passed on
to the state of the first register such that

We can get the approximated eigenvalue  from the state
number  of  by applying the inverse QFT to the qudits
in the first register:

The full process of PEA is shown in Figure 23.2b.
Introducing qudits to the PEA not only reduces the number
requirement of qudits and qudit gates but also decreases
the error rate exponentially as the qudit dimension
increases [38]. The qudit PEA enables the qudit variations
of a long list of applications that includes Shor's
factorization algorithm [39], simulation of quantum systems
[40], quantum algorithm for solving linear equations [41,
42], and quantum counting [43]. Recently, a quantum
algorithm solving a linear system using the qutrit version of
the PEA has been proposed [44]. The qudit PEA has the



potential to out-perform its qubit counterpart in those
applications.



Figure 23.2 (a) First half of the PEA where the “phase
kick-back” happens. The explicit states of the first register
qudits after the  operations are giving on the right. (b)
The simplified circuit of the PEA. After the Hadamard gate
and controlled-  operations, the inverse Fourier
Transform (FT ) is performed and the phase factor is
obtained by measuring the first register qudits states.

Source: Wang et al. [2], (figure 11) / Frontiers Media S.A / CC BY-4.0.



23.2 Qudit Implementation on

Photonic Systems

Photonic system provides a good platform for quantum
computing because photons have a comparatively long
decoherence time. It is also a good candidate for qudit
quantum computing since many of the physical properties
of the photon, such as the orbital angular momentum [45,
46], frequency-bin [47–50] and time-bin [51, 52], have
more than two states. There are examples of photonic qudit
quantum computing such as the experimental realization of
arbitrary multidimensional multiphotonic transformations
[53] and experimental entanglement of high-dimensional
qudits [47]. In Section 23.2.1, we review a photonic qudit
computation scheme that makes use of the time and
frequency degrees of freedom (DoF). To make connection
between the reviewed photonic system to practical physical
chemistry problems, we introduce an algorithm for open
quantum dynamics in the last part of Section 23.2.1. In
Section 23.2.2 we discuss the bosonic qudit in microwave
cavity and its application in simulating the molecular
vibration modes, an inherently multidimensional system.

23.2.1 Qudits in Time and Frequency Degrees

of Freedom

In this section, we review a single photon system that
integrated on-chip modulators, pulse shapers and other
well-established fiber-optic components. This system can
achieve the high-dimensional( ) high-fidelity Fourier-
transform pulse shaping [48], acquire the two-qudit SUM
gate via the time and frequency DoF [50] as well as
demonstrate a proof-of-principle qutrit PEA [31].
First, we review a parallelizable scalable photonic
frequency-bin manipulation platform [48]. It can realize
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qudit quantum computing based on electro-optic phase
modulation and pulse shaping. The qudit in this scheme is
represented by a single photon spread over  narrow-band
modes with frequency centered at  [54].
The operations applying on the qudit are implemented via a
frequency multiport  connecting the input  and
output  in a way  so the photon is
manipulated in the desired fashion. The first crucial
component to develop a fully functional qudit quantum
circuit for the qudit PEA is the discrete QFT. QFT is
equivalent to the high-dimensional Hadamard gate in the
single qudit case. This step is realized with a balanced
frequency tritter, the three-mode extension of the electro-
optic-base frequency beam splitter. The single qutrit QFT
achieved is in the form:

The frequency beam splitter (whose schematic illustration
is given in Figure 23.3) has three stages: State preparation,
frequency mixer (build by a pulse shaper [PS] sandwiched
between two electro-optic phase modulator [EOM]) and
frequency-resolved detection. A radio-frequency (rf)
oscillator provides a 25-GHz drive signal to each EOM.
Combining with amplifiers and delay lines, it sets the
amplitude and phase properly for each waveform. The
central pulse shaper is used to implement the spectral
phase pattern, which is optimized numerically, in order to
perform the Hadamard gate. The frequency tritter is
attained by incorporating an additional harmonic in the
microwave drive signal with a rf frequency doubler as
shown in the setup. The pulse shaper in the middle of two



EOMs imparts the spectral phase that makes sure all the
sidebands generated by the first EOM are reabsorbed to
the computational space after the second one. This can
circumvent the unavoidable scattering of the input photon
causing by the EOM and assure the fully deterministic
nature of the proposed frequency beam splitter[54]. This
first ever demonstrated balanced frequency tritter acquires
a fidelity as high as ) and provides the
important building block toward scalable, high-fidelity
qudit quantum computing based on frequency encoding
[48].

Figure 23.3 The experimental setup for the frequency
beam splitter.

Source: Reprinted from Lu et al. “Electro-optic frequency beam splitters and
tritters for high-fidelity photonic quantum information processing.” Physical
review letters 120.3 (2018): 030502. Lu et al. [48] with the permission of
American Physical Society under license RNP/22/FEB/050615.



The second crucial component of the qudit PEA is the two-
qudit gate. With standard linear optics and photon
counting, the interacting of the two photons is not
deterministic and has probabilistic results [55], adding the
difficulty to build a reliable controlled gate for the photonic
qudits. The proposed photonic system bypasses this
difficulty by encoding the qudits to two DoFs on a single
photon – i.e. the time-bin and frequency-bin [50]. In this
multidimensional time-bin and frequency-bin settings, the
distance of the frequency spacing ( ) and the time-bin
spacing ( ) are chosen to surpass the Fourier Transform
limit (i.e. ) so that the two DoFs can be
manipulated independently in a hyper-encoding fashion
[56, 57]. This is to ensure that each time-frequency mode
pair establishes a well-defined entity that all the
neighboring mode is separated sufficiently to achieve a
reliable encoding. As discussed in Section 23.1.1, the qudit
universal gate set requires the two-qudit gate as well as
single qudit gate like  and  gate. The  gate can be
accomplished with a phase modulator and a pulse shaper in
the time domain and frequency domain, respectively. The
frequency qudit  gate can be built with a  gate
sandwiched between two high-dimensional QFT gates [48].
The time-bin  gate can be done by the process of state-
dependent delay. In a three-dimensional case for example,
the time-bin  is separated from  and , and its
route is delayed by three bins. The spatial separation is
done by a Mach–Zehnder modulator (MZM) switch, and the
illustration is shown in Figure 23.4. The gate output is
measured by a single-photon detector (SPD) and a time
interval analyzer. For the two-qudit gates shown in Figure
23.5, the control qudit is represented by the frequency DoF
and the time DoF is the target qudit. The true single photon
(instead of weak coherent states) used for the two-qudit
gate is obtained from a frequency-bin entangled pair



generated via spontaneous four-wave mixing in an on-chip
silicon nitride microresonator. The time-bins are
characterized by intensity modulation of the pump and
couple into a microring resonator (with free spectral range 

 and resonance line widths ) to
generate a biphoton frequency comb. The signal and idler
photons from the first three comb-line pairs are selected
out with a commercial pulse shaper. While the idler
photons are sent to a SPD for heralding, the signal photons
with the time and frequency qudits can be prepared to any
product state  and provide a full
computational basis set.

Figure 23.4 The full setup for the time-bin X gate. The
components in the experiment are phase modulator (PM),
intensity modulator (IM), piezo-electric-phase shifter (PZT),
Mach–Zehnder modulator (MZM), and single-photon
detector (SPD). The time-bin delay is indicated by the
circle-shaped fibers.

Source: Imany et al. [50], (figure 2a) / Springer Nature / CC BY-4.0.



Figure 23.5 The illustration of the CINC and SUM gate
experimental setup. In the CINC gate, the time bin  is
separated from time bins  and  by the MZM. For the
SUM gate, the outside time bins  and  are separated
from the time bins , , and  inside the
computational space by the MZM. The dense wavelength-
division multiplexer is DWDM.

Source: Imany et al. [50], (figure 3a) / Springer Nature / CC BY-4.0.

The two types of two-qudit gates are the controlled
increment (CINC) operation and the more complex SUM
gate – a generalized controlled-NOT gate [58]. The CINC
gate applies the  gate to time-bin qudit only when the
frequency qudit is in the state . The CINC gate is
implemented by separating  with a dense wavelength-
division multiplexing (DWDM) filter, routing it to a time-bin
X gate, and keeping other two frequency-bins unchanged.
Another DWDM is used to bring back the frequency-bins
with zero relative delay. The SUM gate adds the value of
the control qudit to the value of the target qudit, modulo 3.
It applies a cyclic shift of 1 slot delay to the time-bins
associated with  and 2 slots delay to the time-bins
corresponding to  and keeps those related to 
unchanged. To employ the frequency-dependent delay to
the time-bins, a chirped fiber Bragg grating (CFBG) is used
to induce a dispersion of  to the photon. The



delay operations are linear and not cyclic and thus move
some of the time-bins outside of the computational space.
These time-bins can be returned to the computational
space using principles identical to the time-bin X gate with
a relative delay. In order to measure the transformation
matrix of these gates in the computational basis, all nine
combinations of single time-bins and frequency-bins are
prepared with an intensity modulator (IM) and a pulse
shaper as the input states. The signal counts in all possible
output time-bin/frequency-bin pairs are recorded with the
three different setups of DWDMs in the path of the signal
photons to identify the different frequency-bins. The
measured transformation matrix for the CINC gate has a
so-called “classical” fidelity of  and for the
SUM gate the fidelity is  [50, 59]. This
fully deterministic photonic two-qudit gate setup can be
integrated with on-chip components in a low cost, room
temperature, and scalable manner. It lays down a
foundation for building the qudit universal gate set and the
high-dimensional quantum circuit in an integrated on-chip
photonic platform.
Lastly, with the single qutrit QFT and two-qudit gate in
hand, we review a demonstration of a proof-of-principle
qutrit PEA [31]. Following the setup of the previous
paragraph, the frequency DoF carries the control qutrit,
and the time DoF carries the target qutrit. Some of the
well-established techniques and fiber-optic components are
used to assemble the quantum circuit including: phase
modulator (PM), intensity modulator (IM), continuous-wave
(CW) laser source, pulse shaper (PS), and chirped fiber
Bragg grating (CFBG). The qutrit operations, as illustrated
in Figure 23.6, are performed in three stages [31]: (i) a
state preparation stage where the frequency-bin and time-
bin of the input photon are initialized by a PM followed by a
PS and an IM; (ii) a controlled-unitary operation stage



where the MVCG gate (as described in Section 23.1.1) is
built with a PM sandwiched by two CFBGs; and (iii) an
inverse Fourier Transformation and measuring stage where
the phase information of the photon is extracted by a
superconducting nanowire single-photon detector (SNSPD)
connected to a timer. The inverse QFT comprises a PM and
a PS. It is worth noting that the MVCG gate in the circuit
applies different operations to the target qutrit based on
the three unique states of the control qutrit. In the
experiment, frequency and time-bin qutrits are sent
through the control and target registers, respectively. In
the measuring stage, the state of the control register
qutrits is measured, and state distribution is recorded to
obtain the phase information. The eigenphases obtained by
this photonic PEA setup can be retrieved with  fidelity
[31].



Figure 23.6 Experimental setup. Component (abbreviate)
is, correspondingly, Fourier-transform pulse shaper (PS);
Electro-optic phase/intensity modulator (PM/IM); Chirped
fiber Bragg grating (CFBG); Arbitrary waveform generator
(AWG); Superconducting nanowire single-photon detector
(SNSPD). The AWG has a 10 MHz reference clock that is
synchronized to both radio-frequency oscillators (  and 
GHz).)

Source: Lu et al. [31]/John Wiley & Sons.

In Table 23.1 we provide results generated by the photonic
PEA experiment. To demonstrate the ability of
implementing qutrit PEA with the simplest unitary
operation possible, the first experiment encoding the
unitary operation as follow:



(23.18)

(23.19)

(23.20)

(23.21)

with  being the cubic root of unity. Then to utilize the
repetition advantage of the photonic setup, i.e. the
experiment can repeat the same setup at a relatively low
cost, another more complex unitary is encoded in the
circuit as:

After a given number of experimental shots, we can obtain
the statistical inference of the phase based on the
numerical data. To do this, the statistical relation between
the photon state distribution and eigenphase can be
summarized as follows: given a eigenphase 
corresponding to one of the eigenstate, the probability of
measuring the output state into , where , is

Define , , and  to be the probability of detecting the
photons that fell into , , and . The estimated
phase, denoted , is the phase that has the smallest mean-
square error between the measured and theoretical results:

The estimated phases for  (23.18) and  (23.19) are
shown in Table 23.1 [31]. Although in the second
experiment (with ) the eigenphases are chosen to be
arbitrary values (not a fraction of ), they are derivable
from the statistical distributions of the photon counts.



Table 23.1 Normalized photon counts and comparison of
the true phase  and the experimentally estimated phase 

 for each eigenstate of  (Eq. (23.18)) and  (Eq.
(23.19)).

Source: Ref. [31]/John Wiley & Sons.

Eigenstate

True phase, 0

Est. phase, 

Error, 

Eigenstate

True phase, 0

Est. phase, 

Error, 

In many subjects of physical sciences such as physical
chemistry, chemical physics, and materials science, the
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physical system of interest is often interacting with a larger
environment whose scale and complexity prevent exact
treatment by the time-dependent Schrodinger equation. To
this end, the theory of open quantum dynamics uses a
variety of approximations to average out the effects of
environments and focus on the core system [60]. Recently,
the open quantum dynamics formalism has been adapted to
a quantum algorithm that can simulate excitonic dynamics
on molecular systems [61, 62]. As the quantum algorithm
for open quantum dynamics relies on projection
measurements on the output states to extract physical
information, it is a natural candidate for implementation
with the electro-optical system just described. Suppose the
density matrix of the initial physical system can be
described by a sum of different pure quantum states
multiplied by the corresponding probabilities:

where each  denotes the probability of detecting each 
 in the mixed state of . The dynamics is represented

via the Kraus operators  in an operator sum
representation [61]:

Then each  can be prepared as an input state vector 
of a given basis and evolved as follows:
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In Eq. (23.24), the  is undergoing the 1-dilation process

to become  61, 63, where 

 is the defect operator of .

After the time evolution of , the population of each
basis state can be retrieved by calculating the diagonal
vector:

The  is efficiently obtainable via the
projection measurements on the first half subspace of 

. This algorithm also supports the
calculation of the expectation value of an observable 

. To ensure the contraction and positive-
semidefinite requirement, we consider the operator 

 with the Cholesky decomposition  [64].
Then the evolution of the observable is

and  can be calculated by:

The trace of  is obtainable by applying the
projection measurements into the first -dimensional
space of  [61].  can then be derived



from  by . In the algorithm, the
projection operations facilitate the measurements of both
the density matrix and the observable. Hu et al. [61]
proposed and demonstrated this general quantum
algorithm to evolve open quantum dynamics on quantum
computing devices. Within the algorithm, Kraus operators
are converted into unitary matrices with minimal dilation
guaranteed by the Sz.-Nagy theorem [63]. The algorithm is
demonstrated on an amplitude damping channel using the
IBM Qiskit quantum simulator and the IBM Q 5 Tenerife
quantum device [61]. This general algorithm does not
require particular models of dynamics or decomposition of
the quantum channel and thus can be easily generalized to
other open quantum dynamical models. Since projection
operations can be performed naturally and efficiently on
the electro-optical system, the open quantum dynamics
algorithm is compatible and viable for implementation on
this platform.

23.2.2 Superconducting Bosonic Processor

In this section, we review a photonic system that consists of
microwave cavities and transmon qubits to implement a
two-mode superconducting bosonic processor that enables
the scalable simulation of molecular vibronic spectra [65].
The microwave cavity with its underlying bosonic structure
provides a natural bosonic platform to simulate the
inherently high-dimensional molecular vibrational modes.
Although the read-out apparatus consists of a transmon
qubit, the microwave cavity as the central component is
simulating a multidimensional system and can be treated as
a qudit in general.
The simulation of molecular vibronic spectra is to study the
electronic transition accompanied with the vibrational
dynamics. Keeping the adiabatic Born–Oppenheimer
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approximation that separates the nuclear and electronic
DoF, each of the distinct electronic states forms a potential-
energy surface (PES) that carries a unique manifold of
vibrational eigenstate. The normal modes of the electronic
vibration can be acquired with a harmonic approximation:
keeping only the quadratic terms of the displacement of the
PES about the equilibrium. The corresponding
transformation of the set of creation and annihilation
operators  for  vibrational modes can be
described with the Duschinsky transformation [66]. The
Duschinsky transformation can be disintegrated into
Gaussian operations in terms of the Doktorov operator [67]

where

 and  describe a tensor product of single-mode
displacement and squeezing operations across all  modes
correspondingly. , the -mode rotation operator, is
represented by an  rotation matrix  which can be
generated with a product of two-mode beam splitter
operations [10]. The set of dimensionless Doktorov
parameters  can
be derived from molecular structural information in the
different electronic configurations. In the  case, 
has the form of a two-dimensional rotation matrix with a
single free parameter, i.e. the angle . The transitions
between the vibrational states due to a sudden change in
electronic PES is emulated as applying  to an initial
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state  of the bosonic processor. This projection
produces the Franck–Condon factors (FCFs) which are the
vibrational overlap integrals of an initial pretransition
vibrational eigenstate,  with a final post-transition

vibrational eigenstate, :

The FCFs have practical importance that can provide
insights of the structure and dynamic nature of the excited
electronic states.



Figure 23.7 The superconducting bosonic processor
circuit. Two microwave cavity modes are denoted in blue 

, and green . Ancilla measurement and control
modules consist of a transmon qubits  and readout
resonators  coupled to each cavity mode have blue
and green shades correspondingly. The transmon qubit
serving as the coupler module  and readout resonator 
is shaded red. To illustrate the scalability of this
configuration, a linear array of  cavity modes (with 
ancillary modules) connected by coupler modules with its
nearest-neighbor have light gray shades.

Source: Wang et al. [65], (figure 1) / American Physical Society / CC BY-4.0.

The superconducting bosonic processor (as shown in
Figure 23.7) is designed to employ the bosonic modes of
two microwave cavities  and . The two cavities are
dispersively coupled by a coupler transmon  which
facilitates the beam splitter and squeezing operations
through driven four-wave mixing processes [68]. A readout
resonator  is dispersively connected to the coupler
transmon. The cavity modes displacement is operated via
resonant drives through local coupling ports. Two ancillary
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transmon-readout systems  and  are added to the
device and coupled to each cavity to execute state
preparation and tomography. The photonic state of the
quantum processor is used to simulate the transformation
of a molecular vibrational state caused by the electronic
transition. In the state initialization process, both bosonic
modes are prepared in vacuum state via feedback cooling
protocols and initialized to the Fock state  using
optimal control techniques [69]. This bosonic processor has
the ability to synthesize arbitrary Fock states reliably
allowing the simulation of FCFs starting from vibrationally
excited states which outperforms most other bosonic
simulators. The Doktorov transformation is then
implemented by triggering a basis change to that of the
post-transition vibrational Hamiltonian. In the  case,
a single beam splitter is used to apply the rotation
operation. The four-wave mixing capabilities of the coupler
transmon help enforce the single-mode squeezing and
beam splitter operations. Two pump tones (with
frequencies ) couple to the coupler transmon through a
port to matching the appropriate frequency condition such
that  for the squeezing operation and 

 where  are the cavity frequencies.
This realizes the desired Hamiltonians [68]

where  denotes the creation operator of the microwave
mode and ,  and  are the coupling
coefficients for beam splitters and squeezing operations
where the explicit form can be found in Ref. [68]. It is
worth noticing that the phase factors of the Hamiltonians 
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 are controlled by the phase of the pump tones that
facilitate the performance of  with the correct family of
beam splitters and squeezing operations. A post-selecting
process in terms of transmon measurement rejects the
heating events of the transmons that can dephase the
cavities and halt the pumped operations. This postselection
also initializes the ancillas to their ground states for the
subsequent measurement of the cavities. Finally, the
desired FCFs are derived from the average photon
numbers of the repeating cavities measurements.
There are two complementary measurement schemes for
extracting FCFs from the final state. The shared basic idea
of the two measurement schemes is to make use of the
dispersive coupling of each microwave cavity to its
ancillary transmon-readout system [65]:

where  is the interaction Hamiltonian and  and 
denote the creation operator of the microwave mode and
transmon qubit respectively. The first scheme, single-bit
extraction, uses the state-selective  pulses to build the
mapping between a given joint cavity photon number
population  and the joint state of the two
transmons. The frequencies of the pulses are 

 and 
. In this case the small

second-order dispersive shift is also taken into account:
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Here in this experiment  and 
 [65]. The read-out of the individual

transmons uses the standard dispersive techniques, and the
results are obtained in a shot-by-shot basis where a single
bit of information is extracted from each joint photon
number state been probed. Notice that this single-bit
extraction of FCFs is not scalable as the bosonic Hilbert
space grows exponentially with the number of modes . To
overcome the scalability issue, the second measurement
scheme implements single-shot photon number resolving
detection. Based on the dispersive Hamiltonian between
the cavity mode and transmon ancilla, a quantum
nondemolition (QND) mapping of arbitrary binary valued
operator of the cavity Hilbert space to the state of
transmon can be achieved by driving the transmon with
numerically optimized waveforms  [69, 70],

Here QND means the measurement process preserves the
physical integrity of the measured system [71]. Therefore,
the number of photons for a given cavity state can be
measured in the binary form , where 

 and  and  is the number of
binary digits in . Each bit  can be measured
sequentially in a given run of the experiment. The QND
nature of each measuring operations allows the sequential
application of the mapping pulses to the cavity states
followed by transmon measurements. These mappings
project an initial cavity state  with  up to 16
into a definite Fock state  with the probability . The
advantage of the photon number resolved sampling
protocol compared to the single-bit extraction is a notable
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reduction of the simulator runs required within a desired
statistical error on all output probabilities.
The FCFs of a given electronic transition can be used to
derive the relative intensities of the progressions in photo-
electron vibronic spectra. The simulated FCFs are under
the harmonic approximation and may deviate from the
measured actual molecular spectra due to the vibrational
anharmonicity in the true PES. In order to show the
simulator's capability of large photon numbers generation
and measurement, we review the simulation of the FCFs of
water molecule (as shown in Figure 23.8) as an example of
a long vibronic progressions simulation [65]. The water
molecule starting in the vacuum state (

) transforms under
photoionization to the second excited state ( ) of
doublet spin multiplicity, and there is  symmetry to the
attendant electronic wave function. The process can be
described as

To quantify the quality of the quantum simulation, we
introduce the distance 
between the measured probabilities  and the ideal
distribution . The distance for the water molecule
simulation is 0.049. Another relevant metric is run time. In
the experiment with repetition rate of roughly , the
data acquisition run time of  samples of the
photoionization of water with single bit extraction and
photon number resolved sampling is  vs. 

, respectively. Furthermore, because of the
postselection of transmon heating events, all the metrics
are accompanied with a success probability of . Other



detailed simulation data of the experiment could be found
in the supplementary materials of Ref. [65].

Figure 23.8 Franck–Condon factors for the photoionization
of the water molecule. The theoretical FCFs, artificially
broadened with Lorentzian profiles (  FWHM), is
depicted by the solid lines. Purple and red circles represent
experimental data using the single-bit extraction and
sampling measurement scheme, respectively.

Source: Wang et al. [65], (figure 3a) / American Physical Society / CC BY-
4.0.

The bosonic system has an inherent advantage in
simulating the transformation of a bosonic Hamiltonian
compared to the conventional qubit processor. It can
encode the vibrational dynamics of the system naturally
and decompose the Doktorov transformation into Gaussian
operations efficiently. A recent proposal of obtaining FCFs
on a spin-  quantum computer requires 

 gates to implement  with a



universal qubit gate set within an error of  [72]. The
choice of  depends on the initial state as well as the
magnitude of the displacement and squeezing. As a
comparison, this native  modes bosonic simulator only
requires  squeezing operations,  displacement
operations, and a maximum of  nearest-
neighbor beam splitter operations [73]. This equivalent to a
total of  operations and a corresponding circuit depth
of  when non-overlapping beam splitters are applied
simultaneously [65]. To sum up, the superconducting
bosonic processor has the potential to integrate all of the
necessary components of qudit quantum computing to
implement high-fidelity, scalable, and resource-efficient
simulation of molecular vibronic spectra and outperform its
conventional qubit counterpart.

23.3 Summary and Future Outlooks

In quantum computing, qudit is an alternative
computational unit that uses multiple states for information
storage and processing. Photonic systems make natural
platforms for qudit quantum computing given the
multidimensional nature in many photon properties. This
review chapter first introduces the basic ideas and methods
of qudit quantum computing that include qudit gates,
universality, and important qudit algorithms such as the
QFT and the PEA. Next, it introduces two physical
realizations of qudit computing with photonic systems. The
first system is an electro-optic platform that integrates on-
chip modulators, pulse shapers, and other well-established
fiber-optic components to build all the crucial components
for a proof-of-principle qutrit PEA. The second system is a
two-mode superconducting bosonic processor consisting of
microwave cavities and transmon qubits to simulate
molecular vibronic spectra.



Compared to the conventional qubits, qudits can reduce
circuit complexity, simplify experimental setup, and
enhance quantum algorithm efficiency. For example, the
number of gates required to build the universal qudit set
under Muthukrishnan and Stroud's proposal achieves a 

 scaling advantage compared to that of the qubits
[12, 32]. This number is reduced by another factor of 
(the number of qudits) in Luo and Wang's proposed scheme
[13]. The MVCG gate (as shown in Section 23.1.1) can
reduce the circuit depth by lowering the number of
controlled gates. The electro-optic photonic platform is the
first physical system that has been demonstrated to
perform the MVCG gate, which compressed multiple
control operations in a single shot. The two-qudits-out-of-
one-photon scheme makes sure the controlled-gate is
deterministic and increases the fidelity of the setup. All the
fiber-optic components in this scheme can be integrated
on-chip making it compact and scalable. Furthermore, this
platform can process and measure thousands of photons
simultaneously, which enables the fast generation of
statistical patterns: this feature enables the electro-optic
platform to realize a proposed statistical phase estimation
that loses the prior knowledge requirement of the
eigenstates and thus offers more flexibility in searching
eigenphase-eigenstate pairs within some specified range of
interest [74]. As for the bosonic processor discussed in
Section 23.2.2, it is shown that simulating a
multidimensional system with a qudit-like system such as
the microwave cavity can reduce the operation requirement
by a large amount. The single-shot photon number
resolving detection scheme can resolve the photon
numbers with a notable reduction of the simulator runs.
This bosonic processor is expandable by coupling more
cavities where each of them is combined with ancilla
measurement and control modules. The scalability of the



system grants it the potential to simulate more complicated
many-boy complex systems [75].
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One of the key features of today's Internet is the ability to send
classical data, to arbitrarily long distances, in a reliable and
efficient way. Future quantum communications networks should
also offer the same service but, notably, for quantum data transfer.
Such a capability is crucial to the operation of the quantum
Internet [1], in which quantum nodes, of computing,
communications, and/or sensing nature, can efficiently exchange
quantum states in a faithful way. The enabling platform for this
transformative feature is known as quantum repeaters [2, 3].
Quantum repeaters not only enable trust-free end-to-end security
for our communications networks [4], but can also be used for
distributed quantum computing [5] and high-precision quantum
sensing [6], among other applications [7]. This chapter takes a look
at the road ahead for building such an infrastructure by going
through different concepts that can be employed to implement
quantum repeaters. While most of these concepts can also be used
in space settings, involving satellites [8], in this chapter, we only
focus on fiber-based networks for the description of different
classes of quantum repeaters.
The problem of transferring a quantum state from one place to
another has been of interest to the quantum community from early
on. In fact, one of the key techniques for quantum data transfer
(QDT) is based on the well-known concept of teleportation [9],
whose notion has been featured in several science-fiction movies.
While the televised version of teleportation may seem quite
magical, its quantum information formulation can clarify the
physical resources needed for this operation. At the core of
teleportation, we use one of the most intriguing resources in
quantum mechanics, i.e. entanglement, which plays the role of a
one-time wire for our communication purposes. The problem of



reliable QDT would then turn into how entangled states can be
shared in an efficient and reliable way between remote nodes.
Many classes of quantum repeaters are then designed to answer
this question.
There are several practical challenges that we need to overcome in
order to implement quantum repeaters. One key issue is the
problem of channel loss. Almost all relevant entanglement
distribution schemes rely on light transmission across an optical
channel [10], where their chance of success is often proportional to
the channel transmissivity. In fiber-optic channels, this success
probability goes down exponentially with distance, as a typical
fiber-optic channel suffers 0.2 dB/km of loss. Entanglement
distribution would then need to be first tried over shorter segments
and, if successful, be extended to the remote nodes. This would,
however, introduce new challenges. First, entanglement
distribution needs to be repeated until success, which could slow
down the process. Secondly, upon success, the entanglement needs
to be stored in quantum memories to be used for further extension.
Quantum repeaters that rely on quantum memories will then need
to overcome the challenges of building and controlling efficient
interfaces with light, while maintaining low noise and long
coherence times for proper memory operation. The latter
requirements would often necessitate entanglement distillation
techniques [11–13] that can keep the quality of the final entangled
state at the target level.
An alternative way to look at QDT, in lossy and noisy channels, is
via a classical approach to data communications. In classical
communications, whenever the channel is noisy, we can use error
correction techniques and several relay nodes to transmit our data
from one node to another until it reaches its final destination.
Interestingly, the same concept can be replicated in quantum
mechanics by using entanglement-based structures known as
quantum error correction (QEC) codes. In quantum
communications, in addition to errors and noise, we are often
heavily impacted by loss in the channel too. It turns out that QEC
can be used to address both issues, based on which, some new
classes of quantum repeaters have emerged, as we will discuss
later in this chapter.



Based on different ways in which quantum repeaters can be
implemented and then used, we can think of different classes of
such systems. Table 24.1 gives one possible way, which I will
explain later in this chapter, for such a classification. In general,
we can first distinguish between quantum repeater protocols that
rely on repeat-until-success (RUS) entanglement generation,
versus those that rely on QEC for combating loss. Within each
group then there are different examples of quantum repeaters
based on their approach to noise and entanglement distillation, and
whether they rely on deterministic or probabilistic gates. Quantum
repeaters can also be distinguished based on whether an additional
teleportation operation is needed for QDT, or whether quantum
messages can be encoded and sent directly over the network.
Please note that the terminologies we have used for the five classes
of repeaters in Table 24.1 are not necessarily unique or exclusive.
The terms “Encoded” and “All-photonic,” for instance, have been
borrowed from the key example papers that introduce such
schemes, while the notion of using encoded and/or all-photonic
states can also appear in one-way class of repeaters as well.

Table 24.1 Different classes of quantum repeaters, and how they
each handle loss and error, perform their measurements, and the
method they use for QDT.

Repeater

type

Loss

handling

Error

handling

Measurements QDT

Probabilistic RUS Post-
selection

Probabilistic Teleportation

Semi-
probabilistic

RUS Probabilistic Deterministic Teleportation

Encoded RUS QEC Deterministic Teleportation
All-photonic QEC QEC Deterministic Teleportation
One-way QEC QEC Deterministic Direct
Note that the terminologies introduced here are not unique or exclusive; for their exact
description, please see Sections 24.2 and 24.3.

There is another classification known in the literature [14], which
refer to the first two classes in Table 24.1 as first-generation
quantum repeaters, the encoded ones as the second generation,
and the last two as the third generation. While this has been a



useful way to quickly convey what we are referring to in scientific
discussions, the author of this chapter has reservations about using
the term “generation” in this context. Perhaps the most well-known
use of this term is in mobile communications networks, where
terms such as 5G and 6G have been coined primarily by industry
and standardization bodies to address the new services that are
going to be offered in imminent future. Unfortunately, for quantum
repeaters, there could take a while until any of the above ideas can
be seen in a commercial platform, and, by that time, another form
of numbering/labeling may be suitable. This could cause confusion
later on if there is a discrepancy between the usage of the term
generation in scientific literature and industry/standardization
documents. In this chapter, I therefore use the terms in Table 24.1
to refer to different classes of repeaters discussed here.
The rest of this chapter is organized as follows. In Section 24.1, we
first introduce a set of tools that will be required to build quantum
repeaters. We then take a step-by-step approach to explain the key
concepts behind the operation of different classes of quantum
repeaters. We first go, in Section 24.2, over examples of quantum
repeaters that rely on repeat-until-success entanglement
generation and then, in Section 24.3, cover those that rely on QEC
to combat loss. Along the way, we point out the resources that they
each need versus the performance they can potentially offer. We
conclude the chapter in Section 24.4 by summarizing the current
developments and future directions in this field.

24.1 Quantum Repeater Toolbox

There are certain techniques and ingredients that need to be
implemented for quantum repeaters to work. Here, we give a brief
summary of them, on which basis, in Sections 24.2 and 24.3, the
structure of full repeater systems will be explained.
To exemplify what components or functionalities may be needed
for quantum repeaters, let us first focus on teleportation as an
application. To teleport the state of an unknown qubit  at point A
to point B, we first need to create a maximally entangled state
between A and B; see Section 24.1.1 to see how this can be done.
Ideally, this entangled state needs to be stored in an auxiliary pair
of qubits  and , so that qubit  can be teleported whenever



needed; see Section 24.1.2 for some examples of quantum
memories. We then need to perform a Bell-state measurement
(BSM) on qubits  and  and classically transfer the results to
point B; Section 24.1.3 explains how this can be implemented in
practice. The generated entangled state over a short distance
would then need to be extended to longer distances, and, along the
way, may need to be distilled. We cover the basic ideas behind
entanglement distillation in Sections 24.1.4–24.1.5.
One key application of teleportation in quantum repeaters is
entanglement swapping. If qubit  in our teleportation setting is
itself entangled with another qubit , by teleporting the state of 

 to , we effectively create an entangled state between qubits 
and . As we will show in Section 24.2, this idea can be used in a
nested way to create entangled states between remote nodes.

24.1.1 Entanglement Distribution

A key task in many quantum repeaters is to create an entangled
state between two remote quantum memories. Ideally, this state
should be a maximally entangled state, e.g. a Bell state. There are
various techniques that can be used for entanglement distribution.
Here, we explain a popular technique that is based on
entanglement swapping. The key idea is to locally generate
entanglement between the quantum memory unit and an optical
mode of light. If we do this process at both memories, and direct
the corresponding optical signals to interfere at a BSM module in
the middle of the link, we can then create entanglement between
the two memories.
A few points are worth mentioning here. First, given that the
optical signals suffer from channel loss, we should either accept
some noise in our generated entangled state, and/or, most often,
be prepared to repeat the whole entanglement distribution
scheme, if the corresponding photons fail to reach the BSM
module, or if the BSM operation is unsuccessful. The second point
is that, in the latter two cases, we need a heralding mechanism for
acknowledging the success or failure of our entanglement
distribution attempt. In such cases, there would be a limitation on
how fast we can repeat the entanglement distribution scheme, as
the next trial should happen after we have learned about the result
of the previous attempt. For a channel of distance , this implies



that shortest repetition period is , where  is the speed of
light in that channel.

24.1.2 Quantum Memories

While quantum storage is not a requirement for certain classes of
quantum repeaters, a quantum memory will be needed whenever
we use a heralded repeat-until-success approach to entanglement
distribution as was mentioned above. There are several memory
candidates that are being considered for implementing quantum
repeaters. This includes ensembles of atoms [10, 15, 16], as well as
trapped single atoms/ions [17–20], or quasi single-atom units, such
as nitrogen vacancy (NV) centers in diamond [21–26], or silicon
vacancies [27]. Each candidate offers certain advantages and
disadvantages, and they may lend themselves to certain classes of
quantum repeaters better than the others. But, typical
characteristics that are expected from a quantum memory are to
have an efficient interface with light, at the single-photon level, as
well as long coherence times. Given that these two requirements
are often in competition with each other, two-qubit memories,
where one qubit acts as the optical interface, and the other is used
for storage purposes, can be quite promising. For instance, the
electron spin in NV centers can be used for interaction with light,
whereas relevant nuclear spins can be used for long-time storage.
Such a structure also makes the efficient implementation of certain
joint operations, such as a BSM, possible within one memory unit
[28–31].

24.1.3 Bell-State Measurement

A BSM is a joint operation on two qubits, and in that sense it
requires some form of interaction between them. In theory, a BSM
is modeled by a controlled-not (CNOT) gate on both qubit, followed
by a Hadamard gate on the control qubit, and single-qubit
measurements in the standard basis. In practice, whether we can
directly perform a CNOT gate, or equivalent, on our two qubits is
primarily a function of the physical system that contains our
quantum information. As was mentioned, in certain memories, such
as NV centers, or trapped ions, it is possible to implement this
operation in a deterministic way, which is the preferred option for
quantum repeater purposes. If the platform does not allow for such



an option, then an alternative route, albeit imperfect, is to convert
the state of quantum memories into photons, and then do a BSM
on the optical modes. This is done by interfering the two optical
modes at a beam splitter and then using single-photon detectors to
post-select successful cases. Given that we may get no click on the
detectors, this approach may result in inconclusive outcomes, in
which case the BSM has failed. Even in the case of success, such
optical implementations of the BSM may only distinguish some of
the Bell states and not all of them [32]. In that sense, the optical
BSM is often probabilistic, although there are certain schemes in
which, by using auxiliary resources, one can increase the chance of
success [33–37].

24.1.4 Entanglement Distillation

For a variety of practical reasons, the entanglement shared
between two remote nodes may be far from a maximally entangled
state. A well-known technique to remedy this problem, and
generate higher-quality entangled states, is to use entanglement
distillation techniques. The key objective is to convert  copies of
an imperfect entangled state to  entangled states of higher
quality, by using a series of local operations and classical
communication. For instance, if we start with two entangled pairs,
namely,  and , by applying a CNOT gate on co-
located memories  and , and measuring  and ,
we will end up with an entangled state of higher quality between 

 and  provided that the measurement results agree [12]. This
suggests that such distillation techniques may end up being
probabilistic even if the employed CNOT operation has been
deterministic. In addition, given the transmission delay caused by
the classical communication element, such techniques may not
help with decoherence that happens in memories in the meantime.
To remedy this issue, we need one-way distillation techniques,
whose basis we cover next.

24.1.5 Quantum Error Correction

Error correction is an established technique to help us approach
the channel capacity in a classical communications setting. Its
extension to quantum settings has also been a useful means to
design fault-tolerant quantum computing operations and also to



help with entanglement distillation in quantum communications. In
classical error correction codes, a sequence of bits of length  is
mapped to a sequence of bits of length . These additional
bits will then help us with detecting bit-flip errors, and, possibly,
where those erroneous bits are. In QEC codes, there are two major
differences. First, in the qubit space, in addition to bit-flip errors,
we should also correct for phase-flip errors. Secondly, in the design
of a QEC code, we only need to map a set of basis states to a larger
space. This means that the QEC encoder is agnostic to the
superposition coefficients that define the input. For instance, in a
simple repetition code, qubit  ( ) is mapped to  ( ),
but  is mapped into , which is a Greenberger-
Horne-Zeilinger (GHZ) entangled state [38]. In the latter case, we
have effectively mapped a single qubit into a multipartite
entangled state. This is another manifestation of how entanglement
can help with quantum communications.

24.2 Quantum Repeaters Based on

Heralded Entanglement Distribution

In this section, I give an overview of key ideas behind quantum
repeater platforms that rely on repeat-until-success, or,
equivalently, heralded, techniques for entanglement distribution.
Here is the key idea behind the operation of such quantum
repeater settings. If we want to entangle two parties A and B at a
distance , as shown in Figure 24.1(a), we divide the link
into  segments, distribute entanglement over each elementary

link of length , store that entangled state into a pair of quantum
memories, and then perform entanglement swapping at the middle
nodes to distribute entanglement between the far two ends. This is
a nested procedure for entanglement distribution, because of
which  is called the nesting level. For example, in Figure 24.1(b),
for , we have two stages of entanglement swapping. The
modules labeled by BSM1 enable us to distribute entanglement
over segments with length , whereas BSM2 takes two
entangled pairs at this distance and further extends the
entanglement to . The same procedure can be repeated, where,
in each nesting level, we double the range over which
entanglement is distributed.



Depending on how the BSM and the entanglement distillation are
performed, I describe three subclasses of quantum repeaters:
Probabilistic, where photonic partial BSMs are employed and there
is no active distillation in place; semi-probabilistic, where BSMs
are deterministic, but the employed entanglement distillation
techniques are heralded, and therefore probabilistic; and encoded
repeaters, where both BSMs and entanglement distillation
techniques are deterministic. Let us start with the simplest
scheme, which is of interest today, and then cover the more
advanced variants.



Figure 24.1 (a) A quantum repeater link with nesting level . (b)
An example quantum repeater link with nesting level 2. After
distributing entanglement over elementary links with length , we
have to do two series of BSMs. BSM1 refers to the first stage of
entanglement swapping, where entanglement is shared at distance 

. BSM2 would then extend the entanglement to the far ends.
For probabilistic BSMs, BSM2 cannot be done until we learn about
the success of BSM1s. That would require classical communication
between the nodes, which causes delay, and possible repetition of
some steps until success, which reduces the rate. QM: quantum
memory. The picture is taken from Ref. [39].

24.2.1 Probabilistic Quantum Repeaters



Probabilistic quantum repeaters could offer a practical route to
building the first operational examples of quantum repeaters. In
such repeaters, the BSM operation is probabilistic. In general, the
BSM is a joint operation on two logical quantum memories. It is
not, however, straightforward for all memory systems to implement
the required direct interaction. In lieu of that, the state of
memories needs to be read, i.e. transferred into photons on which
a partial BSM is performed.
By using probabilistic BSMs, in our nested entanglement
distribution, there would be inevitable delays in going from one
nesting level to another. For instance, in Figure 24.1(b), we need
to know the results of the two BSM1s before applying BSM2 to the
corresponding memories [39]. The key advantage of such a wait is
the increase in the rate of our end-to-end entanglement
distribution. In Figure 24.1(b), we can, in parallel, attempt to
entangle the two elementary links, which, takes, roughly, the same
order of magnitude that it takes to entangle one elementary link. In
that sense, the entanglement generation rate across the remote
nodes would scale with the probability of entangling an elementary
link, which can be much shorter than the overall link. However, the
additional wait implies that we need memories with longer
coherence times, or, if we do not have such memories, we may
need to do some measurements blindly, i.e. without knowing the
results of the previous measurement, at the cost of losing out on
some of the rate advantage that quantum repeaters are supposed
to offer [40].

Figure 24.2 A probabilistic quantum repeater with multiple
memories per node. In each round, entanglement distribution is
attempted on all available elementary links. BSMs, at different
nesting levels, will also be performed by matching as many
entangled pairs as possible. The picture is taken from Ref. [39].



There are certain techniques that alleviate the storage time
requirement. For instance, in general, if we repeat this scheme in
parallel among many banks of memories, see Figure 24.2, then we
can use a mix and match technique to do BSMs on already
entangled links as soon as they are available [40, 41]. Such a
method requires efficient optical switching techniques that enable
directing photons from different memories to BSM stations. An
alternative way to implement this idea is to use multi-mode
memories [42, 43]. Such memories are particularly useful to
increase the chance of entanglement distribution across an
elementary link, so even if the rest of BSMs need to be done
blindly, we may still get some practical advantage [44].
To keep things simple, probabilistic repeaters may not use any
distillation techniques. Given that the memories may not allow
deterministic CNOT gates, even simple distillation techniques may
hardly offer any rate advantage. Depending on the protocols used,
probabilistic repeaters may benefit from the inconclusive BSM
results in the virtue of post-selection. That is, in some cases, the
non-desired terms can end up being selected out by our
probabilistic measurement. In the end, the probabilistic repeaters
are potentially useful for first breakthroughs in repeater
technologies, but may not effectively cover arbitrarily long
distances, for which more advanced solutions are required.

24.2.2 Semi-Probabilistic Quantum Repeaters

The original proposal for quantum repeaters relies on
deterministic, but possibly erroneous, gates for BSM and
distillation operations [45]. In their seminal work, the authors
assume that the initial entanglement distribution and storage over
elementary links have already been achieved. In fact, they assume
that there are banks of memories, over all elementary links, with
many entangled memory pairs in each. The objective is then to
create a high quality entangled state between two remote nodes.
Assuming that the BSMs can be done in a deterministic way, this,
at first instance, may look like an easy job, as it seems that,
without any unnecessary waiting, we can perform the BSMs at all
nodes simultaneously and resolve the issues of low rate and long
storage time in probabilistic schemes. However, in reality, nature
might have set other traps for us as errors in such a setting can



propagate quite rapidly. In effect, the focus, in semi-probabilistic
schemes, is on correcting for errors that may happen because of
our employed deterministic gates and/or imperfections in our
initial entanglement distribution.

Figure 24.3 The schematic of nested distillation scheme taken
from Ref. [11].

Source: Dür et al. [11]/with permission of American Physical Society.

The adopted distillation technique in this class of quantum
repeaters is the heralded, but probabilistic, schemes described in
Section 24.1.4. That is, after a few rounds of BSMs, we may need
to distill the generated entangled state before proceeding to higher
nesting levels. For instance, if we need to use distillation



techniques after  nesting levels, we can perform simultaneous
BSMs over all memory banks up to this nesting level. Then, we can
choose  pairs of entangled states at a distance  and perform
a chosen distillation technique to generate  pairs of
entangled states of higher quality; see Figure 24.3 for an example.
Once this process has succeeded across our repeater chain, we can
then do the next set of BSMs and continue this way until we
distribute entanglement between the far end nodes. Given that the
employed distillation technique is probabilistic, this will in effect
turn such schemes into a sort of probabilistic schemes (the reason
for the proposed terminology here), albeit with possibly higher
performance than fully probabilistic repeaters given that the gates
are deterministic and  can be larger than one. Nevertheless,
such schemes are not resilient against memory decoherence,
because they also have to deal with the waiting time, to learn about
the success of entanglement distillation, in their operation. At long
distances, this would result in the exponential decay of the rate, in
such repeaters, with , although the onset of this effect can be
delayed by choosing memories with long coherence times [40].
Moreover, given that the distillation process requires two-qubit
gates, the operation error in all gates needs to be kept small (sub
percent [11], typically) in order for the whole scheme to properly
work.

24.2.3 Encoded Quantum Repeaters

The alternative solution to dealing with errors is to use QEC. In
encoded quantum repeaters [46], instead of ideally distributing
only Bell states over elementary links, we aim to share encoded

Bell states. For instance, if via a QEC scheme,  ( ) is mapped
to  ( ), instead of sharing , we share 

 between two elementary nodes.
This can be done by first sharing multiple bipartite entangled
states over the link and then convert them, using local operation
and classical communication, to the desired encoded state; see
Figure 24.4 for an example. The immediate benefit of this scheme
is that errors that occur during the entanglement swapping stage
can possibly be corrected by the syndrome information obtained at
the middle nodes in a deterministic way and with no need for two-



way classical communication. For certain classes of QEC codes,
such syndrome measurements are as simple as doing two-qubit
BSMs [46]. This means that, after the initial entanglement
distribution, there is no additional waiting, associated with repeat-
until-success operations, for the distillation part. This is clearly an
advantage over semi-probabilistic quantum repeaters. The price to
pay though is that, now, we need quantum gates with lower error
rates typically on the order of 0.001–0.01 or below [47, 48]. But, if
such gates are available, such repeaters can also reduce some of
the errors caused by the memory decoherence once we are waiting
to learn about the success of the initial entanglement distribution.
Using the above techniques, we can design quantum repeaters
with a modestly high key rate. The limitation is mainly from the
original requirement for entangling elementary links, which is still
probabilistic, and the trade-off between having more nesting levels,
and, therefore, higher entanglement generation rates, versus
having fewer nesting levels, hence less accumulated error and
distillation. One can, however, ask the question that now that we
allow for advanced QEC operations to be used for distillation, can
we also use them to combat loss? This in effect can make all
quantum repeater operations deterministic paving the way for fast
and reliable quantum communications.



Figure 24.4 The schematic of an encoded quantum repeater taken
from Ref. [47]: (a) We first generate auxiliary Bell states over all
elementary link, which will be converted to encoded Bell states by
local operation and classical communication; (b) we perform BSMs
on the encoded entangled pairs. For certain classes of codes, this
can be as simple as performing two-qubit BSMs on corresponding
memories; and (c) by passing the information obtained during the
BSM operations to the end nodes, they can retrieve and share an
encoded entangled state.

Source: Jing et al. [47]/with permission of American Physical Society.

24.3 Memory-Less Quantum Repeaters



The most advanced protocols for quantum repeaters leave little
room for probabilistic operations. In such schemes, we use
multipartite entanglement to combat the loss effect. This can be
achieved in different ways, two main categories of which I will
explain below. The common feature of all these schemes is that we
no longer need quantum memories for storage purposes at the core
of the network. As there is no free lunch, however, this will impose
more stringent requirements on other parts of the system. For
instance, we may need more reliable quantum processing
capabilities, but, then, the quantum storage may not be the key
bottleneck.

24.3.1 All-photonic Quantum Repeaters

Although historically they are not the first memory-less repeaters
proposed, all-photonic quantum repeaters [49] use the same
concept of entanglement distribution, as we have seen in Section
24.2, for their operation. In the end, what they produce is
entanglement between two remote nodes. They, however, achieve
this goal without using quantum storage in the middle nodes of the
network.
Here is the key idea. Suppose we have a quantum relay structure,
where, at the middle of each elementary node, there is an
entangled photon source, generating a pair of entangled photons
and sending them to BSM modules. Such a solution has critical
scaling issues as for its success we need all photons to survive the
path loss, hence its entanglement generation rate drops
exponentially with distance. Now, imagine that instead of a simple
entangled photon pair in the quantum relay structure, we use a
more sophisticated photonic source of entanglement that
generates a cluster state [50], i.e. a multipartite entangled state. If
designed properly, then it may still be possible to generate end-to-
end entanglement even if we lose some of the photons in our
cluster state. Effectively, by generating a large cluster state, it is
as if we are attempting to entangle each link in parallel many
times, while we only need some of them to succeed. In the
multiple-memory structure of Figure 24.2, we still need to know
which entanglling attempts have been successful. In the cluster-
based solution, this requirement is removed as now the
entanglement embedded in this multipartite entangled state can be



(24.1)

used to generate an entangling path between the two remote
nodes.
The above idea is certainly a neat way to distribute entanglement
at fast rates. The simulation in [49] suggests that for  km
and  km, with a cluster state of tens of photons, we can
achieve a key generation rate on the order of MHz. This scheme,
however, requires large cluster states for which high-quality
single-photon sources and/or quantum processors with highly
efficient light interfaces may be needed [51]. One should also
account for the resilience of this setup to errors at any of its
components.

24.3.2 One-way Quantum Repeaters

Thus far, all introduced quantum repeaters offer a scalable solution
for entanglement distribution at, in principle, arbitrarily long
distances. So long as QDT is concerned, we can then use
teleportation to transfer any unknown states. A valid question to
raise is whether we can transfer an unknown qubit without
necessarily having entangled states prepared in advance. The
answer to this question is positive, and the idea, as was alluded to
before, relies on using QEC to protect our qubits against loss and
error. Here is an example of such a scheme as proposed in [52].
Suppose the qubit to be transferred is given by . We
first encode this qubit as

where  is the number of logical quantum states, and  is the
number of physical qubits in each logical state with 

. For instance, the above state can be
represented by  single photons per mode in  different, e.g.
temporal, modes. Qubits  and  can then represent the
polarization of the photons. More resource efficient encoding is
possible [52], but we leave it out for the sake of simplicity. Now,
suppose, this encoded multipartite entangled state is transferred
from one node to its adjacent node. This encoding has the property
that the original quantum state can be recovered provided that at
least (i) one photon survives in each logical state, and (ii) one



logical state, with all its  constituent photons, is fully received.
We can then repeat the same encoding at every repeater node,
until reaching the final destination. This can, in principle, result in
a high quantum state transfer rate on the order of tens of MHz.
These are certain practical issues that need to be managed once
we get to implement memory-less repeater schemes. The scheme
in [52], for instance, works without explicitly requiring quantum
storage in the middle nodes, but, instead, it needs reliable and
efficient quantum processing units that can handle QEC encoding
and decoding. Additional error analysis on this system [53, 54]
suggests that operation errors as low as  may be
needed. There are also alternative schemes for direct transmission
of quantum states that combine the merits of encoded and all-
photonic repeaters [55, 56]. In such schemes, an encoded state is
teleported to the next node by generating a high-quality encoded
Bell state at each intermediate node and performing a multipartite
BSM on the transmitted state and one half of the locally generated
encoded Bell state. The other half will then be sent to the next
node. In such schemes, generating high-quality local encoded
states could be the main challenge. In any case, for such QEC
techniques to counter loss, we typically need the total loss in each
elementary link to be less than 3 dB. This effectively requires us to
have very short links and therefore, many intermediate nodes to
cover long distances.
Finally, note that whether our quantum repeater relies on one-way
quantum communications or entanglement distribution, the two
functionalities can be interchanged. In one-way quantum
repeaters, if the initial qubit is entangled with another qubit at the
source, this scheme can also be used for entanglement generation
as well. In the other case, teleportation can be used to enable
quantum data exchange.

24.4 Summary and Discussion

Quantum repeaters could be one of the most demanding
technologies to be developed on our way to fully functional
quantum networks. The good news is that this journey has already
started. In this chapter, we briefly looked at different classes of
quantum repeaters, some simpler, but less efficient, and some



more advanced but rather complicated, that have been proposed to
achieve reliable QDT. Since early work on quantum repeaters, now
over 30 years ago, there has been substantial progress in different
related directions. On the experimental side, many different types
of quantum memory units, as the essential component of many
quantum repeater structures, have been developed and
demonstrated. In parallel, quantum computing has seen a boost
with the development of the first examples of noisy intermediate-
scale quantum computing machines [57]. Examples of memory-
based single-node repeater setups have also been successfully
demonstrated [27, 58], and progress has been made towards the
first entanglement-based quantum network in Netherlands [59].
There are also other related work on the networking, routing, and
resource optimisation in quantum networks [60, 61], which I could
not cover in this chapter. Overall, while we should not
underestimate the challenges we may face along the way, all these
efforts, and many others that I did not get to cite or mention, can
eventually lead us to our grand vision of implementing the
quantum Internet.
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25.1 Introduction

Traditional public-key cryptography usually relies on the
perceived computational intractability of certain
mathematical functions. However, history shows that
advances in cracking defeated many advances in classical
cryptography. It might come as a surprise that the very
fundamental principle of quantum mechanics was to solve
this long-standing problem of information security that
mathematicians have struggled with for centuries.
The first idea along these lines was proposed in the 1970s
by Stephen Wiesner. He designed quantum banknotes
using quantum two-state systems and conjugate encoding,
which would be impossible to counterfeit. The principal
drawback of Wiesner's idea was that it would require
quantum information in superposition states to be held



captive and kept coherent for long periods, which appears
to be beyond even the technological capability of today, 50 
years later. Inspired by Wiesner's idea, in the 1980s,
Charles Bennett and Gilles Brassard put forward a feasible
protocol of quantum key distribution (QKD) known as BB84
[1]. This protocol permits two distant communicating
parties to produce a common, random string of secret bits,
called a secret key. This key can then be used alongside the
one-time pad encryption, which, as strictly proven by
Shannon in 1949 [2], is an unconditionally secure method
to encrypt and decrypt a message.
Due to photon loss in the channel, the range of secure QKD
via direct transmission of single photons is limited to a few
hundred kilometers. Unlike classical bits, the quantum
signal of QKD cannot be noiselessly amplified due to the
implications of the quantum no-cloning theorem [3], where
the security of the QKD is rooted [4].
One potential solution to this problem is via the use of
quantum repeaters [5]. However, quantum memories and
repeaters' current state remains far from practical
applications in realistic long-distance quantum
communications [6].



Another more promising solution for global-scale QKD is to
utilize satellites to conveniently connect two distant
locations on Earth. An essential advantage of satellite-
based free-space quantum communications is that the
photon loss induced by atmospheric absorption and
scattering predominantly occurs only in the lower 10 km
of the atmosphere, with about a 3 dB loss on a clear day.
Most photon transmission is across a near-vacuum
environment, with almost no absorption and decoherence.
The loss caused by beam diffraction is approximately
proportional to the square of the distance. By contrast, the
losses in fiber channels are predominantly due to the
absorption and scattering of the fiber medium, which is
proportional to the exponent of the distance. Thus, for long
communicating distances (typically hundreds to thousands
of kilometers), the satellite-ground free-space channels will
have advantages over fiber-based channels in terms of
channel losses.
Furthermore, trusted-node topologies are employed for
fiber networks to build the QKD network. However,
ground-based nodes are at fixed locations, lack flexibility,
and are vulnerable to constant surveillance and probes. By
placing a satellite above the Earth's atmosphere, direct
links can be established between ground stations and the
satellite, thus enabling communication between any distant
points on the planet. Moreover, more ambitious projects
extending the network scale to deeper space, such as to the
Moon or planets in the solar system, can also be realized
with satellites.
In this chapter, we first briefly review the step-by-step
ground-based feasibility studies. During these feasibility
studies, the necessary toolbox for satellite-based long-
distance quantum communications has been gradually
developed, including robust and compact quantum light
sources, narrow beam divergence, time synchronization,



and rapid acquiring, pointing, and tracking (APT)
technologies, which are the key to the optimization of the
link efficiency and overcoming the atmospheric turbulence.
Then, we introduced a series of satellite-ground quantum
communication experiments with Micius and other
quantum satellite projects worldwide. Finally, this chapter
will end with an outlook on the future work needed to build
global-scale practical quantum networks eventually.

25.2 Ground-Based Feasibility Studies

Thorough feasibility studies and simulations on the ground
must be systematically implemented to verify the scientific
possibilities, evaluate the risks, and develop the
technologies before constructing and launching a costly
satellite. The ground-based feasibility demonstration and
the development of key technologies cover the following
five aspects: overcoming the effective atmospheric
thickness, testing the feasibility of satellite-ground
channels, testing moving objects, time synchronization, and
polarization maintenance and compensation.



Figure 25.1 Overview of the Hefei 13 km entanglement
distribution experiment.

Source: Peng et al. [7]/with permission of American Physical Society.

Taking China's quantum science experiment satellite
Micius as an example, the research team completed a
series of ground-based feasibility verification experiments
before the formal satellite project was approved. The first
step involves verifying if the effective atmospheric
thickness is favorable for the passage of single and
entangled photons. In 2005, entangled photon pairs were
bidirectionally distributed over Hefei city, one arm across
5.3 km and the other across 7.7 km, conclusively exceeding
the effective atmospheric thickness (Figure 25.1) [7].
Narrowband (2.8 nm) filtering and time synchronization
(with a precision of 20 ns) were employed to reduce the
background counts from the noisy city environment. The
two-photon count rates were 10 kHz and 150300 Hz at the



sender and the receivers, respectively. The physical
separation between the two receivers was 10.5 km, which
enabled the performance of a space-like Bell test with a
measured  value of .
Three years later, single photons were transmitted over the
Great Wall of China with an optical free-space distance of
16 km [8]. These two studies demonstrated that
entanglement can still survive after both entangled photons
have passed through the noisy ground atmosphere at a
distance beyond the effective thickness of the aerosphere.
To experimentally verify the feasibility of satellite-based
QKD through the one-downlink channel, Wang et al.
conducted a complete verification study of the decoy-state
QKD over the 97-km free-space link and demonstrated the
possibility of achieving a high signal-to-noise ratio and
overcoming the obstacle of a high-loss environment [9].
Two-downlink channels are required for the satellite-to-
ground entanglement distribution, requiring two
independent channels between three different locations.
From 2008 to 2010, Pan's group performed a ground-based
feasibility study in Qinghai Lake, China [10]. In the study,
entangled photon pairs were distributed over a two-link
free-space channel with distances of 51.2 and 52.2 km to
two receivers separated by 101.8 km (Figure 25.2). For the
study, a crucial enabling technology was developed, i.e.
closed-loop tracking, operated with a bandwidth and
precision of 150 Hz and 3.5 rad, respectively. The authors
obtained a two-photon rate of 6.5 MHz and measured two-
photon correlation functions, violating Bell's inequality by
2.4 standard deviations. The average two-link overall
attenuation was 79.5 dB, which is higher than the
estimated two-downlink loss based on the low-earth orbit
(LEO) satellite.



Figure 25.2 Bidirectional two-link entanglement
distribution over Qinghai Lake with a distance of 101.8 km.
(a) Satellite image of experiment site. (b) Alice collects
photons using a 600 mm Cassegrain telescope. (c) Charlie
generates and sends entangled photon pairs. (d) Bob
collects photons using a 400 mm off-axis reflecting
telescope.

Source: Yin et al. [10]/with permission of Springer Nature.

For eventual satellite-based quantum communications, one
should consider that the satellite performs rapid, relative
angular motions concerning the ground stations, including
unwanted random movement. For a typical LEO satellite at
an altitude of 400–800 km, the angular velocity can reach
20 mrad/s, and the angular acceleration can reach 0.23 
mrad/s . A verification environment that incorporates all
possible motion modes and simulations of extreme events,
including vibration, random motion, and attitude change, is
highly desirable.
To this end, Wang et al. carried out two other experiments,
in addition to the 97-km high loss one mentioned above, for
the direct and full-scale experimental verifications toward
satellite-ground QKD [9]. They implemented the
experiments with a turntable and a hot-air balloon to



simulate the platform in a rapidly moving orbit and the
vibration, random motion, and attitude change related to
the LEO satellite. The turntable (see Figure 25.3(a))
provides motion with a maximum angular velocity of 21 
mrad/s and a maximum angular acceleration of 8.7 mrad/s
. With a distance of 40 km between the transmitter and
receiver, such a motion regime covers the possible range of
motion parameters for a 400–800 km LEO satellite. The
floating hot air balloon (see Figure 25.3(b)), with a distance
of 20 km from the ground receiver, was employed as a
randomly vibrating and floating platform, which afforded
an average angular velocity of 10.5 mrad/s and an average
angular acceleration of 1.7 mrad/s  owing to its random
motion. The balloon could perform random and dramatic
motions, which positioned it out of the view of the field.
This motivated the researchers to recapture the target
rapidly, typically within 3–5 s (see Figure 25.3(c)). These
verification environments incorporate more extreme
events, including vibration, random movement, and attitude
change, compared to what would suffer from an actual LEO
satellite.



Figure 25.3 (a) The QKD transmitter is mounted on a
turntable which has approximate dimensions of 500 mm
450 mm 600 mm (but 500 mm 500 mm 1,000 mm
including the supporting metal frame). This is used for
simulation of satellite orbiting. (b) Photo of the rising and
erupting hot-air balloon in the floating platform
experiment. (c) Tracking error in the hot-air balloon
simulation. Long-time fine tracking error with the beacon
light sometimes out of the field of view. Inset: Fine tracking
error in the stabilized time area. When the beacon light is
in the tracking field, tracking accuracy is about 5 rad.

Source: Wang et al. [9]/with permission of Springer Nature.

Furthermore, by utilizing the cube-corner retrorefector on
satellites to simulate the quasi-single-photon source, one
can verify the feasibility of establishing a quantum signal
link between the satellite and the ground station [11]. Yin
et al. performed an experimental simulation of a quasi-
single-photon transmitter on the satellite with an average
photon number of 0.85 per pulse and a full divergence
angle of 38  sending to the ground [12].
In addition to the comprehensive and systematic ground-
based verification works dedicated to the Micius satellite,
many other experiments have been conducted worldwide,
and the scientific conclusions have been consolidated. For



instance, in the experiment [13] performed in Vienna, one
of the entangled photons was detected locally, while the
other one was sent through free space across 7.8 km. A
better testbed for free-space quantum communications –
the link between the Canary islands of La Palma and
Tenerife – was employed by Schmitt-Manderbach et al. [14]
for testing decoy-state QKD over a distance of 144 km, as
shown in Figure 25.4. Later, Ursin and coworkers adopted
the same experimental configuration as in [13] to send
triggered single photons across a distance of 144 km (one
link) using a free-space link between the Canary Islands La
Palma and Tenerife [15]. Due to the various atmospheric
influences at such a long distance scale, the apparent
bearing of the receiver station varied in tens of seconds to
minutes. To maximize and stabilize the link efficiency, an
active stabilization of the optical link was implemented via
a closed-loop tracking system to correct the beam drifts
induced by atmospheric changes, reducing the beam drift
from 70 rad (10 m) to 7 rad (1 m). Using this one-link
free-space channel, quantum teleportation has also been
demonstrated [16] with a channel attenuation of
approximately 30 dB. A further experiment from the same
group upgraded the ß-barium borate (BBO) crystal into a
more efficient down-conversion crystal, i.e. periodically
poled KTiOP , which generated entangled photons at 1 
MHz and sent the two photons through the free-space
channel across 144 km [17, 18].



Figure 25.4 Schematics of the 144km free-space decoy-
state quantum key distribution. BS, beam splitter; PBS,
polarizing beam splitter; HWP, half-wave plate; APD,
avalanche photo diode.

Source: Schmitt-Manderbach et al. [14], American Physical Society.

To test the APT with moving objects, Nauerth et al.
conducted a QKD experiment from an airplane to the
ground [19]. The airplane was moving at a speed of 290 
km/h, at a distance of 20 km, which corresponds to an
angular velocity of 4 mrad/s. The transmitting beam was
narrowed by a divergence of 180 rad. To establish a
stable link with this divergence, fine-pointing assemblies
were implemented and optimized on both sides, with a
precision upper bound of 150 rad. With these efforts, the
experiment yielded an asymptotically secure key at a rate
of 7.9 bit/s.



In addition to employing moving platforms to demonstrate
the feasibility of downlink channels, uplink channels were
verified by the research team from Canada with a truck and
airplane. In 2015, they reported the first demonstration of
QKD from a stationary transmitter to a receiver platform
located on a moving truck [20]. In this experiment, QKD
was implemented with a moving receiver at an angular
speed similar to that of a satellite at an altitude of 600 km.
Furthermore, they equipped a receiver prototype on an
airplane to demonstrate QKD via an uplink channel [21], as
shown in Figure 25.5 They specifically designed the
receiver prototype to consist of many components that
were compatible with the environment and resource
constraints of a satellite. Their above ground-based
feasibility experiments on uplink channels with moving
platforms provided solid technical support for the follow-up
satellite project – QEYSSat.

Figure 25.5 The receiver apparatus facing out the port-
side door of the NRC Twin Otter research aircraft.

Source: Pugh et al. [21]/with permission of IOP Publishing.



In 2017, scientists from Japan used a classical laser source
on the LEO satellite SOCRATES to test the feasibility of the
satellite-to-ground quantum-limited link [22]. Additionally,
Günthner et al. [23] completed a similar experiment using
the classical laser source from a geostationary satellite.

25.3 Satellite-Based Quantum

Communication Experiments with

Micius

The Micius program was officially approved in 2011.
Construction of the prototype satellite started in 2012 and
was completed in 2014. After that, the project turned to
build the flight model of the satellite, which was completed
in November 2015. Finally, on August 16, 2016, the Micius
satellite was successfully launched by the Long March-2D
rocket from the Jiuquan Satellite Launch Centre, China.
The orbit was circular and sun-synchronous, with an
altitude of 500 km.
A double-decker design is employed in the Micius satellite
(see Figure 25.6). The payloads for the science experiments
are composed of two optical transmitters (transmitter 1 &
2), a space-borne entangled photon source (the upper layer
of the satellite), an experimental control processor, and two
APT control boxes (the lower layer of the satellite), as
shown in Figure 25.6(a).

25.3.1 Satellite-to-Ground Quantum Key

Distribution

After launching the Micius satellite, the first goal was to
establish a space-ground quantum link and perform the
satellite-to-ground QKD [24], as shown in Figure 25.7. The
downlink has reduced beam spreading compared to the
uplink because the beam wandering occurs at the end of



the transmission path, which is typically smaller than the
effect from the beam diffraction. The 300-mm-aperture
telescope equipped in the satellite produced a near-
diffraction-limited far-field divergence of about 10 rad.
Such a narrow divergence beam from the fast-traveling
satellite (with a speed of about 7.6 km/s) requires a fast
and precise APT. Tracking accuracy of approximately 1.2 
rad was achieved, which is much smaller than the beam
divergence. It should be noted that due to the quiet
environment in out space, the tracking accuracy is better
than the previous ground tests, which deliberately set a
more stringent condition. A diffraction loss of
approximately 22 dB was obtained at 1200 km, whereas the
loss due to pointing error was below 3 dB. Additionally, the
loss due to atmospheric absorption was 3–8 dB.

Figure 25.6 The full view of the Micius satellite and main
payloads [63]. (a) The photograph of the Micius satellite
before launching. (b) The transmitter 1 for QKD,
entanglement distribution and teleportation. (c) The
transmitter 2 specially for entanglement distribution. (d)
The experimental control box. (e) The entangled-photon
source.



Apart from being used in the APT, the beacon laser also
serves for obtaining the arrival time of the single photons
in order to compensate for the space-ground clock drift.
The obtained time synchronization jitter is 0.5 ns, which is
useful for filtering the background noise. Additionally, a
spectral bandpass filter is used in the receiver to reduce
the background scattering. Finally, a motorized half-wave
plate is used to dynamically compensate for the time-
dependent photon polarization rotation during the satellite
passage.
In the experiment, the scientists employed the decoy-state
BB84 protocol, a form of QKD that uses weak coherent
pulses at high channel loss and is immune to photon-
number-splitting eavesdropping. Since September 2016,
QKD has been performed routinely under good atmospheric
conditions. The QKD experiments performed on 23
different days, with different physical distances between
the satellite and the ground stations. The shortest satellite-
to-station distance depends on the highest altitude angle of
the day, and varies from 507.0 km at 85.7  to 1,034.7 km at
25.0 . The sifted key that is obtained has a peak key rate of
40.2 kbit/s at 530 km and decreases for larger distance, for
instance, to 1.2 kbit/s at 1,034.7 km. The quantum bit error
rates are measured to be 1%-3%. By performing error
correction and privacy amplification, the secure final key
was 300,939 bits when the statistical failure probability
was set to be 10 , corresponding to a key rate of 1.1 
kbits/s. This key rate is around 20 orders of magnitudes
greater than that expected using an optical fiber of the
same length.



Figure 25.7 Illustration of the experimental set-up. (a)
Overview of the satellite-to-ground quantum key
distribution. (b) Schematic of the decoy-state QKD
transmitter, one of the satellite's payloads. (c) Schematic of
the decoy-state QKD decoder at the Xinglong ground
station, which is equipped with a 1,000-mm-aperture
telescope.

Source: Liao et al. [24]/with permission of Springer Nature.

Based on these results, the scientists further show the
feasibility of an intercontinental quantum communication
network by making the Micius the trusted relay [25]. A
secret key is created between China and Europe at
locations separated by 7600 km on Earth, as shown in
Figure 25.8.
Let us denote the random keys shared between Micius and
Xinglong as MX, and between Micius and Graz as MG.
Micius can simply perform a bitwise exclusive OR operation
( ) between MX and MG of the same string length, which
then yields a new string: MX MG. Then, the new string
can be sent through a classical communications channel to
Xinglong or Graz, which decodes other original keys using



another exclusive OR (i.e. MG=(MX MG) MX). This
process can be easily understood since Micius uses MX to
encrypt MG and Xinglong decrypts the cipher text to
recover MG, shared with Graz. Such a key is known only to
both communicating parties and the satellite, but no fourth
party.

Figure 25.8 Illustration of the three cooperating ground
stations (Graz, Nanshan, and Xinglong). Listed are all paths
used for key generation and the corresponding final key
length.

Source: Liao et al. [25]/with permission of American Physical Society.

Improving the final key rate is always one of main goals for
the practical QKD. About 3 years after the first satellite-to-
ground QKD, it achieved an average secret key rate of 47.8
Kbps for a typical satellite pass, which is more than 40
times higher than previous results [24]. Such great
improvement of the final key rate is due to the following: (i)
the signal state ratio, increased from 0.5 to 0.72, the Z-base
ratio increased from 0.5 to 0.889 at the satellite and 0.5 to
0.9 on the ground station, thereby enhancing the key rate
by 2.34 times; (ii) the repetition frequency increased from
100 to 200 MHz; (iii) the ground telescope increased from 1



to 1.2 m, corresponding to an increment about 1.5 times;
(iv) the QBER is reduced and the raw key size increased to
about 2 times; (v) the ground coupling efficiency increased
from 14%-40%, corresponding to an increment of about
three times [26].

25.3.2 Satellite-Based Quantum Entanglement

Distribution

Long-distance entanglement distribution is essential for
both foundational tests of quantum physics and scalable
quantum networks. Owing to channel loss, however, the
previously achieved distance was limited to 300 km [28].
This is mainly due to the photon loss in the channel (optical
fibers or terrestrial free space), which generally scales
exponentially with the channel length. For example, using a
bidirectional distribution of an entangled source of photon
pairs with a 10-MHz count rate directly through two 600-
km telecommunication fibers with a loss of 0.2 dB/km, we
can only obtain 10 /s two-photon coincidence events.
Three ground stations are cooperating with the satellite,
located at Delingha in Qinghai, Nanshan in Urumqi,
Xinjiang, and Gaomeigu Observatory in Lijiang, Yunnan, for
the mission of entanglement distribution [27]. At Delingha,
Lijiang and Nanshan station, the receiving telescopies has
diameters of 1200, 1800, and 1200 mm, respectively. The
physical distance between Delingha and Lijiang (Nanshan)
is 1203 km (1120 km). The separation between the orbiting
satellite and these ground stations varies from 500 to 2000 
km. The entanglement distribution was achieved both
between Delingha and Lijiang and between Delingha and
Nanshan. The experiment involving Delingha and Lijiang is
described below.
The satellite (Figure 25.6(e)) emits 5.9 million entangled
photon pairs per second, which are then sent out using two



telescopes. Using a reference laser on the satellite, the
overall two-downlink channel attenuation can be measured
in real time, which varies from 64 to 82 dB. The experiment
observed an average two-photon count rate of 1.1 Hz, with
a signal-to-noise ratio of 8:1.
The distributed entangled two photons were then employed
for a Bell test. The experimental configuration and Pockels
cells used were fast enough to close the locality and
freedom-of-choice loopholes. The Bell test ran 1167 trials
during an effective time of 1059 s. A violation of the Bell
inequality of 2.374  0.093 by 4 standard deviations was
obtained. The result again confirms the nonlocal feature of
entanglement and excludes the models of reality, which sits
on the notions of locality and realism, in a new space scale
with thousands of kilometers.



Figure 25.9 Overview of the experimental setup of
quantum key distribution based on the entanglement
distribution.

Source: Yin et al. [30]/with permission of Springer Nature. (a) An
illustration of the Micius satellite and two ground stations. Image credit:
Fengyun-3C/Visible and Infrared Radiometer, with permission (2020). (b),
(c), and (d) are monitoring and filtering against side channels. (b) The
transmission of broad-bandwidth and narrow-bandwidth filters. (c) The
output of monitoring circuit with/without blinding attack. Without blinding
attack, the outputs are random avalanching single-photon-detection signals
(black dots). With blinding attack (starting from 0.2 ms), the output signals
are at around 2 V, which is clearly above the security threshold, thus
triggering the security alarm. (d) The system detection efficiency of the four
polarizations in the spatial domain. With the spatial filter, the four
efficiencies are identical.

After the first satellite-based entanglement distribution [27,
29], a later experiment of entanglement-based QKD was
[30] performed between the ground station of Delingha and
Nanshan with a physical separation of 1120 km. The
receiving efficiencies were considerably improved using a
higher efficiency telescope and follow-up optics.



Entanglement-based QKD is particularly attractive because
of its inherent source-independent security [31, 32] where
the security can be established without any assumption on
trusted relay.
In particular, a special effort of [30] was made to ensure its
implementation is practically secure against all known side
channels. Due to the source-independent nature of the
entanglement-based QKD, the system was immune to any
loophole in the source, and all left is to ensure the security
on the detection sides in both ground stations. In general,
the side channels, known and to be known, on the detection
primarily violate the assumption of fair-sampling. Note that
the concept of “fair-sampling” here refers to the
consistency of different receiving detectors on spatial and
spectral freedom of the arrival beams, which differs from
the experimental requirement of addressing the “fair-
sampling loophole” of the Bell test. Experimentally, Yin et
al. ensured the validity of the fair-sampling by filtering in
different degrees of freedom, including frequency, spatial
and temporal modes. Also, countermeasures were taken for
the correct operation of the single-photon detectors, as
shown in Figure 25.9. They considered all known detection
attacks, including the detector-related attacks [33–35],
wavelength-dependent attack [36], spatial-mode attack
[37], and other possible side-channels. Consequently, the
secret key, generated by this QKD system, is secured under
realistic devices.
By running 1021 trials of the Bell test during an effective
collection time of 226 s, Yin et al. observed that the
parameter S was  with a violation of local
realism by 8 standard deviations. Having violated the Bell's
inequality, they demonstrated the entanglement-based QKD
using the protocol presented by Bennett, Brassard, and
Mermin and coworkers in 1992 (BBM92), where both Alice
and Bob took measurements randomly along the H/V and



+/- basis [38]. Due to the efforts to ensure the fair-
sampling assumption, the practical security of the BBM92
protocol is compatible with the E91 [39].
Within 3100 s data collection time, 6208 initial
coincidences were obtained, which gave 3100 bits of sifted
keys with 140 erroneous bits. The quantum bit error rate
was 4.5   0.4 . After error correction and privacy
amplification, the secure key rate of 0.43 bits/s in the
asymptotic limit of infinite long key and a finite secret-key
rate of 0.12 bits/s were obtained. More details on the final
key rate are discussed in Ref. [40]. The results increase the
secure distance of practical QKD for ground users by 10
times to the order of a thousand kilometers, representing a
key step toward the Holy Grail of cryptography. Note that
with the newly developed entangled photon source with a 1 
GHz generation rate [41] increased the secure key rate by
about 2 orders of magnitude directly.

25.3.3 Ground-to-Satellite Quantum

Teleportation

Utilizing the Micius satellite, the scientists performed
quantum teleportation of a single photon from an
observatory ground station in Ngari to the satellite, an
uplink (for an overview, see Figure 25.10(a)) [42]. The
uplink teleportation experiment has two additional
challenges compared with the previous downlink work.
First, the teleportation of an independent single photon
requires a multi-photon interferometry with a coincidence
count rate several orders of magnitude lower than typical
single- or two-photon experiments. Second, the
atmospheric turbulence in the uplink channel occurs at the
beginning of the transmission path, which causes beam
wandering and broadening that increases the amount of
spreading of the traveling beams.



A very compact design of ultra-bright four-photon sources,
which used both collinear and noncollinear spontaneous
parametric down-conversion (SPDC) (see Figure 25.10(b)),
was employed to meet the extreme condition of the field
experiment in Ngari. The four-photon interferometry
system was integrated into a compact platform with a
dimension of 460 mm 510 mm 100 mm and weighing less
than 20 kg. The pump laser was used for two identical
multi-photon modules built sequentially, where the
multiplexed four-photon count rate was 8200/s. Note that
with the newly developed SPDC source [43] improved the
four-photon count rate by a factor of 10.





Figure 25.10 Overview of the setup for ground-to-satellite
quantum teleportation of a single photon over distances of
up to 1,400 km.

Source: Ren et al. [42]/with permission of Springer Nature. (a) A schematic
of the satellite is overlaid on a photograph of the Ngari ground station in
Tibet. The separation between the satellite and the ground station varies
from about 500 to 1,400 km during quantum teleportation. (b) The compact
multi-photon setup for teleportation at the ground station. (c) The
transmitter at the ground station. (d) The receiver on the satellite.

The teleported single photons from a single-mode fiber
were transmitted through a 130-mm-diameter off-axis
reflecting telescope (Figure 25.10(c)) and received by a
300-mm-diameter telescope in the satellite (Figure
25.10(d)). Both the transmitter and receiver were equipped
with APT systems to optimize the uplink efficiency. The
physical distance between the ground station and the
satellite varies from a maximum of 1400 km (at an altitude
angle of 14.5 , the starting point of our measurement) to a
minimum of 500 km (at the highest altitude angle of 76.0 ,
when the satellite passes through the ground station above
the top). Here, the channel loss of the uplink falls from 52
to 41 dB, measured using a high-intensity reference laser.
Finally, the researchers demonstrate successful quantum
teleportation of six input states in mutually unbiased bases
with an average fidelity of 0.80  0.01, well above the
optimal state-estimation fidelity on a single copy of a qubit
(the classical limit).

25.4 Other Quantum Satellite

Projects

The positive results and exciting prospect kick-started an
international race on quantum experiments in space. Many
satellite projects for quantum communications have been
approved and supported, as shown in Figure 25.11.



For instance, the Quantum Encryption and Science
Satellite (QEYSSat) project in Canada has been studied by
the Canadian Space Agency since 2010, and it has received
$1.5 million and $30 million funding in 2017 and 2019,
respectively. Its mission concept was developed in
partnership with Honeywell Aerospace. In contrast to many
other missions, it proposes a quantum uplink, placing the
receiver on the microsatellite and keeping the quantum
source on the ground [21, 44]. It was reported in [48] that
NASA plans to build a quantum satellite link, which was
called “Marconi 2.0.” The main idea behind Marconi 2.0 is
to establish a space-based quantum link between Europe
and North America by the mid- to late-2020s.



Figure 25.11 Other quantum satellite plans besides
Micius. (a) The Quantum Encryption and Science Satellite
(QEYSSat) project in Canada.

Source: Jennewein et al. [44]/with permission of SPIE.

(b) The 3U Cubesat involving an entangled photon source
developed by the group in National University of
Singapore.

Source: Villar et al. [45]/with permission of Optica Publishing Group.

(c) The CubeSat-based mission concept Nanobob proposed
by researchers of France and Austria.

Source: Kerstel et al. [46] Springer Nature/CC BY 4.0.

(d) The CubeSat Quantum Communications Mission
(CquCoM) jointly undertaking by a joint research team.

Source: Oi et al. [47].



In addition to the traditional “big-space” paradigm of
satellite, many other teams worldwide have started a new
paradigm based on nanosatellites, even the CubeSat
standard [46, 47].
A group at the National University of Singapore has been
committed to designing and developing quantum sources
based on nanosatellites and CubeSat platforms. They
developed a correlated photon pair source as the
pathfinder for their future plan of space applications [49–
51]. Recently, they developed an entangled photon-pair
source onboard a 3U CubeSat, SpooQy-1, which was
launched successfully to the ISS in April 2019. The CubeSat
was then deployed into orbit from ISS on June 17, 2019
[45].
Bedington et al. provided a table of notable satellite QKD
proposals [52]. In addition to the university consortia and
national agencies, the international space race also
involves private companies, e.g. QKDSat (ArQit) [53] and
QUARTZ [54]. Also, a more ambitious quantum
communication infrastructure project is taking shape in
Europe. The European Quantum Communication
Infrastructure (EuroQCI) initiative aims to build a secure
quantum communication infrastructure that will span the
entire European Union (EU), including its overseas
territories [55].

25.5 Outlook

Although the Micius satellite greatly enhances the scale
and capability of quantum experiments in space, Micius
only marks the beginning. There is much space for
improvement.
One of the main drawbacks of the current satellite-based
quantum communication missions is that they can only



work at night, significantly limiting their practical
application. Therefore, one of the following steps toward
the practical satellite-based quantum secure
communication network is to demonstrate daylight free-
space quantum communication. The main challenge is the
intense background noise from the scattered sunlight,
typically five orders of magnitude greater than the
background noise during nighttime. In general, it is
suggested that the signal-to-noise ratio can be by
combining detection timing, narrowband filters, and spatial
filtering.
A preliminary verification of free-space QKD in daylight
under conditions of high channel loss ( 48 dB) over 53 km
was reported by Liao et al. [56]. To increase the signal-to-
noise ratio, first, Liao et al.. chose a working wavelength of
1,550 nm. Compared to 800 nm, the telecom-band
wavelength has the transmission slightly higher, and
Rayleigh scattering 14 times smaller. Further, the
sunlight intensity at 1,550 nm is 5 times weaker than that
at 800 nm. Second, free-space single-mode fiber-coupling
was developed with an efficiency of 30% for the indoor test
and 5% in the outdoor. The field of view for the receiving
system is reduced below 10 rad to reduce the
background noise. Finally, ultralow-noise up-conversion
single-photon detectors were used with a built-in spectral
filtering employing volume Bragg grating with a bandwidth
of 0.16 nm. Such narrowband filtering reduces noise by a
factor of 100 compared to the 3–10 nm filters used in
previous experiments at night. A combination of the three
key toolbox enabled a decoy-state QKD with a final key rate
of 20–400 bits per second, where the variation was mainly
due to the atmospheric environment.
Due to the longer distances and the associated diffraction
loss, new techniques need to be developed to increase the
link efficiency in the future, including large-size telescopes,



better APT systems, and wavefront correction through
adaptive optics [57–62].
A LEO satellite alone is not enough to support the
construction of the global-scale quantum communication
network. In general, attention should be paid to two
aspects: increasing the number of satellites and raising the
orbital altitude. It is necessary to build a quantum
constellation combining LEO satellites and high-earth-orbit
(HEO) satellites. Compared to the LEO satellites, high-orbit
satellites can provide a much longer service time and
broader coverage. Combining a high-orbit satellite and
multiple LEO satellites can form a quantum constellation
for global services.
Through these further efforts, we could envision a global
quantum communication infrastructure with quantum
constellation and ground-based fiber networks, as shown in
Figure 25.12. Fiber-based network on the ground provides
secure communication services for distance cities.
Meanwhile, a quantum constellation with LEO and the
high-orbit satellites connecting key nodes on the fiber
networks and movable nodes, even ships in the ocean.
Based on the above analysis, we suggest that the simplest
quantum constellation should include at least three low-
orbit satellites and one high-orbit satellite. In this
configuration, assuming that not less than 100 ground
stations need to be covered, each ground station needs
more than 50 times of QKD links with satellite per year and
can obtain about 2 Mbits for each satellite passage. Then,
each station can obtain 100 Mbits per year, and the
quantum constellation can output about 10 Gbits of keys
per year totally, which can support the basic function of
voice communication. Also, HEO satellites can provide 24-
hr QKD services at a key rate of 1 kbps for some important
areas, which can provide the basic needs of text
communication.



Figure 25.12 The roadmaps toward the global quantum
communication network. Intra-city metropolitan networks
will be created using fibers. Quantum repeaters can
connect the metropolitan networks. Long-distance and
intercontinental quantum communication will be realized
via satellite-based quantum channels [63].
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26.1 Introduction

Few years ago, the deployment and commercialization of
fifth generation (5G) started. The vision of 5G represented
the arrival point of a long scientific and research journey.
At the beginning of the last century, the first radar,
telegraphs, and telephones were realized. The applications
of electromagnetic fields in telecommunications started
strongly focused on the physical layer and the hardware.
Independently, computing started during the 1930s–1940s.
After the II World War, the so-called Age of Information
started, with the results by Shannon and the design and



realization of the Internet. Next, between 1994 and 2004,
wireless cellular communications arose transposing the
previous experience obtained with the telephone network.
Only with fourth generation (4G) and finally with 5G, the
paradigms of computing, the experience obtained with, and
the capabilities of the Internet, converged to the idea of
wireless and mobility. The paradigm in communication
networks shifted from store-and-forward to compute-and-
forward, so that software obtained a key role in
communications [1].
Currently, the research focus by academia and industry
moved to the next generation, the so-called sixth
generation (6G), which first aims at addressing the
unanswered promises by 5G, which have not been
completed yet. This is, for example, widespread network
softwarization and programmability, with fully
implemented network slicing of virtualized core and edge
network. However, 6G has also a wider vision than its
predecessor 5G. 6G envisions the ubiquitous integration
between human life and communication networks [2]. This
sets very demanding and stringent requirements, which
have to be mutually satisfied by communication and
computing technologies that were not designed to be so
tightly integrated. Moreover, the classical technologies
experience some intrinsic limitations of the fundamental
key performance indicators (KPIs), which arise from their
inherent interdependence and correlations. That is why,
the scientific and industrial communities are looking for
new different resources to be used, which can neglect the
correlations happening in the current “classical” domain.
The time is now mature for quantum technologies to open
new horizons in communication networks and computing.
Next, a question becomes prominent, considering the
experience gained in the last century: what is the current
status of quantum-mechanical applications?



Figure 26.1 General timeline of research in quantum
mechanics and its applications.
As it is possible to see in Figure 26.1, quantum mechanics
started at the beginning of the last century from some
experiments that showed the limits of the previous theories
to describe physical phenomena at atomic and subatomic
level. The formulation of quantum mechanics took some
decades and significant research effort by the international
scientific community, in order to reach the current
mathematical description that we use today, based on the
Dirac notation and group theory [3]. With a shift of about
20 years in respect of its classical counterpart, information
theory was interconnected to quantum mechanics opening
the way to quantum information theory and quantum error
correction theory. This also helped the enhancement of
quantum computing theory started with Feynman.
In the last decade, we reached the first implementations of
quantum computing platforms and quantum
communications for security applications, the so-called
quantum key distribution (QKD). We are now in the same
condition of classical communications in the 1960s and
1970s when the idea of the Internet started. In fact, in
2018, the vision of a Quantum Internet interconnecting



quantum computers worldwide oriented the effort of the
scientific and the industrial communities. Nevertheless, the
Quantum Internet, in respect of its counterpart, does not
start from the scratch. In fact, there is the concurrent effort
toward 6G that can give significant help to the evolution of
quantum communication technologies.
In this panorama, it is important to discuss a topic that is
not so well covered in the research community: can we
integrate quantum and 6G communication networks? If yes,
how? What are the mutual benefits obtained with a
quantum-6G? Sections 26.2–26.4 of this chapter try to
introduce and set the problem, providing the main
conceptual means to orientate is such a complex,
heterogeneous, and interdisciplinary research area, where
many challenges are still open and under clarification.

26.2 What Is 6G?

The scientific work on the 5G of wireless cellular networks
was one of the main research efforts of the last decade.
Currently, the standardization is going to reach its Release
18, which will be completed by 2024. Currently,
International Telecommunication Union (ITU) has started
working on the “International Mobile Telecommunications
(IMT) Future Technology Trends Towards 2030 and
Beyond.” This report will provide the high-level vision and
guidelines for the research and design on 6G. The
prestandardization effort by the scientific and industrial
communities has started worldwide [4]. In Asia, China,
Japan, Korea, and India are carrying on relevant national
strategies. Next, in North America, Alliance for
Telecommunications Industry Solutions (ATIS) has begun
the Next G Alliance, while in Europe, various 6G projects
have been funded [4]. In particular, in January 2021, the



European Union (EU) has seen the kick-off of its 6G
Flagship project, called Hexa-X.
The first architectural pillar of 6G will be Artificial
Intelligence (AI) [5]. While, in 5G, AI was mainly applied as
a service/application for end users, in 6G, it is going to be
applied to every network aspect and protocol stack's layer,
toward autonomous network operation and management.
For example, the 6G network will employ AI for optimizing
the usage of the Radio Access Network (RAN) such as
managing resources and ensuring the required quality-of-
service (QoS). Moreover, the employment of AI will not
only be in a centralized but also in a distributed manner.
Network elements like functionalities and tasks will be
realized as softwarized agents, which will constitute virtual
chains to achieve an objective. An intelligent procedure
usually consists of four main steps: sense, plan, decide, and
act, which are flanked by learning and the final
environmental feedback. Sensing is critical for a correct
information gathering, including data mining, labeling, and
classification. Next, planning refers to the interpretation of
mined data according to a model of data analytics so that
the results can be used for planning. Deciding consists of
identifying the potential actions according to policies and
analytics. Finally, acting is the actual realization of the
action on the network. The environmental information
helps in checking the effects. All the previous states are
part of a control loop, which mainly realizes the learning
that continuously improves the performance of the AI.
As already started with the advent of 5G, 6G will virtualize
or, more specifically, softwarize all the network protocol
stack operations and tasks. This will actually result into a
modular softwarization so that microservice or intelligent
agents will be the building blocks of any network aspects.
Then, this is also what will happen to AI. Learning entities
will be flexibly instantiated across the network, replacing



the monolithic functions by making them more resource
efficient. Next, the integration of AI in the network
management and operations will also open the way to
proactive operations, with the capability to estimate the
future network states. This will permit ideally to achieve
the so-called “negative” latency. This networking paradigm
has been named anticipatory networking, which is a new
important advantage obtained in 6G intelligent networks.
Nevertheless, the critical trade-off arising is the one
combining latency reduction with reliability and resilience
reduction, since the network decisions are not
deterministic anymore.
6G networks require an efficient employment and
integration of intelligence into the architecture. This
implies the choice of the optimal implementation paradigm.
Centralized learning implies sending all data from each
device to a centralized server in the cloud to train an AI
model. On the other hand, decentralized incremental
learning consists of learning locally at the devices side,
while only sending the model parameters to a centralized
server in the cloud that stores them. This helps in
communication efficiency and privacy assurance. Federated
learning (FL) combines the pros of centralized and
decentralized incremental AI. Multiple network nodes
collaboratively train a centralized AI model in a distributed
and iterative way until convergence of the centralized
model is achieved. Specifically, the nodes only exchange
local model parameters instead of the entire network data
mined; next, the centralized model can then be shared to
the individual network nodes.
The employment of AI in the future 6G architecture can
have multiple benefits. First, it could be used for
management and orchestration, traffic classification, and
time-series forecasting. In particular, referred to
management and orchestration, some examples of use



cases could be traffic forecasts, automated Virtual Network
Function (VNF) placement and network slicing, network
self-healing, and hidden patterns discovery, to proactively
assist network planning and sizing. Next, it could be
applied to data clustering, information extraction, and
detection of network anomalies. Network automation is
also a pivotal AI application. Side by side, the
characteristics of FL could be exploited to implement
collaborative machine learning. The employment of AI also
has a “spatial” perspective according to what area of the
network is going to be withing the AI domain. First, AI
could be locally applied within RAN, core, and edge
domains. Second, AI could also be applied in a more cross-
domain way to realize self-healing and self-management.
This is the enabler of the 6G so-called “continuum
orchestration” [5].
From an architectural perspective, 6G can be defined as an
“ecosystem” of network, or as a so-called Network of
Networks (NoN). By definition, an NoN is an
heterogeneous architecture (conceptually similar to the
Internet), which can provide global and ideally limitless
connectivity to a huge number of heterogeneous devices.
This vision has started with the advent of 5G, but it has
become mature within the 6G context. Moreover, with 6G,
this vision not only remained limited to terrestrial two-
dimensional networks, but it also extended to Non-
Terrestrial Networks (NTN), realizing a three-dimensional
architecture. Other important elements of an NoN are
flexible multiconnectivity, subterahertz, visible light, and
device-to-device (D2D) communications, also hosting local
ad hoc networks within the structured network. Since low
latency and then mobile edge computing (MEC) are
important pillars of future 6G networks, Local Area
Network (LAN) play a fundamental role in the 6G
architecture and infrastructure. Non-Public Network (NPN)



played an important role in local and metropolitan area
networks, providing specialized infrastructures and
architectures to specific users and customers. Their
employment was mainly dedicated to industrial,
educational, and public-safety scenarios, which required
dedicated suitable networks to satisfy their specific KPI. 5G
first and now 6G are generalizing NPN, seamlessly
integrating them into the whole 6G management and
orchestration of the network continuum. That is why, now it
is important to talk about 6G campus networks and their
role in the architecture and the infrastructure. Before 5G,
management and orchestration were mainly performed
within the core network. With 5G, the management and
orchestration of softwarized network functions has been
performed per network area, according to different
orchestration domains like core network, transport
network, and edge. On the other hand, 6G requires a new
architectural design since previous communication
networks have not been capable to realize the concept of
network continuum and continuum orchestration (see
Figure 26.2).



Figure 26.2 6G and the concept of device-edge-cloud
continuum orchestration.

A campus network is a network consisting of an
interconnection of LAN within a limited geographical area
[6]. The main objectives of 6G campus networks will be
cost reduction, security assurance, lower energy usage,
and increased flexibility and adaptivity of the RAN and
edge. In that sense, open-software solutions are planned to
be used in the 6G campus networks like the so-called
OpenRAN. OpenRAN is an open interface down to the
antenna that can be reconfigured through software. The
generalization of campus networks in 6G architecture will
not only consist of an open-software implementation of the
RAN but also in the inclusion of edge computing resources
hosting microservices and local intelligent entities (i.e.
agents). 6G campus networks can represent specific and
suitable deployments for industrial scenarios, public
services, etc. Especially, local and virtual operators can
provide campus network resources to a region or a city in
order to train robots or to manipulate digital twins from
remote. Future industry will massively use collaborative



and automated robots, also interacting with humans. For
example, future industrial scenarios will consist of
hundreds of robots, sensors, machines, etc. The tasks
performed by robots and machines are becoming more and
more complex, then the number of sensors that humans
will need to wear is going to greatly increase. The huge
deployment of heterogeneous sensors will generate huge
data collection and transmission to a dedicated intelligent
edge within the campus network. Because of this, the 6G
campus network will enable edge computing resources for
such massive data management and processing.
One of the key aspects of wireless networks has always
been coverage. Coverage is the key for service provisioning
and continuity. However, by now, service provisioning and
continuity have not been a critical characteristic since
broadband end users could accept the provided
performances also in rural and remote areas. With 5G, and
maximally with 6G, the network infrastructure has to host
critical and necessary services. Then, network resources
must be available anytime anywhere, with a probability
closer and closer to 100%. In order to achieve these
performance metrics (“anywhere” means global
connectivity), 6G aims at realizing a three-dimensional
architecture with the employment of NTN. NTN not only
include satellites but also unmanned aerial vehicle (UAV)
and high-altitude platforms (HAPS). The use of these
platforms can be twofold: transparent and regenerative.
Transparent means that NTN relays of the signal between
the end users and the terrestrial base station. Regenerative
means that the base station is placed on the third
dimension, and then a backhaul/fronthaul is set up with a
terrestrial gateway to connect to the terrestrial
infrastructure. The former does not need high computing
and communication resources. The latter instead requires
the adaptation of the NTN equipment to place a fully



functional RAN. Furthermore, the third dimension can be
used to host computing and communication resources for
edge and core functionalities. This implies the realization of
constellations, embodying aerial- and satellite-based data
centers. NTN can also embrace the campus networks
scenarios in 6G network continuum, which opens to the
realization of three-dimensional campus networks. If UAVs,
HAPS, and satellites host communication interfaces and
computing/storage, they can potentially provide any
network functionality and operation to meet the 6G KPIs in
remote and rural areas. Nevertheless, in case of three-
dimensional campus networks, the problem of resource
allocation and management becomes more critical due to
the variability of the infrastructure characteristics. For
example, low earth orbit (LEO) nanosatellites change
continuously their positions in the orbits and HAPS can be
forced to adjust their altitude and positioning based on
environmental and atmospheric conditions.
The definition of KPIs depends on the service they are
referred to. First, 6G must satisfy all the indicators of 5G.
Next, more stringent KPIs have to be added to host 6G new
services and applications. For example, the case of Digital
Twins for manufacturing states the following KPI [6]:

Availability [%] 99.99–99.999999,
Reliability [%] 99.9–99.999999,
Maintainability High (low tolerance to downtime in use
cases where the digital twin is essential for maximizing
the efficiency of the factory),
Service latency [ms] 0.1–100,
Data rate (minimum expected, desired, maximum)
[Gbit/s] Peak: 10–100, Average: 1–10,
Agent availability [%] 99.99–99.999999,



Agent reliability [%] 99.9–99.999999.

26.3 6G Intrinsic Limitations: Why Do

We Need Other Technologies?

Section 26.2 has given a brief overview of the complexity
and heterogeneity of 6G networks. Big data mining and
classification, massive distributed computing, complete
network softwarization, unprecedented security, and
widespread employment of AI pose critical challenges to
classical communication and computing technologies. Next,
the following tries to highlight the critical trade-offs that
are limiting classical communication technologies for
achieving their goals.
Figure 26.3 depicts the impact of software and
virtualization on some principal KPIs. The software
abstraction introduces additional latency for packet
processing. Packet input/output and processing operations
in the virtual environments (e.g. virtual machines,
containers, etc.) are slower considering the KPIs of 6G. The
massive network softwarization is also getting into the
layers of the network protocol stack via the paradigm of
programmable protocol stack (PPS) so that latency due to
network virtualization is expected to constantly increase.
When we talk about end-to-end latency in 6G, it is
important to keep in mind that it is the sum of various
contributions due to the propagation, the transmission on
the link (inversely proportional to the available capacity of
the communication channel), the queuing operation, and
the processing. The price to pay is not only for the latency.
Softwarization and paradigms like cloud and edge
computing are highly increasing the energy usage of the
network. Moreover, the management of Virtual Network
Functions VNFs increases the communication load and thus
reduces the energy efficiency. Next, software environments



are more prone to security threats and privacy issues (if we
consider the offloading of functionalities to third-party data
centers for example). Software functions are more prone to
failures than hardware ones, but they can recover more
flexibly and more rapidly. This can imply a gain in
resilience. Finally, the gain in resilience, flexibility,
reliability, and sustainability (software is more scalable
than hardware) that it is obtained with softwarization and
programmability can somehow limit the performances of
the network according to other metrics.

Figure 26.3 Main pros and cons of softwarization and
programmability.

The complex and heterogeneous 6G system will also
require networks to rely less on human intervention and
more on intelligence and AI for network management and
operations. In fact, as previously described, in-network
intelligence will be a key element of future networks,
enabled by softwarization and programmability. A



widespread employment of AI in each layer or function of
the network will have various potential benefits (see Figure
26.4). First, it will increase resilience, reliability, and
availability, since AI can rapidly address network outages
or imminent failures of both infrastructure and
communications. Next, AI will also have a fundamental
impact on end-to-end latency. The employment of AI for
proactive algorithms helps for a significant reduction of
latency [7]. Moreover, the potential is to open the
possibility for a so-called “negative” latency, which will
help in achieving the very stringent 6G KPI [8]. The
research community in the field calls this paradigm
anticipatory networking, in which anticipation means that
prediction techniques are used, and networking means that
the optimization of routing and network-related functions is
performed. However, even if anticipatory networking and
in-network intelligence increase the communication
resilience and reliability, they can also fail in their decision
process, since they are probabilistic in nature. Then, this
can be somehow incompatible with the objective of almost
no network failure. Furthermore, the cost of AI in terms of
computing and communication can be very high [3].
The three-dimensional networking mentioned in Section
26.2 will permit the provisioning of network functions,
services, and operations to rural and remote areas,
enhancing the network coverage. This paradigm will mainly
affect the characteristics of 6G Layers 3 and 4. Moreover, it
will reduce the cost of network deployment in areas where
the terrestrial network is impracticable. In case of natural
disasters or terrorist attacks [9], three-dimensional
networking can highly increase the resilience and the
availability of network resources for both communication
and computing [10]. Finally, it can also reduce the end-to-
end latency where terrestrial routes are too long. Figure
26.5 depicts these positive effects. So, what are the trade-



offs in this case? The use of HAPS, UAVs, and
nanosatellites increases the impact of the Doppler's effect
on the communication link [10]. Especially in the case of
nanosatellites, the constellation should be carefully
designed to ensure continuous availability of resources.
Moreover, these platforms have quite more limited
resources for computing and communication since they are
battery powered [11]. In parallel, the throughput provided
by these devices has quite more limitations that the one
provided by a terrestrial infrastructure (e.g. fiber-based or
cellular-based) [12].

Figure 26.4 Main pros and cons of in-network intelligence.



Figure 26.5 Main pros and cons of three-dimensional
networking.
The placement of computing at a given data center (e.g.
big, micro, and femto) has impact on resilience, capacity,
and latency. The distributed nature of the in-network
computing with related intelligence has negative impact on
the energy efficiency, since the control traffic to handle
intelligent network agents greatly increases. While positive
effects can be in line with the ones obtained with in-
network AI and softwarization, the price to be paid is the
computing cost (energy usage) and the sustainability once
massively widespread (see Figure 26.6). Additionally, while
security may be increased in respect of security threats like
denial-of-service (DoS), the distributed nature of agent-
based systems spreads the processing of data (especially
sensitive one) in the network, subsequently reducing
privacy.



6G will also consider the change of the RAN to provide the
required data rates in the order of hundreds of Gbit/s. This
will combine the use of mmWaves as per 5G design and the
employment of Terahertz frequencies. While the goals in
terms of coverage and throughput will be satisfied, the
negative impact will be on the computing latency needed at
the baseband unit (BBU) (either hardware-based or
softwarized), as shown in Figure 26.7. The scope of the
BBU is to perform the baseband processing of the signals
to/from the wireless link. The operations of a BBU involve
physical-layer signal processing, reduction of interference,
modulation/demodulation, error-correction coding, radio
scheduling, encryption/decryption of data packets both in
downlink (network to users) and uplink (users to network).
Fast Fourier transfor (FFT) and inverse fast Fourier
transfor (IFFT) are also performed at the BBU. The
computing required at the BBU has been experimentally
demonstrated to be increased by augmenting the
throughput of the wireless communication.



Figure 26.6 Main pros and cons of distributed multiagent
systems.



Figure 26.7 Main pros and cons of the new radio access
network.
Finally, it is worth mentioning the goal of trustworthiness,
translated in unprecedented security and privacy. This is
something that can be achieved via different advanced
schemes like homomorphic encryption [13]. However,
these schemes highly increase the processing load and thus
the latency and the energy usage (see Figure 26.8).



Figure 26.8 Main pros and cons of encryption.
In order to go beyond the trade-offs, in which classical
technologies got stuck in 6G, new radical resources are
necessary for computing and communication. This means
changing the intrinsic nature of the network architecture
that the research community is envisioning for 6G. These
new resources have been identified in molecular-biological
communications and quantum-mechanical communications
[2]. In the context of the discussion of this chapter, the
focus is on quantum-mechanical resources like quantum
superposition, quantum entanglement, and no-cloning
theorem. These resources have been identified as the ones
providing mutual satisfaction of KPIs in computing and
communication avoiding trade-offs.

26.4 The Vision of the Quantum

Internet



Before discussing the general characteristics and the
definitions that have been provided about the so-called
Quantum Internet, first we will briefly recall what the
Internet is. The Encyclopædia Britannica defines “[…]
Internet, a system architecture that has revolutionized
communications and methods of commerce by allowing
various computer networks around the world to
interconnect. Sometimes referred to as a network of
networks […]” [14]. Then, the important achievements
were the interoperability of all the computers and the
worldwide extension. In fact, the Internet reformed the
previous data communication systems, which were
connecting few devices and were covering very limited
geographic areas. Originally, each communication system
was ad hoc, running specific proprietary protocols.
At the end of the 1970s, the process of making the Internet
a homogeneous network started. The work achieved a final
shape after about ten years, when the Open Systems
Interconnection (OSI) reference model was released by the
International Organization for Standardization (ISO).
Specifically, this represented the Internet standard solution
to the so-called “layering problem” in communication
systems. In [15], layering is defined as a “[…] structuring
technique which permits the network of Open Systems to
be viewed as logically composed of a succession of layers,
each wrapping the lower layers and isolating them from the
higher layers […].” Figure 26.9 shows the logical individual
elements composing the layering procedure. An important
assumption of layering in communication networks is the
independence of how services work in each layer in respect
of the other ones.



Figure 26.9 Logical layering of a communication network.
The physical media consist of the communication and
computing hardware of the network, and the physical
communication link. Next, each layer contains various
internal elements called entities. Entities can be peer
entities if they are in the same layer. The entities are the
internal services that a layer can provide to its neighboring
layers. The entities of the highest layer work for their own
goals, while the entities within the other layers are all
interconnected to each other, working collaboratively to
provide the service. Next, the entities within layers of
different network nodes collaborate via protocols, which
establish how the -entities work using the -services
to perform the respective -functions. The Service Access
Points (SAPs) are the principal logical interfaces that
entities of different layers use to provide their services. It is
important to notice that one -SAP can be used by only
one -entity and -entity. On the other hand, one -
entity and -entity can use more than a -SAP (see
Figure 26.9). Next, the -layer employs -connections
between -SAPs. The end of a connection at SAP is called



Connection End-Point (CEP). Various connections can run
among the same SAPs. Identifiers and addresses are
assigned to Connection End-Points CEPs.
From this more general layering conceptual framework, the
specific and well-known ISO-OSI reference model was
derived to enable the Internet communications [15, 16].
This layering model specifically consists of six layers above
the physical media. The lowest layer is called Link Layer
and the highest layer is the Application Layer. In between,
there are the Network, Transport, Session, and
Presentation Layer. Subsequently, the Transport Control
Protocol (TCP)-Internet Protocol (IP) layering arose [17].
Other reference models were provided during the years
related to different communication technologies, as for
example in the case of Broadband Integrated Services
Digital Network (B-ISDN) [18].
In a similar way to what has happened for the classical
Internet, the preliminary development of quantum
computing platforms has brought the interest to how
effectively set up remote communication channels among
them. In fact, in the last decade, some big companies
worldwide have been implementing preliminary quantum
computers. However, the current situation is the same
mentioned above for the classical Internet: no standard
exists. This means that each quantum computer is realized
in an ad hoc manner, without the possibility of direct
interoperability. In the moment of writing, a proper
standardization of quantum computing platforms and, more
generally, of quantum hardware is still missing.
Nevertheless, the research interest started to grow for how
to interconnect distributed quantum devices via an
Internet-like network. This is the so-called Quantum
Internet.



The start of the work on the Quantum Internet can be
officially located in 2018, when the Quantum Internet
Alliance (QIA) began its scientific activities. In parallel, the
Internet Research Task Force (IRTF) Quantum Internet
Research Group (qirg) started the effort to define the
standard characteristics and terminology of the Quantum
Internet. In their current draft, the definition of quantum
networks says “[…] distributed systems of quantum devices
that utilise fundamental quantum mechanical phenomena
[…] to achieve capabilities beyond what is possible with
nonquantum (classical) networks […] such devices may
range from simple photonic devices […] to large-scale
quantum computers of the future […]” [19]. From this
quote, it is possible to feel the influence of wireless cellular
networks and 5G/6G perspectives, since the devices
considered are not merely computers but also sensors, etc.
Before dealing with the network-related aspects, it is
important to mention what the unit of information is.
Quantum systems are characterized by quantum states.
These quantum states can represent information. In the
current vision of the Quantum Internet, the unit of
information is the two-dimensional quantum state, called
quantum bit (qubit). Mathematically speaking, the qubit is
the superposition of two vector states simultaneously, so
that it is described by an infinite number of bits in its
superposition state ( , which is the size of the set of
natural numbers).
Next, the IRTF qirg draft also states that “[…]
Entanglement as the fundamental resource […]” [19]. In
fact, entanglement is one of the pivotal resources, which
make quantum communication networks so attractive. Its
communication and computing potentials are still far from
being completely unveiled. Generally speaking,
entanglement is a strong and inherent correlation that
multiparticle quantum systems can have, which also remain



valid when such particles are distant from each other.
Entanglement is also the fundamental pillar of the basic
quantum protocols called teleportation and dense coding
[3].
The pillar of the classical Internet is the TCP-IP protocol
suite. This implies the grouping of bits of information into
packets and frames to be routed through the network.
When we read in [19] that “[…] Packets are the
fundamental unit in a classical network […],” it is important
to highlight that this is partially correct. In the sense that
this claim comes after having solved the network layering
problem for a quantum network and, if there is a layer
handling information units called packets, then packets are
the fundamental units within such a layer. Subsequently,
the text says: “[…] In a quantum network, the entangled
pairs of qubits are the basic unit of networking. These
qubits themselves do not carry any headers. Therefore,
quantum networks will have to send all control information
via separate classical channels which the repeaters will
have to correlate with the qubits stored in their memory
[…]” [19]. Even in this case, networking implies the
already- solved layering problem, which is still an open
challenge for the Quantum Internet. Moreover,
entanglement is not a resource for networking since
entangled quantum systems should be reliably routed
through the network to enhance classical communication.
As interestingly said, the classical communication will have
an important role in the control plane of the network. As
classical communication networks, the Quantum Internet
also expects to consist of a control and data plane. This
abstraction starts giving some initial design guidelines for
the realization of the Quantum Internet architecture.
Potentially, the control plane will be highly integrated with
the classical networks in order to allow for the reliable
communication of quantum information.



A critical aspect of quantum communication networks is
the “efficiency” of quantum systems in respect to distance.
Entangled quantum systems, sent across a medium, can get
coupled to it, and then they can lose the properties that we
need to exploit. In fibers, the quantum communication
cannot go beyond 100–150 km, which can become 1000 km
only in free space. This cannot be solved via amplification
since quantum systems cannot be copied as per the no-
cloning theorem [3]. The solution to this intrinsic limit is
the use of so-called quantum repeaters, which exploit the
procedure of entanglement swapping to maintain the
“quality” of quantum systems and entanglement for long
distance [3]. However, the cost of quantum repeaters is
very high and the operations they should perform (like
quantum error correction) are still highly complex to be
realized for massive and commercial deployment. This
currently makes impracticable their placement every 100–
150 km worldwide.
Recently, few research works have started solving the
layering problem for the Quantum Internet by following the
successful past of the ISO OSI solution for the Internet.
Figure 26.10 depicts a solution to the network layering
problem for the Quantum Internet, proposed by Dahlberg
et al. [20]. The system is abstracted into five layers above
the physical media. The Lowest Layer is the so-called
Physical Layer, which performs protocols highly integrated
with the quantum hardware. The Layer 1 is the Link Layer,
which, in the Internet, generally performs link-level
operations like medium access control and error-correcting
procedures at bit level. In the Quantum Internet
perspective it is mostly focused on reliably sending
entangled quantum systems on demand across the
quantum network. However, while [20] defined and
specified the characteristics of entities and protocols, no



definition or description of the SAPs and CEPs has been
provided.
The entities and protocols designed relate to the Upper-
Physical and Link Layer. In the former, the midpoint
heralding protocol (MHP) represents a control protocol for
handling the generation of entangled quantum systems.
The main parameter of this protocol is the cycle, which
defines the timing precision and subsequently affects the
communication metrics like the data rate. The CEPs
identifier is assigned to each photon. The protocol employs
a time-division communication paradigm to access to the
physical media. The MHP interconnects two kinds of
entities: create-and-keep and create-and-measure. The first
only deals with unitary operations on quantum systems.
Generally speaking, unitary operations are operations that
change the characteristics of the quantum system without
collapsing it into its probabilistic classical values (i.e. its
eigenvalues) [3]. On the other hand, the create-and-
measure allows for measurements on the quantum systems.
Referred to this, the classical results (bits) obtained with
the measurement are made available via the SAP to the
entities of link layer using the entanglement generation
protocol (EGP).



Figure 26.10 Proposed solution to network layering for
the Quantum Internet by Dahlberg et al. [20].

Source: Adapted from Dahlberg et al. [20].

The Link-Layer entities employ two main protocols: the
EGP and the distributed queue protocol (DCP). The former
uses distributed queues, Quantum memory management
(QMM), fidelity estimation unit (FEU), and a scheduler to
generate entangled quantum systems according to the
required performances. The management of the distributed
queues is necessary to handle the upper-layers requests for
entangled quantum systems. The role of the QMM entity
selects the quantum systems to be entangled. Next, the
FEU is the entity, which estimates the fidelity of the
entangled systems, ensuring the required KPIs. Finally, the
scheduling entity manages the queuing policies.
The FEU receives the indications by the Network Layer, via
the specific SAP, stating how many entangled quantum
systems to be generated. Next, the FEU establishes the
required values for the fidelity and the time slot for the
entanglement generation. Just for clarity, the fidelity of a



quantum system is a value in the range , where 1
means perfect fidelity. Normally, values in the range 

 imply that the quantum systems are not usable. The
value of fidelity helps estimating how much noise (e.g.
environmental) and errors (e.g. gate and channel) have
affected the quantum system under consideration. The
scheduling entity handles the requests in the distributed
queues so that the QMM entity is capable to reserve the
requested number of quantum systems. These are tracked
using the identifier previously mentioned.
The queue entities, which are distributed across the
network, interwork through the DCP. This protocol carries
the information of entanglement requests coming from all
the nodes of the network. These requests also include
parameters like the creation time and the minimum time,
which directly relates to the cycle described previously.
Another article [21] tried to address the layering problem
for the Quantum Internet. In contrast with [20, 21] tried to
apply the logic of the classical ISO OSI layering solution to
the Quantum Internet. In that sense, Upper-Physical, Link,
and Network Layer are similar to the ones of the Internet.
Furthermore, the authors introduced an additional layer,
called the Connectivity Layer. The Connectivity Layer deals
with maintaining the communication link between network
nodes and quantum error correction procedures. This layer
also manages the distribution of entangled quantum
systems in the network. With this conceptual approach,
Pirker and Dür [21] tried to decouple pure Link-Layer
operations from the Quantum Internet connectivity
procedures.
Next, the Link Layer of [21] deals with the generation and
distribution of entanglement, by ensuring the specified
level of fidelity. The operations mentioned above performed
by the quantum repeaters (e.g. entanglement swapping)



are also considered Link-Layer functionalities. Similar to
the classical Internet, the Network Layer should manage
the routing of entangled quantum systems within the
network, via the employment of quantum routers. However,
the discussion provided by Pirker and Dür [21] remains
very general. Figure 26.11 shows the described approach
by Pirker and Dür [21].
Finally, a third attempt to start addressing the layering
problem of the Quantum Internet was discussed in [22]. In
this work, the approach was different from the previous
one. The authors tried to start from the classical
architecture seeing how to “procedurally” add the quantum
operations for entanglement generation and distribution.
This different approach was motivated by the current
critical limitations experienced by entanglement storage
and distribution technologies.
In particular, Nötzel and DiAdamo [22] envisioned the
punctual changes to the Upper-Physical and Link Layer to
enable entanglement-assisted classical communications.
The proposed protocol is called generate entanglement
when idle (GEWI). The protocol starts at the source, which
is the one generating and distributing entanglement when
there are no data to be sent. When there are data at the
source to be sent, no entanglement is stored, then the
protocol transmits data without entanglement assistance.



Figure 26.11 Proposed solution to network layering for
the Quantum Internet by Pirker and Dür [21].

Source: Adapted from Pirker and Dür [21].

26.5 The Architectural Convergence

of Quantum Technologies and 6G

In the above discussion, Section 26.2 described the main
architectural aspects and characteristics that 6G envisions.
However, Section 26.3 showed that 6G future networks
present some intrinsic limitations deriving from trade-offs
arising from classical technologies. On the other hand,
Section 26.4 showed the high-level characteristics of the
Quantum Internet and the first preliminary attempt for
solving its layering problem. The initial deployment of 6G is
planned for 2030 while the one of the Quantum Internet for
2035. This means that the long-term research and
standardization plan are still approaching the two network
designs independently. On the other hand, a more suitable
approach should be the integration of quantum resources
and technologies in 6G to collapse and avoid some intrinsic
trade-offs. This should start from the common architectural



aspects to which both 6G and the Quantum Internet are
converging.
Main architectural aspects that were mentioned in Section
26.2 are softwarization and in-network intelligence. Their
combined trade-offs and limitations were highlighted in
Section 26.3. Can quantum technologies and thus the
Quantum Internet help in this context? The authors in [23]
described how the trade-off between big-data mining,
latency, and energy efficiency can be collapsed so that it is
possible to concurrently gain in all these KPIs. This can be
obtained with the design and realization of a quantum
control plane.
Figure 26.12 depicts the solution proposed. Classical
streams of  bits can be encoded into  qubits. This is a
lossy encoding process. However, AI algorithms do not
need all collected information to manage the network and
the control plane, but their goal is to identify patterns and
statistical trends. If the control plane needs to decide and
act using the data plane parameters, about  parameters
are expected to be sent from the various data plane devices
to the control plane and hypervisor. This implies an
exponential growth of data to be sent and data to be
processed. Next, energy efficiency (bit per Joule),
transmission latency (the inverse of the available capacity),
and computing latency explode. The targeted end-to-end
latency and increase of energy efficiency mentioned in
Section 26.2 cannot be reached. Nevertheless, 
parameters can be encoded in a with loss into 11 qubits.
Figure 26.12 depicts the proposed solution in a hierarchical
network, consisting of quantum-classical switches (qSi),
controllers (qCi), and a centralized hypervisor (Hyp). A
logarithmic evolution instead of exponential is obtained. It
is important to notice that this approach assumes that the
devices of the network are equipped with reliable quantum



memories (QRAM), which is something not affordable in
the short term.
Section 26.4 mentioned the limitation that quantum
communications experience with distance. This is
something that will push farther the commercialization of a
worldwide Quantum Internet and it will discourage
companies and operators to approach long-distance
quantum communications because of their high costs and
investments needed. However, 6G architectural evolution
and some recent experiments in quantum space
communication can provide the suitable and sustainable
solution to this infrastructural and architectural problem.

Figure 26.12 Hierarchical 6G virtual architecture showing
data plane and control plane, consisting of  quantum
switches (qS1, etc.),  controllers (qC1, etc.), and a
hypervisor (Hyp).



QKD is the first widespread application of quantum
technologies in the field of security. Nowadays, several
commercial applications already exist. In 2016, the first
important satellite-based QKD was performed by China via
their satellite called Micius. The Micius satellite distributed
quantum keys to the two ground stations Nanshan and
Delingha, distant 1120 km. The Micius satellite was flying
in an orbit of altitude 500 km, a LEO orbit [24]. Next, in
2018, the subsequent experiment represented the first
intercontinental satellite-based QKD realization. A joint
Chinese-Austrian team performed QKD between the
quantum satellite Micius and multiple ground stations
located in Xinglong, Nanshan, and Graz. Figure 26.13
depicts a high-level representation of these two
experiments.
The interest to use satellites for QKD has been growing
more and more for few years, and now experiments in LEO
employing lower-cost nanosatellites (e.g. CubeSats) are
going to be performed. The article [25] describes in detail
the design characteristics of the CubeSat, the link, and the
OGS. The size of the CubeSat is a six-unit (6U) Cubesat
(nominal size 12 cm  24 cm  36 cm). The various parts
of the satellite can be seen in Figure 26.14. First, 2U are
for the platform systems. The on-board computer (OBC) is
responsible for routine operations of the satellite. The
electrical power system (EPS) the system that store and
distribute power to the satellite, supplied by body-mounted
solar panels. Next, the communications (COMMS) include
several radio systems for classical communications. A ultra
high frequency (UHF) dipole array is used for tracking,
telemetry, and control, and provides redundancy for low-
speed data transmission (in the order of kb/s). An S-band
patch antenna is used for high-speed uplink (in the order of
Mb/s). For high-speed downlink of mission data, X-band
CubeSat transmitters are commercially available and can



also provide Mb/s data rates. The attitude determination
and control systems (ADCS) are used to provide coarse
pointing by rotating the CubeSat to align the transmitting
telescope with the optical ground station during quantum
transmission. The accuracy of ADCS is fundamental for the
performance of the quantum communication. The COMMS
module consists of a global positioning system (GPS) patch
antenna is also incorporated for tracking the position and
speed. Onboard GPS enables precise orbital determination
and calibration of two-line element measurements,
necessary for the OGS to get the satellite position and also
for the ADCS to point to the transmitter telescope toward
the OGS. This can allow the optical beacon tracker (OBT)
for locking the beacon sent up by the OGS. Figure 26.14
shows the light-red blocks of the CubeSat (3U) that are
dedicated to the quantum communication. It is possible to
see that research on miniaturizing these devices and the
telescope is necessary to increase the efficiency, the
resilience, and reducing the costs. The light-green block of
the CubeSat is the quantum source, which has the
estimated size of 1U. Small photon-entangling quantum
system (SPEQS-2) contains the devices for the generation
and detection of entangled photon pairs.



Figure 26.13 Experiments of Quantum Key Distribution
with the Chinese Satellite Micius.



Figure 26.14 Conceptual representation of the CubeSat
quantum communications mission, communicating with an
Optical Ground Station (OGS). Internal structure of the
CubeSat.

Even if these experiments have been focused on QKD and
the challenges for a reliable satellite-based entanglement
distribution are still widely open, the use of satellites for
quantum communications is highly attractive because of
their significant lower costs in respect of terrestrial
quantum repeaters. This can represent a trend in the
quantum technologies and the Quantum Internet that can
shorten the time to wait for an integration between future
6G and the Quantum Internet. In fact, as mentioned in
Section 26.2, 6G will also have a three-dimensional nature,
so that a seamless integration seems more affordable.
Another way to avoid for the moment the need of repeaters
is the focus on campus networks. The importance of these
networks in 6G has already been mentioned in Section
26.2. Thus, the realization of 6G-quantum campus networks
can be highly important to make the commercialization and
the employment of quantum communication technologies
easier and sooner. Moreover, this can be highly beneficial



for future industry, education, and health. For example,
quantum routers could interconnect existing classical LANs
via wired (fiber-based) or wireless (free-space optics) link
to ensure unprecedented security, resilience, and low
latency, by exploiting entanglement generation and
distribution. However, free-space links have to avoid the
bad effect of the highly changing atmospheric conditions
that can affect the entangled photons' distribution.
Another limitation mentioned in Section 26.3 is given by
the widespread softwarization and programmability of
future 6G architecture. The trend from 1G to 6G
communication networks has been the more and more
abstraction of hardware-based network functionalities into
software-based VNFs. This has been making the Physical
Layer and the network infrastructure more and more
general purpose to focus on computing provisioning.
Nevertheless, physical layer service integration (PLSI) can
represent a turning point in this trend by having quantum
physical media and Physical Layer available and seamlessly
integrated with the classical ones. The functionalities that
are now expected to run in classical softwarized
environments can be translated to be run in the quantum
domain and, specifically, at the quantum Physical Layer.
This can also imply a cross-layer design of the future 6G-
quantum protocol stack. The research of the potential
entities that can be moved back to the Physical Layer in the
quantum domain is still widely open. However, PLSI can
represent an important design approach and paradigm to
collapse various existing classical trade-offs related to the
load of softwarization and security. This can thus imply the
provisioning of concurrently secure, reliable, and low-
latency quantum-6G communications.
This chapter has tried to clarify the current status of the
research on 6G and the Quantum Internet. As it was
possible to see, the independent roadmaps are still in their



infancy. In fact, their horizon to provide first deployments
is expected to be between 2030 and 2035. Then, their
efficient and effective integration can come even later if the
current roadmaps remain independent as they are now.
Thus, with the discussion provided in this chapter, the
objective was to suggest potential contact points for the
two roadmaps to mutually find the solutions of their
limitations and issues in the other domain, 6G in the
Quantum Internet, and vice versa.
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