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Preface

In the twenty-first century, it is reasonable to expect that some of the most impor-
tant developments in science and engineering will come about through interdisci-
plinary research. Already in the making is surely one of the most interesting and
exciting development we are sure to see for a long time, quantum computation. A
merger of computer science and physics, quantum computation came into being
from two lines of thought. The first was the recognition that information is phys-
ical, which is an observation that simply states the obvious fact that information
can’t exist or be processed without a physical medium. At the present time, quan-
tum computers are mostly theoretical constructs. However, it has been proved that
in at least some cases, quantum computation is much faster in principle than any
done by classical computer. The most famous algorithm developed is Shor’s factor-
ing algorithm, which shows that a quantum computer, if one could be constructed,
could quickly crack the codes currently used to secure the world’s data. Qquantum
information processing systems can also do remarkable things not possible oth-
erwise, such as teleporting the state of a particle from one place to another and
providing unbreakable cryptography systems.

Our treatment is not rigorous nor is it complete for the following reason: this
book is aimed primarily at two audiences, the first group being undergraduate
physics, math, and computer science majors. In most cases these undergraduate
students will find the standard presentations on quantum computation and infor-
mation science a little hard to digest. This book aims to fill in the gap by providing
undergraduate students with an easy-to-follow format that will help them grasp
many of the fundamental concepts of quantum information science. This book
is also aimed at readers who are technically trained in other fields. This includes
students and professionals who may be engineers, chemists, or biologists. These
readers may not have the background in quantum physics or math that most peo-
ple in the field of quantum computation have. This book aims to fill the gap here as
well by offering a more “hand-holding” approach to the topic so that readers can
learn the basics and a little bit on how to do calculations in quantum computation.

xiii
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Preface

Finally, the book will be useful for graduate students in physics and computer
science taking a quantum computation course who are looking for a calculational
oriented supplement to their main textbook and lecture notes.

The goal of this book is to open up and introduce quantum computation to these
nonstandard audiences. As a result, the level of the book is a bit lower than that
found in the standard quantum computation books currently available. The pre-
sentation is informal, with the goal of introducing the concepts used in the field
and then showing through explicit examples how to work with them. Some top-
ics are left out entirely and many are not covered at the deep level that would be
expected in a graduate level quantum computation textbook. An in-depth treat-
ment of adiabatic quantum computation or cluster state computation is beyond
this scope of this book. However, it will give readers who are new to the field a sub-
stantial foundation that can be built upon to master quantum computation. While
an attempt was made to provide a broad overview of the field, the presentation is
weighted more in the physics direction.

Dr. Kuldeep Singh Kaswan
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1

Introduction of Quantum Computing

1.1 Introduction

A significant advancement in computer science may take the form of a new
algorithm that significantly outperforms the state of the art, or it may provide
theoretical evidence that the state of the art cannot be significantly improved.
The latter condition imposes a fundamental limit on the complexity of problems
that any given computer can solve in a given amount of time. Increasing the
computer’s processing speed is the only way to increase the number of problems
that can be solved. According to Moore’s Law, the size of semiconductors (and, by
extension, computing capability) has approximately doubled every two years
since the 1960s. It is clear that, despite the fact that this development has been
going on for decades, it cannot go on forever because of a number of basic physical
constraints. As a result, quantum weirdness will dominate the behavior of the
circuitry by 2020, and by 2050, the circuits will have achieved the lowest size at
which knowledge can be permanently contained [1].

The results of this study have piqued the public’s interest in how quantum the-
ory may affect the future of computing over the next several decades. Is it possible,
for instance, to make circuits immune to the influence of quantum effects? As an
alternative, may quantum phenomena be exploited to do arithmetic? In order to
do calculations, quantum computers take advantage of quantum phenomena.
However, a quantum computer is not only a device with enhanced performance
because of the faster speed of quantum-scale circuits. It is of more interest to
the software programmer than to the theoretical physicist. After all, the compu-
tational complexity of algorithms executed on a certain CPU remains the same
regardless of the CPU’s clock speed. Different algorithms may provide better
complexity in terms of the new variable P if the computer’s architecture is altered

Quantum Computing: A New Era of Computing, First Edition.
Kuldeep Singh Kaswan, Jagjit Singh Dhatterwal, Anupam Baliyan, and Shalli Rani.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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to include some number P of processors. We may able to reduce the greatest
feasible complexity for solving a specific problem from O(N) to O(N/P), if we have
a good parallel extraction of processors. However, not all algorithms can be broken
down into O(P)-independent portions that can be incorporated and enforced
during the algorithm’s operating time, therefore obtaining an O(P) complexity
reduction is not always possible. To store and manipulate data, for instance,
analog hardware and programmable real numbers may replace a discrete set of
symbols, which would need a more radical redesign. It is possible that this design
will prove to be far more powerful than the classic Turing machine. Because of
the limitless precision with which a single physical value may be measured, it is
possible to analyze massive amounts of data in parallel by treating them as a single
unit cost. This is, of course, completely hypothetical since it assumes infinite
precision can be maintained throughout those operations, and there is no reason
to believe that such an infrastructure is physically conceivable. The potential of a
quantum computer, which relies on the preservation of real, complex values, is
underutilized [2].

1.2 What Is the Exact Meaning of Quantum
Computing?

Large, complex datasets are no match for the speed with which quantum
computers can process them. They use the foundations of quantum physics
to speed up the process of doing complex computations. Quantum computers’
ability to break cryptography and encrypted electronic communications is
already changing portions of cybersecurity, and their usage in simulators with
a practically endless quantity of variables has implications across fields, from
biology to economics. The next large electronics race has already started [3],
with some of the biggest names in industry, including Google, Microsoft, Intel,
IBM, and Alibaba, exploring quantum computing to improve rates and other
applications. Although Google has been studying quantum computing to speed
up internet searches since at least 2009, the market for commercialized quantum
entanglement is still in its infancy, and it is not yet obvious who will emerge as
the market leader.

1.2.1 What Is Quantum Computing in Simple Terms?

Figure 1.1 depicts the interactions of matter in the universe at the level of
fundamental particles, which provide the basis for special relativity, upon which
quantum computing is founded. Bits can only be encrypted in classical computers
if they have a value of 1 or 0.



1.3 Origin of Quantum Computing | 3

Figure 1.1 David Deutsch father of quantum computing. Source: Lulie Tanett (https://
images.app.goo.gl/CQBoMf7)qWzXfrér9).

1.3 Origin of Quantum Computing

Some types of computations now baffle today’s computers and will continue to do
so even if Moore’s Law is extended indefinitely, although quantum computers may
give a stronger correlation boost. Just imagine you have a phone book and need to
find a certain number. A conventional computer would have to go through each
listing in the phone book to find and provide the appropriate contact information.
In theory, a computer system might scan an entire phone book in a fraction
of a second, evaluating each line simultaneously and returning the result far
faster than a modern computer [4]. The term “complex mathematical optimizing”
is often used to describe the process of finding the best possible combination of ele-
ments and answers to a problem. Consider the costs of building the tallest building
in the world, including machinery, food, labor, and permits. The challenge is in fig-
uring out how to optimally allocate resources like money, time, and manpower. As
aresult, we may be able to plan for major projects with more efficiency with the aid
of quantum computing if these factors are taken into account. Software develop-
ment, supply chain management, finance, internet-based research, genomics, and
other fields all face optimization challenges. The most challenging optimization
problems in these fields are inherently well-suited for solution on a quan-
tum machine [4] but stump conventional computers. In contrast to classical
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QUBIT

BITs

Figure 1.2 Structure of bits and Qbits. Source: Adapted from https;//images.app.goo.gl/
DeYCU9A7TelvV5c16 Last accessed 25 Oct 2022.

computers, which rely almost entirely on technological advances in transistors
and microchips, quantum computers may evolve in ways that classical computers
cannot. In quantum computers, transistors are not utilized (or classical bits).
Substituting qubits for bits. In a quantum algorithm, qubits serve as the basic
building blocks for pattern recognition. The example is shown in Figure 1.2.

Qubits may take on the characteristics of either a 0 or a 1, or they can have both
at the same time. More choices exist to get accurate results quickly while doing
computations. In addition, quantum entanglement and superposition are two
important states of matter on which quantum computers depend. When applied
to computing, these physical properties have the potential to greatly increase our
ability to do very large computations [5].

Although Rigetti Computing’s 19-qubit devices are the most powerful in the field
of quantum computing, but after 2019, the business is moving on 128-qubit circuit.
But as can be seen in Table 1.1, the race to build the most advanced quantum
computer with the most qubits has been going on since at least the late 1990s.

Table 1.1 Quantum computing getting more powerful.

Year Labs Q-bits
1998 IBM, Oxford, Berkeley, Stanford, MIT 2
2000 Technical University of Munich 7
2006 Institute for Quantum Computing 12
2008 D-Wave System 28
2016 IBM 50
2018 Google 72

2020 Rigetti 128
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Conjugate coding was first developed in the 1960s by Stephen Wiesner. In the
1970s, James Park established the no-cloning theorem using his formulation.
Alexander Holevo proved what is now known as Holevo’s theorem, or Holevo’s
bound, in a paper that was published in 1973. This theorem states that even
though n qubits may store more relevant data than n classical bits, only n
conventional bits are obtainable. This is despite the fact that n qubits may store
more information than n classical bits.

Research conducted by Charles H. Bennett demonstrates that it is feasible to
carry out computing in a backward-compatible manner.

e In 1975, R. P. Poplavskii published (in Russian) thermodynamical models of
information processing. This work highlights the computational difficulties of
reproducing quantum systems on classical computers owing to the fact that the
superposition principle is at play.

e In 1976, the Polish mathematician and physicist Roman Stanislaw Ingarden
published Quantum Information Theory in the journal Reports on Mathemati-
cal Physics. Ingarden’s paper “1976 Quantum Information Theory.” This study,
which was one of the early efforts to build quantum synchronization theory,
demonstrates that the traditional Shannon communication theory cannot
simply be translated into the quantum situation. This was one of the earliest
attempts to establish quantum entanglement theory. However, a quantum
entanglement theory, which is a wide expansion of Shannon’s theory, is possi-
ble to construct within the representation of an expanded subatomic particles
of open systems and a generalized idea of explanatory variables that is both
broad and imprecise (the so-called semi-observables).

Paul Benioff is credited with developing the very first computer model based
on quantum physics in the 1980s. In this paper, Benioff paved the way for further
research in quantum computing by laying the groundwork for future work in the
field by proposing a Schrodinger equation description of Turing machines. This
demonstration showed that a computer could operate in accordance with the rules
of quantum physics. The work was first shown to the public in June 1979, and four
months later, in April 1980, it was published. Yuri Manin presents a synopsis of
the field of quantum computing in this article.

The reversible Toffoli gate, with the NOT and XOR gates, forms the foundation
of a universal set that is used for bidirectional classical computing.

In May 1980, the Massachusetts Institute of Technology (MIT) played host to
the First Conference on the Physics of Computation. At this conference, promi-
nent figures in the field of computing, such as Paul Benioff and Richard Feynman,
explored quantum computing. Benioff’s current investigation is an expansion of
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his earlier work from 1980, which demonstrated the possibility that a computer
may function in line with the principles of quantum physics. Quantum mechanical
Hamiltonian models of discrete processes that delete their own histories: applica-
tion to Turing machines,” the talk’s title said. During his presentation, Feynman
said that it seemed to be difficult to properly mimic the evolution of a quantum
particle on a regular computer. In addition to that, he laid the foundation for the
contemporary quantum algorithm.

Paul Benioff continued to develop his concept of a Turing machine that was
based on quantum modeling in 1982. William Wootters, Wojciech Zurek, and
Dennis Dieks all independently rediscovered the no-cloning theorem at around
the same time.

In 1984, Charles Bennett and Gilles Brassard resort to Wiesner’s conjugate cod-
ing in order to distribute cryptographic keys in an uncompromised manner.

In 1985, while working at Oxford University, David Deutsch was the first person
to conceptualize a universal quantum computer. A universal quantum computer,
much like a multiclass support vector machine, has the potential to successfully
imitate any other quantum computer with just a polynomial amount of latency
(Church-Turing thesis).

Yoshihisa Yamamoto and K. Igeta, two physicists, developed the first practical
implementation of a quantum algorithm in 1988. Their algorithm utilized
Feynman’s CNOT gate as one of its components. Their system utilizes both atoms
and photons, which positions it as a forerunner of present quantum computing
and networking protocols. These protocols employ photons to transport qubits,
while atoms are utilized to carry out two-qubit operations. Gerard J. Milburn
demonstrates a quantum-optical variant of the Fredkin gate in his presentation.

o In 1989, researchers at the Saha Institute of Nuclear Physics in Kolkata, led by
Bikas K. Chakrabarti, proposed that particle physics activity could be used to
learn to navigate rough energy environments by tunneling (rather than trying
to climb over using thermal vibrational modes) to escape from local minima of
crystalline form systems with tall but thin barriers. This was done in an effort to
break free from the local optimal solution of crystallized systems with large but
small barriers.

e In 1991, Artur Ekert of the University of Oxford expanded upon the idea of
entanglement-based encrypted communication proposed by David Deutsch.

e David Deutsch and Richard Jozsa proposed a number of problems in 1992 that
could be quickly solved on a quantum system with the assistance of the prede-
termined Deutsch-Jozsa automated system, but for which there are no feasible
categorical imperatives using classical methodology. This problem was referred
to as the “Deutsch—Jozsa algorithm problem.” It was the possible first discovery
of its kind in the realm of quantum computing, and it demonstrated that qubits
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are capable of doing a particular computing job more rapidly and precisely than
any conventional computer.

e In 1993, Dan Simon, a professor at the University of Montréal, thought of the
concept of an “oracle scenario,” in which a computer program would be able
to do calculations at a rate that is geometrically faster than a typical computer.
The enhancements that were made to Peter were based, in large part, on the core
principles that are provided in this method.

o Peter Shor of AT&T’s Bell Labs in New Jersey discovered a crucial method via
his factorization algorithm. A quantum computer can now quickly factor very
large numbers using this method. As a bonus, it also solves the discrete log issue
and the factoring problem. Many modern cryptosystems may be vulnerable to
Shor’s algorithm. Following its discovery, enthusiasm for quantum computers
skyrocketed.

In the fall, the first federal government workshop on quantum computing will
be held in Gaithersburg, Maryland, hosted by the National Institute of Standards
and Technology (NIST).

Isaac Chuang and Yoshihisa Yamamoto, both of whom are physicists, believe
that the most effective implementation of Deutsch’s method would be to use a
quantum computer that was instantiated via quantum optics. A new method of
dual-rail encoding for photonic qubits was developed as a consequence of their
research.

During the month of December, Ignacio Cirac of the University of Castilla-La
Mancha in Ciudad Real and Peter Zoller of the University of Granada got together.

Researchers from Innsbruck University have suggested the controlled-NOT gate
as a potential use in the real world. In order to make the gate function properly,
the researchers recommend using cold trapped ions.

Three US Army scientists, Charles M. Bowden, Jonathan P. Dowling, and
Henry O. Everitt, planned the first US Department of Defense training course
in electromagnetism and cryptography in February 1995 at the University of
Arizona in Tucson.

Peter Shor is credited with having suggested some of the early quantum
error-correcting algorithms.

At the NIST in Boulder, Colorado, Christopher Monroe and David Wineland
used trapped ions and the Cirac-Zoller principle to construct the first quantum
logic gate. This gate was called the controlled-NOT gate. In 1996, at Bell Labs,
Lov Grover developed the first approach that might be considered practically
useful for exploring quantum databases. Compared to a quadratic speedup, a
factorization, discrete log, or linear speedup comes up more prominently.

Simulations of the physical world are one example. Having said that, the
approach may be used to address a far larger range of issues. This speedup by a
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factor of four is available for use in any activity that can gain an advantage by
doing a random brute-force search (in the number of search queries).

The federal government of the United States has just released its first call for
research ideas on quantum computing. This request is the result of a collabora-
tive effort between the National Security Agency and the Army Research Office,
which is now a branch of the Army Research Laboratory. Steane codes are a kind
of error-correcting code that was developed by Andrew Steane. IBM’s David P.
DiVincenzo sets out the fundamentals that have to be in place before one can
build a quantum computer. These fundamentals are required in order to build a
computational model.

In 1997 David Cory, Amr Fahmy, Timothy Havel, Neil Gershenfeld, and Isaac
L. Chuang were all working at MIT at the same time when they published the
first publications establishing gates for subatomic particles based on bulk nuclear
spin-responsive or thermal ensembles. These works were published simultane-
ously. This method makes use of a device known as a nuclear magnetic resonance
(NMR) machine, which is relatively similar to magnetic resonance scanners used
in the medical field.

Alexei Kitaev has presented topological quantum computing as one technique
for lowering the risk of decoherence occurring in a quantum system.

The electrons contained within quantum dots serve as qubits in the Loss-
DiVincenzo quantum computer, which was suggested by Daniel Loss and David
P. DiVincenzo. Each electron has its own spin-1/2 degree of freedom.

In 1998, a quantum algorithm was successfully realized for the first time in an
experimental setting. Jonathan A. Jones and Michele Mosca of Oxford Univer-
sity and Isaac L. Chuang of IBM’s Watson Research Center employed a two-qubit
NMR quantum computer to answer the issue that was presented by Deutsch. The
problem was solved by the computer. Researchers from the Almaden Research
Center, directed by Mark Kubinec, collaborated with colleagues from Stanford
University and MIT. An NMR computer that has, for the first time, a data storage
capacity equal to three qubits. Bruce Kane has developed a computational model
for nuclear spins in silicon. In this model, the nuclear spins of certain phosphorus
atoms in silicon serve as qubits, while donor electrons are responsible for mediat-
ing qubit coupling. The first time Grover’s method was ever put into action, it was
on an NMR computer. Researchers at the Tokyo Institute of Technology, headed by
Hidetoshi Nishimori, have shown that quantum annealing is better than more tra-
ditional types of simulated annealing. Daniel Gottesman and Emanuel Knill, two
different researchers, separately demonstrate that classical resources may success-
fully simulate a subset of quantum processes (the Gottesman-Knill theorem).

Isaac Chuang and Yoshihisa Yamamoto, who are both physicists, think that the
use of a quantum algorithm that was created by the application of quantum optics
would be the way that would result in the most successful application of Deutsch’s
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method. As a direct result of their investigation, a novel approach to dual-rail
encoding for photonic qubits was conceived and created.

Ignacio Cirac and Peter Zoller, both from the University of Castilla-La Mancha
in Ciudad Real, and Peter Zoller, from the University of Granada, joined together
during the month of December.

The controlled-NOT gate has been proposed as a possible use in the real world by
a group of researchers from Innsbruck University. The researchers suggest using
cold ions that are confined in a vacuum in order to ensure that the gate operates
correctly.

The first United States Department of Defense training course on electromag-
netism and cryptography is scheduled to take place at the University of Arizona in
Tucson in February 1995. The course is being planned by three scientists who are
employed by the United States Army: Charles M. Bowden, Jonathan P. Dowling,
and Henry O. Everitt. Henry O. Everitt, Charles M. Bowden, and Jonathan P.
Dowling are the authors of this work.

Peter Shor is widely acknowledged as having proposed some of the first quantum
error-correcting algorithms.

Christopher Monroe and David Wineland built the first quantum logic gate
at the NIST in Boulder, Colorado, by using trapped ions and the Cirac-Zoller
principle. This gate was known as the controlled-NOT gate at one point in time.
In 1996, Lov Grover created the first method that might be regarded as realistically
viable for browsing quantum datasets at Bell Labs. This method was the first of
its kind. A factorization, discrete log, or linear speedup shows a more significant
increase when compared to a quadratic speedup.

One example of this would be simulations of the physical world. Having said
that, the strategy may be used to solve a far wider variety of problems than I've
mentioned here. This increase in speed by a factor of four is accessible for use
in any endeavor that can benefit from carrying out a random brute-force search
(in the number of search queries).

The United States federal government has officially issued its first request
for ideas pertaining to research on quantum computing. The National Security
Agency and the Army Research Office, which is now a part of the Army Research
Laboratory, are working together to put out this call for proposals. This request
is the result of their joint effort. Steane codes are a kind of error-correcting code
that was invented by Andrew Steane. Steane codes were developed in the 1960s.
David P. DiVincenzo of IBM lays out the principles that have to be in place before
one can develop a quantum computer. These fundamentals are necessary in order
to build a quantum computer. To construct a computational model, you will need
to have a firm grasp of these foundations.

In 1997, when David Cory, Amr Fahmy, Timothy Havel, Neil Gershenfeld, and
Isaac L. Chuang published the first works defining gates for subatomic particles
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based on bulk nuclear spin-sensitive or thermal ensembles, they were all working
at MIT at the same time. These pieces appeared in publications at the same time.
This technique makes use of a machine that is referred to as an NMR machine,
which is somewhat comparable to magnetic resonance scanners that are used in
the area of medicine.

Alexei Kitaev has proposed topological computational methods as a method that
may reduce the likelihood of decoherence taking place in a quantum system.

The Loss-DiVincenzo quantum computer, which was proposed by Daniel Loss
and David P. DiVincenzo, uses the electrons that are housed inside quantum
dots as qubits. Every electron has a degree and a half of spin-dependent freedom
individually.

It was not until 1998 that a quantum algorithm was effectively implemented
in an experimental environment for the very first time. Jonathan A. Jones and
Michele Mosca of Oxford University and Isaac L. Chuang of IBM’s Watson
Research Center used a two-qubit NMR quantum computer to answer the ques-
tion that was posed by Deutsch. Deutsch was the one who posed the question.
The issue was resolved as a result of the computer’s efforts. Researchers from
Stanford University and MIT worked with their counterparts at the Almaden
Research Center, which is managed by Mark Kubinec. A first-of-its kind NMR
computer with a data storage capacity equivalent to three qubits. An innovative
computational model for nuclear spins in silicon was created by Bruce Kane.
Donor electrons are responsible for mediating qubit coupling in this paradigm.
The qubits themselves are the nuclear spins of certain phosphorus atoms in
silicon. The NMR computer was the platform on which Grover’s approach was
first implemented for the first time in history. Researchers at the Tokyo Institute
of Technology led by Hidetoshi Nishimori have found quantum annealing to
be superior to more conventional kinds of simulated annealing. Both Daniel
Gottesman and Emanuel Knill, who are scholars in their own right, show that
classical resources may effectively imitate a subset of quantum processes in their
own respective studies (the Gottesman-Knill theorem).

In 2007, the development of a waveguide with a sub-wavelength light signal.
Creation of an optical fiber-based single-photon emitter. We construct a six-
photon, single-direction multicore computer. There is a new suggested material
for use in quantum computers. There is now a server for spontaneous emission
from a single atom. This is the first instance of Deutsch’s algorithm being imple-
mented on a quantum computer with a cluster state. An electron quantum pump
has been developed at Cambridge University. Better qubit coupling methods
have been developed. Demonstration of qubits with a connection that can be
controlled. An important step forward in incorporating spin-based electronics
with silicon-based devices. The quantum states of light and matter are shown
to exchange with one another by scientists. Making a quantum register out of a
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diamond. In this scenario, we use a controlled NOT to activate quantum gates
implementation of two superconducting quantum bits in a three-dimensional
array, scientists may hold and analyse hundreds of individual atoms. The bucky-
ball molecule, which contains nitrogen, is used in quantum computing. Several
hundreds of electrons have established quantum connections. The spin-orbit
coupling of electrons was quantified. Laser-light-based atomic manipulation
at the quantum level. Electronic spins are controlled by pulsing light. Over a
range of tens of nanometers, quantum effects have been shown. The evolution
of quantum computers is being hastened by the use of light pulses. Plans for
quantum random-access memory are now public knowledge. Development of
a prototype quantum transistor. Proof of long-range entanglement has been
shown. Photonic quantum computing was used to factor numbers in two separate
labs. The quantum bus was developed in a joint effort between two separate
laboratories. Construction of a quantum cable using superconducting technology.
An example of qubit transfer is shown. The development of high-quality qubit
material is a major achievement. Electronic memory have single qubit space in
the disk. Quantum memory via Bose-Einstein condensation has been realized.
D-Wave Systems showcases a 28-qubit processor in action. By decreasing deco-
herence and increasing interaction distance, a novel cryonic technique improves
the efficiency of quantum computers. A proof-of-concept for a photonic quantum
computer has been shown. The use of graphene quantum dots as spin qubits has
been suggested [6].

In 2008, researchers were able to store a quantum bit in graphene quantum dots,
demonstrate three-dimensional qubit—-qutrit entanglement, and establish analog
quantum computing. Controlling quantum tunneling led to the creation of entan-
gled memory, the invention of a superior NOT gate, the discovery of an optical
fiber quantum logic gate, the development of qutrits, and the creation of a better
Hall as a result, we may infer that the spin states of quantum dots are stable for
a considerable amount of time. A quantum memory based on molecular magnets
has been proposed.

The possibility of a reliable quantum computer is improved by the existence of
quasiparticles.

It is possible that qubit storage is preferable than image storage.

e Quantum entangled pictures.
e Modified the quantum state of a molecule on purpose.

Microwave photons are pumped into a silicon circuit with the help of a super-
conducting electronic circuit.

D-Wave Systems claim that it has designed a computer chip with 128 qubits;
however, this has not been independently validated.

In 2009, the purity of carbon-12 was improved, which should result in increased
coherence over longer periods of time.
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Entanglement of the six-photon graph state is used in order to simulate the frac-
tional statistics of anyons that are situated in synthetic spin-lattice models.

Quantum computing: create a photon grenade launcher the development of a
quantum algorithm for use with differential equation systems — Presentation of the
world’s first quantum system, which has completely digital control hardware as
well as software. Scientists are able to change the atoms and molecules of electrons
using electromagnetic energy. Google, in collaboration with D-Wave Systems,
presented a technique for synchronizing the characteristic features of several
linked CJJ rf-SQUID flux qubits with a low distribution of electronic resistivity
due to manufacturing differences. The spectrum response of hydrogen and helium
was correctly calculated by an optical quantum computer with three qubits in
2010; the first semiconductor materials laser brings us closer to electro-optical
computing systems. Ions were captured via an optical trap in 2010.

The transmission of subatomic particles across a quantum communications
channel may be sped up by architectures that use multiplexing. Quantum state
in macroscopic object. Innovative strategy for the cooling of quantum computers.
Quantum contact between a single photon and a single atom has been shown to
exist using microfabricated planar ion traps in the research. Quantum bits (or
“qubits”) are handled using electrical current rather than magnets.

Electron quantum states are electrically controlled by scientists.

e A technique for synchronizing the characteristics of several connected CJJ
rf-SQUID flux qubits with a minimal spread of electrical characteristics owing
to manufacturing variances was shown by Google in collaboration with D-Wave
Systems.

e Realization of Universal Ion Trap Quantum Computation with Decoherence
Free Qubits 2010

o Ion trapped in optical trap

e Optical quantum computer with three qubits calculated the spectral response of
hydrogen and helium with high precision

o First semiconductor materials laser brings us closer to electro - optic computer
systems

o Single electron qubit established

o Quantum state in macroscopic object

o New quantum computer cooling method developed

e Quantum interface between a single photon and a single atom proven

e LED quantum entanglement established

o Multiplexed design speeds up quantum information transfer across a quantum
communications channel

e Planar ion traps that have been microfabricated Qubits are controlled
electricity
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In a solid-state spin ensemble, what exactly is meant by the term “entangle-
ment”? In a quantum semiconductor technology that makes use of superconduc-
tivity, light from the near-outer radiation (NOON) is used. Quantum antennas are
due to multimode quantum interference.

o Atomic racing dual
o Quantum pen

D-Wave one product claims that it discovered quantum annealing. The company
claims its product is the world’s first quantum computer accessible for purchase.
It has been demonstrated that a quantum processor can perform repetitive error
correction, that a diamond can be used as a storage medium for a quantum com-
puter, that Modes can be established, that DE coherence can be suppressed, that
controlled operations can be streamlined, and that ions can be entangled using
microwaves.

Repetitive error correction performed in a quantum processor

Diamond quantum computer storage exhibited

Qmodes established

DE coherence suppressed

Simplification of controlled operations

Ions entangled using microwaves

Practical error rates attained Quantum Entanglement might aid in the develop-
ment of photonic processors.

It was reported that a quantum simulator with 300 qubits or particles had been
successfully built.

A topologically protected qubit that is entangled with eight photons pro-
vides a safe and secure approach to the implementation of real quantum
computing [7].

In the beginning, there was 1QB Information Technologies (1QBit). The first
software firm in the world to exclusively concentrate on quantum computing.
Developed the first system for repeating quantum operations that does not depend
on quantum memory.

At room temperature, the use of a laser to manipulate carbon-13 atoms briefly
and for a period of two seconds reduced decoherence.

The development of a revolutionary, low-overhead approach for building
fault-tolerant quantum logic, which is referred to as lattice surgery. This method
is developed on the concept of Bell-based unpredictable expansion and makes a
more moderate assumption of measurement being independent.

In 2013, 39-minute coherence times have been measured for ensembles of
impurity-spin qubits in isotopically linked systems while the temperature was
maintained at room temperature (and three hours at cryogenic temperatures).
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The amount of time that a qubit remains in a superimposed state has been
multiplied by 10 in order to account for the change.

In 2014, the first ever evaluation of this kind was constructed for factoring in
order to determine whether or not it would be possible to implement a large-scale
quantum algorithm with explicit fault-tolerant and error-correcting protocols.

The NSA’s Penetrating Hard Targets program, which is constructing a computer
program for the purposes of cryptanalysis, has received backing as a result of the
disclosures that were made public by Edward Snowden.

In a first-of-its-kind development anywhere in the world, researchers from
Japan and Austria have made public the designs for a huge quantum computer
based on diamonds. Researchers at the University of Innsbruck accomplish quan-
tum numerical computations on a qubit that is topologically encapsulated and
password protected in linked states that are scattered among seven trapped-ion
qubits.

Using neutrino oscillation, scientists have succeeded in sending data across a
distance of 10feet (3.048 m) with no discernible delay. Percent of inaccuracies,
a significant achievement on the way to the construction of a quantum network.
Nike Dattani and Nathan Bryans have set a new record for the number 56 153 that
can be factored using a quantum device.

In 2015, nuclear spins in a solid, which can have their coherence examined opti-
cally, may have coherence periods of up to six hours. A quantum process known
as transcription makes use of straightforward electrical pulses, and a quantum
error detection code is based on a square lattice of four superconducting qubits
as its fundamental building block. On June 22, D-Wave Systems Inc. made the
announcement that the company has reached a breakthrough of 1,000 qubits.
A silicon logic gate with two qubits has been designed and tested satisfactorily.
By simulating its behavior after that of a classical computer and replicating quan-
tum states such as quantum superposition and entanglement using a traditional
analog web browser, it is possible to develop a completely classical framework
that behaves like a real quantum computer. This is made possible by designing
its behavior after that of a quantum computer.

Researchers headed by Rainer Blatt and Isaac Asimov used an ion-trap-based
quantum computer to solve the problem. In 2016, Chuang at MIT was successful
in running the algorithm developed by Shor. The online interface for IBM’s super-
conducting systems, known as the Quantum Experience, has been made available.
After that, the system is put to use in the propagation of cutting-edge techniques in
digital signal processing. In order to replicate a hydrogen molecule, Google makes
use of an array consisting of nine superconducting qubits. This array was built by
the Martinis group at UCSB. In 2017, researchers from Japan and Australia created
a quantum version of the communications system known as Sneakernet. D-Wave
Systems Inc., claims that the D-Wave 2000Q quantum annealed is now readily



1.4 History of Quantum Computing

accessible for widespread usage in business settings. This apparatus is capable of
storing 2000 qubits of information. The blueprint for a quantum computer that
operates by entrapping ions in microwaves has been made available to the public.
A novel approach to evaluating IBM’s 17-qubit quantum computer has been made
public by the company. Scientists have devised a device that can produce two
entangled qubits, each of which may exist in one of ten distinct states consisting of
a hundred different dimensions Visual Studio now comes equipped with Q Sharp,
the newest quantum software platform developed by Microsoft. For the purpose of
program execution, there is accessibility to both a local 32-qubit simulator and a
cloud-based 40-qubit simulator. Intel recently claimed in a news release that it had
produced a superconducting test circuit with 17 qubits. The device was used for
testing purposes. IBM demonstrates for the very first time a functional model of a
quantum computer that has 50 qubits and has the ability to maintain its physical
phenomenon for 90 microseconds [8].

In 2018, researchers from MIT discovered evidence of a previously undiscov-
ered kind of light that is composed of three independent photons. The group
from Oxford used a technique known as trapped ions. In order to produce
logic gates that are 20-60 times speedier than those that are traditionally used,
the researchers used a method in which they entangled and superposed two
charged atoms obtaining a level of precision of 99.8% in 1.6 milliseconds. QuTech
achieves positive results in its testing of a silicon-based two-spin-qubit processor.
Google has revealed that it has developed a Bristlecone quantum gadget with
a whopping 72 qubits, setting a new record in the process. Intel has started
building a silicon-based spin-qubit computer processor at its D1D Fab in Oregon.
Tangle Lake, Intel’s superconducting test chip with 49 qubits, has been finished,
and the company has made the formal announcement. Researchers in Japan have
demonstrated holonomic quantum gates that are reliable in every environment.
An integrated photonic platform may be useful for quantum systems that rely on
a dependent variable. This past Monday, December 17 2018, is the relevant date.
The first commercialized trapped-ion functional prototype has been presented
by IonQ. This prototype has more than 60 two-qubit gates, 11 fully linked
qubits, 55 addressable pairs, and an error rate of 0.03% for one-qubit gates and
1% for two-qubit gates. The National Quantum Initiative Act was signed into
law by President Trump on December 21 2018, and it provides an overview
of the objectives and prerequisites for a ten-year plan. The objective is to hasten
the development of new technologies in the United States that are founded on the
study of quantum information.

In 2019, Nike Dattani and his colleagues deciphered the architecture of the
D-Pegasus Wave and made it open to the public. IBM also introduced the IBM
Q System One, the company’s first commercial quantum computer, which was
established by the UK’s Map Project Office and Universal Design Studio and
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manufactured by Goppion. Both of these organizations are based in the United
Kingdom. Researchers in Austria have demonstrated self-verifying hybrid and
variational quantum simulations of lattice structures in crystalline materials
and high-energy physics by using a feedback loop between a computing environ-
ment and a quantum coprocessor. These simulations are hybrid, self-verifying,
and self-variational. At room temperature, the phenomenon of quantum Darwin-
ism may be seen operating in diamonds. In a study that was released at the end
of September 2019, the research team working on quantum computing at Google
said that the company’s project had established itself as the industry leader.
IBM has just unveiled its most cutting-edge quantum computer to date, which is
comprised 53 qubits. The introduction of the system will officially take place in
October of 2019.

In the 2020s, a method for producing “hot qubits,” also known as quantum
gadgets, that may operate at temperatures as low as 1.5°C has been developed
by researchers at UNSW Sydney. Researchers from Griffith, UNSW, and UTS,
in addition to seven other institutions in the United States, have developed a
method using pattern recognition to cancel out background noise in quantum
bits, thereby reducing quantum device noise to zero. This method was developed
in collaboration with researchers from seven institutions in the United States.
Researchers at the University of New South Wales have found a way to command
subatomic particles inside electronic circuits by using electric nuclear recombi-
nation. This feat was accomplished by the researchers. In order to overcome the
difficulties associated with experimental wiring, a two-dimensional framework
for qubits has been designed and validated by researchers from the University of
Tokyo and Australia. This kind of architecture is realizable with the integrated
circuit technology of the present day and has far less cross-talk [9].

On the 16th of January, 2019, researchers in theoretical physics said that they
have successfully accomplished the first direct dissection of a photon into its con-
stituent pieces. Applications are conceivable in the field of quantum technology,
which makes use of spontaneous programmable down-conversion.

It was announced on February 11 that engineers working in the area of quan-
tum computing claim to have built artificial atoms in silicon nanoparticles. These
engineers believe that atoms containing more electrons than were previously
considered conceivable may be more stable qubits. If silicon-based quantum
mechanics can be enabled, there will be a number of benefits, one of which is
the potential to reuse traditional manufacturing techniques for computer system
chips.

The 14th of February saw the development of a revolutionary single-photon
source by quantum scientists. This source might open the way for semiconductor-
based quantum machines to communicate with photons by translating the state of
an electrostatic interactions. They show that it is possible to generate just a single
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photon in a controllable environment, without having to resort to completely at
random manufactured quantum dots or structural flaws in diamonds.

On February 25, scientists will imagine quantum instrumentation by taking
pictures of ion states at separate moments during standard measure by conjugat-
ing a trapped ion to the photon environment. They demonstrate that differences
in the degrees of superposition, and thus the likelihood of the occurrence of states
after measurement, can be observed.

On March 2, scientists revealed repeated quantum inspections of an electron’s
spin in a silicon quantum dot. These are inspections that do not affect the electron’s
spin in any way.

The effective manipulation of the nucleus of a single atom using just electric
fields was disclosed by quantum engineers on March 11th. The year 1961 marks
the beginning of this concept, which might one day be used to study quantum
mechanics in silicon. It may have far-reaching ramifications for nanodevices,
accurate sensors of electric and magnetic fields, and basic investigations of
quantum nature if experiments without oscillating magnetic fields are conducted
using single-atom spins.

Researchers at a US Army unit published their experiment on the responsive-
ness of a Rydberg sensor to different electric fields at frequencies ranging from
zero to tens of hertz (the spectrum to 0.3 mm wavelength) on March 19. The
Rydberg sensor shows promise as a tool for detecting information components
due to its superior performance when compared to other specified electric field
wearable sensors such as electro-optic crystallites and dipole antenna-coupled
passive electronics. This is due to the Rydberg sensor’s ability to detect parts of an
organization in a more accurate manner.

On March 23, researchers revealed that they had discovered a method to
compensate for signal loss in an early version of a quantum computer. Prototype
quantum computer node capable of capturing, storing, and entangling quantum
bits. Their proposals might be put into action as essential components of quantum
repeaters in quantum networks, which would result in an increase in the potential
range of the networks.

Scientists unveiled a proof-of-concept silicon quantum processor unit cell that
operates at a temperature of 1.5kelvin on April 15. This temperature is several
times higher than that of commonly constructed quantum computers. It is likely
that it will make it feasible to integrate the qubit array with more traditional
control electronics, which will result in a large margin reduction in the total price.
One of the most challenging obstacles facing the industry is said to be the cooling
requirements that must be met by quantum computers.

On April 16, researchers demonstrated that the Rashba effect may be seen in per-
ovskites that are produced in bulk. Despite the fact that it is thought to be related
to the material’s exceptional electrical, magnetic, and optical capabilities, which
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make it a regularly used material for solar cells and quantum electronics, this phe-
nomenon has not yet been evidenced in the material. This is despite the fact that
it has yet to be made clear in the material.

On the 8th of May, scientists explained their plans to employ quantum phenom-
ena and microwaves to develop a “concrete proof quantum radar.” This kind of
radar might be important in the development of future radar technology, surveil-
lance scanning, and computed tomography.

Using femtosecond X-ray laser pulses, a team of researchers has discovered a
method that allows them to selectively modify the spin state of connected elec-
trons in a multilayer manganite (May 12). As a result, the use of changes in orbital
orientations, known as orbitronics, has the potential to work as the basic bit stream
in cutting-edge information technology devices.

On the 19th of May, scientists made the exciting announcement that they had
successfully manufactured the first silicon on-chip with integrated circuitry.
In order to function properly, high-throughput quantum optical communications
need just a single, low-noise piece of evidence.

This report on the evolution stage of rubidium Bose-Einstein gaseous hydrocar-
bons that took place on June 11 at the Cold Atom Laboratory of the International
Space Station might be beneficial to investigations into BECs and quantum
mechanics, the rules of which are scaled to macroscopic sizes in BECs. This may
be of assistance in the ongoing research and pursuit of few-body physics, as well
as in the encouragement of the adoption of strategies for atom-wave electric
potential between atoms and maybe other benefits.

On June 15, researchers announced the achievement of the world’s smallest
traditional chemical complex machine. It is comprised 12 atoms and a rotor that
is comprised 4 atoms, and it is capable of being obtained by an electromotive force
and beginning to rotate even with very low magnitudes of electricity, as revealed
by searching transmission electron microscopy light imaging technology in
relation to perturbation theory. This discovery was made possible by scanning
electron microscope and light microscopy, which were done in relation to
quantum tunneling.

On June 17, quantum scientists made public their development of a system
that entangles two-photon quantum communication nodes by means of a
microwave cable. This enables information to be transferred between the nodes
without the photons themselves ever having to travel through or populate the
wire. They announced on June 12 that they had employed a technique called
delayed-choice quantum erasure to entangle two phonons and remove data from
their measurement.

On August 1, it was announced that global coherence protection had been
accomplished in a solid-state spin qubit. This is a tweak that will enable quantum
systems to preserve their functioning (or coherence) for 10,000 times longer than
was previously achievable.
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On the 26th of August, researchers suggested that ionizing radiation, which can
come from both naturally radioactive elements and cosmic rays, may have a sig-
nificant impact on the phenomenon known as quantum tunneling.

On June 17, quantum physicists revealed that they had constructed a system
that entangles two-photon quantum communication nodes across a microwave
cable. This system is capable of conveying information between the nodes even if
the photons never travel through or fill the wire. They announced on June 12 that
they had employed a technique called delayed-choice quantum erasure to entangle
two phonons and remove data from their measurement.

On August 13, it was announced that global coherence protection has been
accomplished in a solid-state spin qubit. This is a tweak that will enable quantum
systems to preserve their functioning (or coherence) for 10,000 times longer than
was previously achievable.

According to research written by experts and published on August 26, the
possibility exists that ionizing radiation from cosmic rays and other radioactive
elements in the environment may have a significant impact.

1.5 Quantum Communication

The possibility of developing a computing model capable of running Shor’s
algorithm for large numbers is a driving force in the advancement of quan-
tum communication. For a fuller picture of quantum computers, it is important
to keep in mind that these machines will bring about significant time savings for
just a subset of all possible jobs. Scientists are working to develop techniques to
demonstrate that some problems are indeed susceptible to quantum speedups and
are also attempting to learn whether or not such problems exist. As optimization
plays crucial roles in fields as diverse as the military and the currency markets,
it stands to reason that computers would be of considerable help in solving
related problems. Several other applications for qubit systems are being actively
researched, but they are beyond the scope of this overview since they are not
directly related to computation or modeling. Quantum networks and telephony
may lead to new, creative methods of exchanging information [10], while quan-
tum detection and measurement leverage qubits’ exceptional sensitivity to the
environment to realize sensing much beyond the conventional shot noise limit.

1.6 Build Quantum Computer Structure

Quantum computers are incredibly challenging to build. Although there are many
possible qubit systems in the subatomic particle range, physicists, engineers, and
materials scientists who seek to conduct quantum operations on these systems
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are always challenged by competing requirements. Qubits must first be protected
from outside influences that may otherwise destroy the fleeting quantum states
necessary for computation. If a qubit can maintain its ground state for a longer
period of time, its coherence time will be longer. In this setting, seclusion plays
an important role. Second, qubits need to be entangled, movable across physi-
cal structures, and programmable on demand so that algorithms may be carried
out. These procedures benefit from increased accuracy. It is difficult to achieve
the necessary isolation and interaction, but after decades of research, a number of
promising systems are emerging as potential candidates for large-scale quantum
systems [11].

In order to build a quantum computer, some of the most promising technologies
to use include superconducting innovations, trapped molecule ions, and semicon-
ductors. With respect to consistency, accuracy, and, most importantly, scalability
to large systems, each has advantages and disadvantages. However, it is obvious
that all of these platforms will need some type of error-correcting mechanism in
order to be powerful enough to execute large calculations, and how to design and
implement these mechanisms is a huge topic of study in and of itself. For a more
in-depth introduction of quantum entanglement and its applications in the real
world, see [12].

All calculations that make use of subatomic particles have been lumped
together under the umbrella term “quantum computing” for the purposes of
this chapter. Different types of dynamic programming exist. It is safe to say that
logical, gate-based quantum computing is the most well-known kind. Depending
on the kind of qubit, they are created in starting states and then put through a
series of gate operations, such as current or laser pulses. Similar to AND, OR,
and NOT gates in classical computing, the qubits are placed in the quantum
mechanical state, entangled, and used in logical operations. Following this, the
qubits are measured, and results are obtained.

The study of complicated qubits is also fundamental to the measurement-based
computing paradigm. Then, instead of messing with several qubits, a single qubit
is measured, locking it into a predetermined state. The outcomes of these tests
on additional qubits inform further measurements, which are conducted until a
solution is discovered [13].

Finally, a topological computing framework is built on quasiparticles and
their intertwining operations, which are the basis for qubits and processes.
Theoretically protected against noise that degrades the coherence of other qubits,
topological quantum computer chips are intriguing despite the fact that the first
demonstration of this technology has yet to be shown.

Quantum simulators, like Feynman’s analog computers, are the last option.
Emulators of quantum systems are quantum computers designed for this specific
purpose. This knowledge might help them solve issues with high-temperature
superconductors, the reactions of certain chemicals, or the construction of
materials with desired properties.
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Because quantum computers can determine the state of an item based on its prob-
ability rather than just its binary value, they can handle far more information than
traditional computers.

Computing devices of the past were able to execute arithmetic and logic on the
fixed coordinates of physical objects. Binary systems rely on just two possible loca-
tions for their operations, and this limits them to a limited set of uses. To put it
simply, a bit is a binary digit.

Instead, a quantum bit (qubit) is created by using an object’s quantum state in
quantum computing methods. Prior to their discovery, properties like an object’s
temperature or the spin of its electrons had no name. A photon’s polarization.

Quantum states that cannot be measured are not located in one particular place
but rather exist in a “superposition,” much like a coin that spins in the air before
landing in your hand [14].

Since the outcomes of one set of superposition’s might get entangled with those
of another, we can infer that the quantities associated with the results of both
sets of superposition’s are related, even if we do not know what those sets of
superposition’s are.

The complicated mathematics behind these unstable states of entangled
“spinning coins” may be fed into novel algorithms to tackle problems that would
take a conventional computer a very long time to calculate, if it could compute
them at all.

These algorithms might be used to predict the outcomes of complex chemical
reactions, create secure passwords, or solve tough mathematical problems.

1.7.1 Kinds of Quantum Computing

Different varieties of quantum mechanics exist. How much computing power
(qubits) is needed, how well they can be put to use, and how long it will take for
them to become commercially viable are all different for each kind.

What is quantum annealing? When dealing with optimization problems, quan-
tum annealing is the most efficient approach. In other words, scientists are look-
ing for the best possible configuration by testing out many possibilities. Recently,
Volkswagen (VW) has been experimenting with quantum technology in an effort
to improve traffic flow in Beijing, the most populous city in China. Google and
D-Wave Systems worked together to do the research.

If the technology is successful in choosing the optimum route for each vehicle,
it might drastically reduce traffic, according to VW. In order to find the most
economical travel and logistics solutions for everyone, it may be worthwhile to
conduct this research on a global scale, optimizing every aircraft route, airport
schedules, weather data, fuel prices, and passenger comfort. A typical computer
would need thousands of years to provide a best guess at the solution to such a
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problem. Quantum computers might potentially complete the task in a few hours
or less as the number of qubits per computer increases [15].

A wide range of industrial problems may be addressed by annealing. For
instance, in 2015, Airbus, a multinational aerospace and defense company best
known for producing both military and civilian aircraft, established a quantum
information unit at its Newport, United Kingdom, manufacturing facility. The
company is looking into the potential applications of quantum annealing in
digital modeling and materials science. A classical computer could replicate every
subatomic particle of air flowing over a wing at different angles and speeds in a
matter of hours or days, allowing for the identification of the best or most effective
raked wingtips in a fraction of the time it now takes researchers. The most basic
and restricted kind of quantum computing is known as quantum annealing.
According to experts, modern supercomputers can handle optimization problems
just as well as the quantum annealed devices shown in Figure 1.3.

Quantum modeling: for problems in quantum physics that cannot be solved
by traditional means, researchers are turning to computer simulations. Quantum
entanglement’s potential use in simulating intricate quantum processes is among
its most intriguing applications. Simulation of the response of many subatomic
particles to a condition that becomes true, or inorganic chemistry, is an exciting
area of study (Figure 1.4).

Figure 1.3 Structure of quantum annealing. Source: Adapted from https://images.app
.goo.gl/DeYCU9A7TelvV5c16 Last accessed 25 Oct 2022.

Figure 1.4 Structure of quantum
simulation. Source: Vivien Marx
2021/Springer nature.
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1.8 Quantum Computing Use in Industry

Protein folding is a challenging problem in biochemistry that could be repli-
cated with quantum simulations. Researchers testing potential therapeutics for
diseases like Alzheimer’s and Parkinson’s must use stochastic mathematical
models to determine which drugs cause reactions for each protein.

Some scientists estimate that it would take longer than the duration of the uni-
verse for a protein to fold into its optimal shape if they had to choose among all of
the possible drug-induced consequences. If the protein folding sequences could be
accurately mapped, it would be a major scientific and medical breakthrough that
might ultimately save lives. The vast number of possible protein folding configura-
tions may be calculated with the use of quantum computers, which can speed up
the discovery of new and improved pharmaceuticals. In the future, fast designer
testing techniques will be possible thanks to quantum algorithms that account for
every possible protein—drug interaction.

Quantum computing for all: the most effective and generally applicable kind of
computing is quantum, yet it is also the most challenging to build. Some estimates
put the minimum number of qubits required for a truly ubiquitous quantum com-
puter at one million. Keep in mind that the current ceiling on available qubits is
much below 128 [16].

One of the main ideas underlying the universal quantum system is that it might
be put to work on any really difficult problem and quickly provide an answer.
Some examples of such work are the solution of the annealing equations stated
above and the modeling of quantum events. For a long time now, scientists have
been working on algorithms that would need a universal quantum computer to
run. Two of the most well-known algorithms are Grover’s algorithm for quickly
solving equations and Shor’s technique for quickly multiplying integers (which
may be used for complex code cracking), exploring massive and unstructured data
sets (to be used for advanced internet search, etc.)

At now, at least fifty unique algorithms have been developed for implemen-
tation on a universal quantum computer. In the distant future, universal quan-
tum computing may radically alter the field of artificial intelligence (AI). It is
possible that quantum AI might allow machines to learn at a faster rate than
classical computers. While recent research has produced algorithms that might
form the basis for quantum machine learning, the hardware requirements need
to fully realize quantum AI remain as foreign to us as a general quantum system
themselves [17].

1.8 Quantum Computing Use in Industry

Despite the hype in Table 1.2, commercial usage of quantum computers is still in its
infancy, with just a handful of private enterprises in the sector having raised at least
$50 million (and an even smaller number having raised more than $100 million).
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Table 1.2 Company funding in quantum technology.

Funding in
Country Quantum technology dollars ($)
Canada D-Wave 210
USA Rigetti 119
Australia Silicon Quantum Computing 66
UK cQC 50

Table 1.3  Year-wise investing.

Years Dollars
2013 10
2014 40
2015 100
2016 40
2017 200+
2018 125

D-Wave, the most well-funded private quantum computing startup, has raised
$210 million to date, followed by Rigetti Computing ($119 million), Silicon
Quantum Computing ($66 million), and Cambridge Quantum Computing (CQC)
($50 million).

Notably, since 2013, 70% of all industry capital has gone toward acquisitions by
just these four companies. Table 1.3 also shows that 2018 was the year with the
highest volume of sales to private quantum computing companies.

With a six-year increase of more than 200%, from seven in 2013 to twenty-four
in 2018, the total number of deals has increased significantly. This year’s biggest
deal, a $50 million Series C round for Rigetti Computing, closed in August.

With over $200 million invested across 14 deals, 2017 was a record year for
funding quantum computing companies. In 2017, Silicon Quantum Computing,
Rigetti, 1QBit, IonQ, and D-Wave were the only companies to raise over $20 million
in investment.

1.9 Investors Invest Money in Quantum Technology

The ecosystem that facilitates the birth of such businesses has been growing
in tandem with the increased attention paid to it. Private quantum computing
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startups have already attracted the attention of major investors in the form of
venture capital firms and large enterprises. Investment from Google Ventures
(GV), Amazon, and others has helped IonQ toward its goal of developing
general-purpose quantum mechanics capable of handling a wide variety of appli-
cations. Quantum Circuits, Inc., was backed by the prestigious venture capital
company Sequoia Capital (QCI). Rigetti Computing has received a sizeable
investment from Andreessen Horowitz (al6z), whereas D-Wave Systems has
received many investments from Draper Fisher Jurvetson (DFJ) [18].

In February 2018, South Korean mobile phone carrier SK Telecom entered the
fray, joining Germany’s Deutsche Telekom in exploring the potential of quantum
computing to deliver secure communications. In the wake of a few months for
$65 million and a minority stake in the business, the telecom companies have
acquired ID Quantique, a provider of quantum-based multi-protocol network
cryptography for securing communications. Even the largest companies in
the world have their own internal quantum computing projects. An advanced
quantum computer made by D-Wave Systems is located at Google’s Quan-
tum Artificially Intelligent Lab (QuAIL). The lab is located at NASA’s Ames
Research Center in Mountain View, California, and is cohosted by NASA and the
Universities Space Research Association.

The Alibaba Quantum Computing Laboratory was established in Shanghai,
China, in July 2015 by the Chinese Academy of Sciences and Alibaba’s Aliyun
cloud service. The lab’s current focus is on developing quantum data encryption
for use in online commerce and data storage facilities. IBM presented the world’s
first commercial quantum computer at the Consumer Electronics Show (CES)
in January 2019. The Q System One from IBM uses 20 qubits and combines
classical and quantum features. IBM Q systems are designed to one day overcome
difficulties that are presently regarded as being too sophisticated and exponential
in nature for conventional systems to handle, but the company’s announcement
made it clear that commercialized quantum computers would take time to surpass
today’s conventional machines. Hewlett-Packard, Intel, and Microsoft aren’t the
only tech giants curious about quantum computing. Companies like Booz Allen
Hamilton, Lockheed Martin, and Raytheon, which specialize in the production
and development of weapons, have also placed bets on quantum computing as a
potential business advantage. The governments of the European Union (EU), the
United States (US), Australia (AU), and China (China) are all providing financing
for quantum computing research and development [19], in addition to money
from corporations.

In the United States, organizations including Los Alamos National Laboratory,
the National Security Agency, and NASA are all engaged in quantum computing
research and development. Table 1.4: The Chinese government established the
first-ever quantum observatory in 2016 to facilitate the development of further
methods of secure communication.
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Table 1.4 Companies investing in quantum computing.

Companies Quantum technology

SK Telecom ID Quantique

Deutsche Telecom ID Quantique

Sequoia Quantum Circuit
Amazon Ton Q

DFJ D-Wave System

Goldman Sachs D-Wave System, QC Wave
Andreessen Horowitz Rigetti Computing

1.10 Applications of Quantum Computing

As the price of quantum computing resources decreases, more commercial play-
ers will emerge. As more companies join the market, the widespread use of
quantum computing will increase, especially in situations where conventional
computers are inefficient.

Its effects are already being seen in many other fields.

Now is the dawn of the quantum information age. To the best of our knowledge,
we are on the cusp of delivering capabilities that are beyond the reach of conven-
tional computers. This sort of computer has this kind of impact in pretty much
every field. Vern Brownell, CEO of D-Wave Systems.

Some potential fields of use for quantum computing range from the medical to
the agricultural.

Healthcare: By analyzing the correlations and effects of numerous medications
on a wide range of diseases, quantum computers may facilitate the process of
identifying the most effective pharmaceuticals. Furthermore, genetic advance-
ments might be used in conjunction with quantum computing to design indi-
vidualized treatment plans for each patient. Data generated by next-generation
sequencing is so large that it requires a lot of computing power and storage
space to represent a single human’s whole DNA strand. Although businesses
are rapidly decreasing the time and money needed to evaluate genomic data,
the use of a quantum computer may make genome sequencing more efficient
and scalable on a global scale. An entire generation’s worth of sequencing work
may be completed in half the time with a quantum computer building and filter-
ing through all possible gene variants simultaneously, discovering all nucleotide
pairs swiftly [20]. We may be able to sequence the whole human genome in a
single day using the latest rapid quantum generation sequencing technology.
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Figure 1.5 Quantum
computing use in healthcare.
Source: Bartek
Wréblewski/Adobe Stock.

Using quantum computers, we might synthesize patterns in the world’s DNA
data to learn more about our genetic make-up and maybe even uncover previ-
ously unknown illness occurrences, as shown in Figure 1.5.

o The financial sector often uses algorithms constructed from probability and
assumptions on future market and investment performance. The use of quan-
tum computing has the potential to help in the eradication of data blind spots
and the avoidance of losses brought on by incorrect financial assumptions.
In particular, the optimization of investment performance and biometric identi-
fication are two areas where quantum teleportation shows the greatest promise
for the financial sector. If hundreds of assets with complex relationships are
available, quantum computing might be utilized to more efficiently identify
fraudulent patterns and build enticing investment portfolios [21].

e Cybersecurity is a concern since quantum computers may be used to decipher
the encryption protocols now used to protect sensitive data and documents
stored digitally. However, quantum cryptography, which may be performed on
quantum computers, might be used to safeguard information from quantum
hacking. Quantum cryptography is the idea of securing contact by sending
pairs of quantum-entangled particles of light (entangled photons) across long
distances in a technique called quantum key distribution (QKD). The most
important point is that the encryption system will quickly show signs of failure
if quantum encrypted communications are identified, signaling that the inter-
action is not secure. The reasoning for this is based on the fact that constant
observation of a quantum system renders it useless. This is the “measurement
effect,” as seen in Figure 1.6.

e Agriculture: Fertilizer production might benefit from the use of quantum
computers. Almost all fertilizers that are used to grow food for people include
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Figure 1.6 Quantum computing use in satellite for cyber security.

ammonia. Reduced costs and lower energy consumption in fertilizer production
would arise from a more efficient means of producing ammonia (or a suitable
alternative). Improved access to fertilizers may help both the environment and
the world’s growing population. Little progress has been made in perfecting the
process since there are an infinite number of possible catalyst combinations to
create or replace ammonia. Basically, the Haber-Bosch approach, which was
created in the 1900s, is necessary for any kind of deliberate imitation of the
process. Extreme heat and pressure are needed to convert nitrogen, hydrogen,
and iron into ammonia. Digitally testing for the optimal catalysis combination
to create ammonia would take years to solve with today’s supercomputers.
Ammonia production is best optimized with the help of a quantum computer,
which can quickly analyze chemical catalytic processes and identify the most
effective catalyst combinations. As a matter of fact, we know that tiny bacteria
in plant roots perform this same action every day, using a chemical called
nitrogenize to do so with a little energy expenditure. Our most powerful
supercomputers cannot represent this molecule, but a quantum computer can,
as shown in Figure 1.7.

The cloud: The field of quantum cloud computing is maturing into a commer-
cially relevant field. Access to quantum devices might be made more afford-
able and programming for them simplified with the help of quantum cloud
platforms. QC Ware is a startup in the process of creating a cloud-based quan-
tum computing platform. Investors in QC Ware include Airbus Ventures and
Goldman Sachs. Massive corporations like IBM, Google, and Alibaba are all
working on quantum cloud computing projects right now.
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Figure 1.7 Ammonia use in agriculture.

1.11 Quantum Computing as a Solution Technology

Quantum computers are particularly well-suited to solving problems with an
infinite number of variables, encoding and decoding data in a secure manner,
and accurately duplicating quantum processes and molecular behavior. To this
end, almost all commercially available technology focuses on finding answers
to these problems. Notably, security requirements engineering techniques
may hold the key to safeguarding our digital future with the help of quantum
computers. Automobile and airplane piloting, healthcare provision, economic
decision-making, and many other activities are becoming more software depen-
dent. Problems in a codebase may be found and fixed before they have a chance
to impact the user experience, thanks to real-time analysis by computer algo-
rithms. Finding bugs in the software that supports these life-or-death processes
is becoming more important. Any issue involving nanomaterials can be better
tackled with the help of a quantum computer. Potentially, almost any material
might be designed using quantum computers. Transportation, building, sensing,
the armed forces, medical tools, and many more fields may all benefit. Ultimately,
the building blocks of these industries are molecules and atoms, each with its
own unique set of quantum mechanical and physical characteristics and linkages.

1.11.1 Quantum Artificial Intelligence

In the far future, quantum computers might be used to hasten the development
of Al AI that can carry out complex tasks in a more efficient and human-like
manner may one day be created via quantum machine learning. For instance,
it enables humanoid robots to make the best possible decisions at the moment,
despite the fact that they face uncertainty. The use of quantum computers for Al
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training might significantly advance the state of the art in several areas, includ-
ing computer vision, pattern recognition, voice recognition, and computational
linguistics. The commercial use of quantum Al is still in its infancy. Zapata Com-
puting, Xanadu, and Qindom are just a few examples of the many companies
working to advance the state of the industry via research and innovation.

1.11.2 How Close Are We to Quantum Supremacy?

We say that quantum computers have “quantum supremacy” when they can solve
problems that classical computers cannot. Keep in mind that the perfect quantum
computer would be one that could be used everywhere and would have superior
performance to existing computers. Several organizations, some of their govern-
ment agencies, have claimed to have a quantum computer powerful enough to
achieve quantum supremacy. For instance, in March 2018, Google claimed that
their 72-qubit processor solved a specially chosen problem faster than conven-
tional computers. Shortly after the announcement, Alibaba’s researchers said that
they had solved the same issue using conventional methods. This debate exempli-
fies the critical nature of the race among the world’s largest enterprises to become
quantum dominant first. Hybrid classical quantum services from companies like
D-Wave Systems, Alibaba, IBM, and Rigetti Quantum Computing are at the fore-
front of today’s most advanced quantum computing systems. That is to say, they
provide not just robust classical systems but also exceptional quantum capabilities.
But things are changing quickly in this industry. By 2030, most industry experts
predict, quantum computers will have caught up to, or perhaps surpassed, their
classical counterparts in terms of performance. There are still numerous techni-
cal obstacles that need to be resolved before computer technology can realize its
full potential. Distributing and making available quantum computing power will
need the development of more robust hardware, commercial software program-
ming interfaces, and cloud processing capacity.

1.12 Conclusion

This chapter addressed the development of quantum computing and suggested
that exponential growth in hardware technology is a fair (though not guaranteed)
assumption. A quantifiable database documenting successes in the application
of quantum computing by various businesses for reasons of security, including
the largest physical qubit count and the lowest average two-qubit gate error rates.
Consistent with the idea that both measurements are in conflict at a particular
stage of technological development, there is a link between the highest qubit
counts and the lowest error rates across all technologies.



References

References

1

2

3

4

10

11

12

13

14

15

Nielsen, M. and Chuang, I. (2000). Quantum Computation and Quantum Infor-
mation. Cambridge University Press.

Devoret, M.H. and Schoelkopf, R.J. (2013). Superconducting circuits for quan-
tum information: an outlook. Science 339 (6124): 1169-1174.

Pednault, E., Gunnels, J.A., Nannicini, G., Horesh, L., and Wisnieff, R. (2019).
Leveraging Secondary Storage to Simulate Deep 54-qubit Sycamore Circuits.
Arute, F. et al. (2019). Quantum supremacy using a programmable supercon-
ducting processor. Nature 574 (7779): 505-510.

Alon, N., Dao, P., Hajirasouliha, I. et al. (2008). Biomolecular network motif
counting and discovery by color coding. In: Proceedings 16th International
Conference on Intelligent Systems for Molecular Biology (ISMB), 241-249.
Miller, D.M., Wille, R., and Sasanian, Z. (2011). Elementary quantum gate
realizations for multiple-control Toffolli gates. In: International Symposium on
Multiple-Valued Logic, 288-293.

Amy, M., Maslov, D., Mosca, M., and Roetteler, M. (2013). A meet-in-the-
middle algorithm for fast synthesis of depth-optimal quantum circuits. IEEE
Transactions on Computer-Aided Design of Integrated Circuits and Systems

32 (6): 818-830.

Wille, R., Soeken, M., Otterstedt, C., and Drechsler, R. (2013). Improving the
mapping of reversible circuits to quantum circuits using multiple target lines.
In: Asia and South Pacific Design Automation Conference, 145-150.

IBM. Quantum Information Software Kit (QISKit). https://qiskit.org/.

Siraichi, M.Y., Santos, V.E.D., Collange, S., and Pereira, F.M.Q. (2018). Qubit
allocation. In: International Symposium on Code Generation and Optimization,
113-125.

Matsuo, A., Hattori, W., and Yamashita, S. (2019). Reducing the overhead of
mapping quantum circuits to IBM Q system. In: International Symposium on
Circuits and Systems, 1-5.

Zulehner, A., Paler, A., and Wille, R. (2019). An efficient methodology for
mapping quantum circuits to the IBM QX architectures. IEEE Transactions on
Computer-Aided Design of Integrated Circuits and Systems 38 (7): 1226-1236.
Zulehner, A. and Wille, R. (2019). Compiling SU(4) quantum circuits to IBM
QX architectures. In: Asia and South Pacific Design Automation Conference,
185-190.

Wille, R., Burgholzer, L., and Zulehner, A. (2019). Mapping quantum cir-
cuits to IBM QX architectures using the minimal number of SWAP and H
operations. In: Design Automation Conference.

Selinger, P. (2013). Quantum circuits of T-depth one. Physical Review A

87 (4): 042302.

31


https://qiskit.org/

32

1 Introduction of Quantum Computing

16

17

18

19

20

21

Sisodia, M., Shukla, A., de Almeida, A.A.A., Dueck, G.W., and Pathak, A.
(2019). Circuit optimization for IBM processors: a way to get higher

fidelity and higher values of nonclassicality witnesses. Technical Report
arXiv:1812.11602 [quant-ph], ArXiV.

Kjaergaard, M., Schwartz, M.E., Braumiiller, J., Krantz, P., Wang, J.I.,
Gustavsson, S., and Oliver, W.D. (2019). Superconducting qubits: current state
of play. Technical Report arXiv:1608.02792 [cs.IT], ArXiV.

Steffen, M., DiVincenzo, D.P., Chow, J.M. et al. (2011). Quantum computing:
an IBM perspective. IBM Journal of Research and Development 55 (5): 13.
Tannu, S.S. and Qureshi, M.K. (2019). Not all qubits are created equal: a case
for variability-aware policies for NISQ-Era quantum computers. In: Interna-
tional Conference on Architectural Support for Programming Languages and
Operating Systems, 987-999.

Patterson, A.D. et al. (2019). Calibration of the cross-resonance two-qubit
gate between directly-coupled transmons. Technical Report arXiv:1905.05670
[quant-ph], ArXiV.

Botea, A., Kishimoto, A., and Marinescu, R. (2018). On the complexity of
quantum circuit compilation. In: International Symposium on Combinatorial
Search, 138-142.



2

Pros and Cons of Quantum Computing

2.1 Introduction

If superpositions are never used, quantum technology is effectively a regular com-
puter implementation. Quantum information systems will ultimately be able to
execute all conventional algorithms, regardless of whether quantum sequencing
is employed on a large scale or in some instances. The reason for this is because
the size of the logic gates has a more significant effect on the outcome of quantum
events [1].

We stated that the quantum computing (QC) paradigm absorbs the conventional
computing (CC) architecture [2]. The realization that, in some cases, all quantum
registrations hold perturbation theory comprising a single element, such as, may
help to solidify this connection by allowing CC algorithms to be executed on a
supercomputer.

|R) = |00) 2.1

In this chapter, we will examine the advantages and disadvantages of a highly
automated system. Furthermore, we will investigate several computational
restraints that arise while developing a quantum algorithm using a stripped-down
quantum computer.

2.2 Quantum as a Numerical Process

The mathematical features of intelligent technology architecture are superior to
those of classical computing.

CC cQC (2.2)

Anything a conventional computer can accomplish, and maybe much more, a
quantum computer can do as well. A computer model is as capable computation-
ally as a regular computer [3].
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It has been shown, however, that a regular computer may (sometimes) mimic a
computational model. That is, a classical algorithm may reproduce any quantum
method provided CC is augmented by a simple mathematical formula; neverthe-
less, the classical technique may need geometrically more computing resources.
This means that there is not much difference between classical and QC in terms
of numerical methodologies or the feasibility of a given computational task.

Similarly, a function that can be calculated by a computer processor may be eval-
uated by a quantum algorithm [4].

When a classical computer fails to solve a problem, a quantum computer will
also fail.

It has been shown, for instance, that the freezing problem faced by traditional
computers cannot be solved using a quantum algorithm.

For computer programmers, the critical distinction between QC and CC is
that QC is more cost-effective than CC for specific jobs. Because of this, the
Church-Turing thesis [5] holds that every function that can be computed
efficiently by intuition can also be calculated by a Turing machine.

However, QC demonstrates that the robust version of the hypothesis cannot be
accurate; any functions traditionally thought to be computable may have their con-
sistency improved by QC. Specific problems cannot be modeled efficiently on a
computer fast enough for a recurrent neural network to tackle.

Due to the contradiction of the strong Church-Turing Thesis [6], new important
classes of complexity for the supercomputing model may be created.

2.3 Quantum Complexity

Remember that in computer science, complexity classes label problems as either
easy or hard to solve. Classifications of time and space difficulty are made indepen-
dently of the hardware used to solve each unique problem. Therefore, complexity
classifications are studied to evaluate the challenges of a set of concerns rather
than the efficiency of a computer system [7].

The most important categories of deterministic and stochastic computing are as
follows:

e P =Type of issue that can be solved by a computer algorithm in polynomial
time [8].
The notation NP refers to a set of issues for which a computer can provide
mathematical proof that a solution exists.
The BPP categorizes problems that can be solved by applying a probability
algorithm to a traditional computer. A mathematical computer has a proba-
bility of at least one-third.



2.3 Quantum Complexity
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o EQP = Cases where a quantum computer may provide an answer with a proba-
bility of 1 in polynomial time [9].

e BQP = A category of problems that can be solved by a quantum computer in
combinatorial optimization problems with a statistical approach of at least 1/3.

It’s essential to remember that the one-third factor in these categories is entirely
made up. Any number greater than zero and less than one was acceptable as per
the class specification. The logic is that the probability of success may be increased
by repeating the algorithm several times. This allows for the possibility of errors to
be reduced to an infinitesimal fraction. For example, if you have two n-bit values
that you need to add or perform some other arithmetic and logical operations on,
you have a problem that falls within the primary division of P and should be solved
using O(n) computational steps. On the other hand, the computational complexity
of an n-bit integer is NP-hard; the best-known traditional approach takes logarith-
mic time to compute a solution, but the result may be verified in polynomial time.
However, in QC, decomposition may be accomplished mathematically [10]. Thus,
in Figure 2.1, factorization is a problem for both NP and BQP.

However, there are problems with both NP and BQP, and it is not shown that
every NP problem also exists in BQP. Strangely, in the early years of quantum
entanglement [11], NP was anticipated to be a part of BQP. A problem from NP
may not be in BQP if its structure is like that of the issues in NPBQP. It is presently
known what systems correspond:

P C BPP C BQP (2.3)

P C EQP C BQP 24)

Based on the available evidence, the two most pressing issues in complexity theory
are:

NP C P? (2.5)

NP C BQP? (2.6)

The question therefore becomes whether a conventional computer can effec-
tively solve all NP problems. In other words, can all NP problems be solved by a
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simulation environment? Experts in systems theory have come to the same con-
clusion in answer to both questions.

It is well established at this point that QC is superior to CC for dealing with
certain situations. This is true, but it is up to the computer scientist to determine
what kinds of circumstances call for this. Quantum concurrency, the maintenance
and management of an indefinitely large number of countries in superposition and
entanglement, is the only proven approach for simplifying QC.

2.4 The Pros and Cons of the Quantum Computational
Framework

To better understand the scope and limitations of particle physics, one may use
a quantum register to keep track of a miniature replica of the cosmos. If all the
information ever gathered about the universe, from the Big Bang to the current
day, was divided into a grid with cells measuring the Planck scale (1.61035m),
then there would be around 2800 bits of data.

That much data might potentially be processed using just 800 qubits.

A description of the whole world in fractional order should be stored in an
800-qubit microscopic memory, and this memory should also be able to be modi-
fied in O(1) time. To rephrase, all 2800 coordinates may be changed by the same
amount, U, at the same time. This raises the question of whether a traditional
computer can successfully replicate a virtual environment. The following points,
however, show how inadequate the QC framework is and hence support the neg-
ative verdict.

Our plaything model of the universe is a grid with cells containing the limits of
our knowledge as the initial condition. Each of the 2800 cells must be given the
value 0 or 1 to define the state. It would take billions and trillions of thousands
of years to do 2800 explicit reassignment transactions on the quantum registers to
achieve this goal. Another option is to use a function f(x) to assign values to all
cells compiled by the x-measurement in O(1) time (assuming that the calculation
of f is linear) (x). As little as O(1) clock ticks per cell is required [12].

Asan independent function f(x) may be used to activate all cells simultaneously,
so too can a function be used to transform all cells simultaneously. It seems like the
evolution of the cosmos may be modeled using Markov processes. Unfortunately,
with QC, it is not possible to apply a function to a condition that depends on other
elements in a combination. Take the function f(x, y) as an example; in this case,
x and y represent two separate parallel processing cells. To rephrase, changes to
any one state must be made permanently, or else separate configurations must be
stored and made available. In the former scenario, we are restricted to very dull
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models, whereas in the latter, we are forced to store an infeasible O(2800) worth
of classical information [13].

e Manufacturing - Without reading the location of the dynamic registration, we
will not be able to gain any information from the simulation, no matter how
beneficial our techniques for initializing and growing our universe modeling
may be. The aggregation disintegrated at that point, and the register recorded the
disassembled state of one of the 2800 cells. We can, in effect, imitate the growth
of 2800 states, but we can only visit one. We are restricted to transmitting no
more than 800 data items. The simulations may be performed again to test other
scenarios. The fact, however, is that any relevant statistics will need 2800/0(1)
computations. Since the optimal QC computation of the mean of N states in a
superposition takes time, an infeasibly large number of simulations would be
required (about 2400 for our toy universe model), as will be demonstrated in
Chapter 1.

This simple, maybe unrealistic example highlights how the key benefit of quan-
tum mathematical expressions is the inherent operational synchronization of the
underlying mathematical calculation across an ever-larger computing area (Rules
4 and 6). Disadvantages of the quantum paradigm include its inability to replicate
itself and the destructive nature of quantum experiments [14].

I: printa;
II: c=b;
III: f(a);
IV: f(b);
V: f(c);

2.5 Further Benefits of Quantum Computing

Quantum computers can do any job more quickly than classical ones. This is
because the particles used in a quantum computer may move far more swiftly
than those in a traditional computer. If the qubit is in a superposition state, then
the quantum computer may do an exponentially larger number of calculations
in a shorter amount of time. The second advantage of QC is that it is equally
adept at doing classical and quantum calculations. The best illustration of a
quantum algorithm is Peter Shor’s quantum factorization method from AT&T
Bell Labs. Accelerating medical research using a quantum computer would assist
the chemical industry and may aid in the fight against climate change. Quantum
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computers have the potential to advance radar concealment techniques. In this
regard, Peter Shor’s algorithm is illustrative. According to this notion, quantum
algorithms might be useful in developing new medicines. Quantum computers
have the potential to improve security in the realm of cryptography. Utilizing
quantum computers, one can foresee the weather. In the stock market, quantum
computers may be used to detect problems before they become widespread.
Quantum physics has the potential to be used in mathematics for superior
optimization. Quantum computers may be used by Google’s search engine to
provide the most relevant results for users’ requests.

2.6 Further Drawbacks to Quantum Computing

The main disadvantage of a quantum computer is its high price tag. It is possible
that a small company would not be able to afford such a costly piece of machinery.
There are not enough infrastructures in place to construct a quantum computer at
this moment. This is because the electron, a crucial part of QC, is easily damaged
by its surroundings.

A new research study claims that all computers on Earth, including nuclear
codes, will be vulnerable to QC. Let us say it gets into the wrong hands.

For this technology to reach its full potential, a plethora of novel quantum algo-
rithms is needed. Without quantum algorithms, a classical computer will have no
benefit over a regular computer, just as a computer scientist can only operate as a
conventional computer without these methods. If the outcome of the calculation
is not at the starting point, the answer is too complicated to grasp.

Several companies claim to have built quantum computers, with IBM and
D-Wave being the most well-known. Even if quantum computers exist, we lack
the necessary knowledge to effectively use them. Complex puzzles like sudoku
can be solved just as easily by a traditional computer as by a quantum one.
Quantum computers are inefficient unless they are kept at very low temperatures
(as low as 460 °C).

2.7 Integrating Quantum and Classical Techniques

As has been hypothesized, all computer hardware will one day consist of quantum
circuits. The more pressing question is whether quantum concurrency will have
a major effect on algorithm design. The advantages of quantum parallelism may
only be applicable to a subset of real-world problems in particular cases. When
used in conjunction with other tools, such as vector processors, it has the potential
to boost the performance of many different algorithms.



2.8 Framework of ORAM

The term “hybrid computing” refers to the practice of developing algorithms
that make use of a quantum register as a supplementary dedicated hardware com-
ponent to accelerate certain operations. This approach is narrower than letting
researchers create new algorithms for all of quantum logic. However, the difficulty
of developing new algorithms is greatly reduced if attention is instead focused on
extracting value from existing, general-purpose solutions. In traditional algorithm
design, this is how you would go about creating an algorithm like a binary search
to solve a certain issue.

The need to speed up the development of algorithms for quantum systems
inspired the creation of the hybrid computing paradigm. In this way, computer
scientists may tap into the power of QC in the same way they have traditionally
used software libraries. Hybrid algorithm development differs from full quantum
optimization techniques in that its major purpose is to find the best possible
algorithmic solutions based on a given set of conventional and quantum building
elements. With the whole architecture of the quantum algorithm system in mind,
it is feasible to create product key components that cannot be explained in terms
of earlier building blocks/primitives [15].

2.8 Framework of QRAM

The QRAM hybrid architecture is used to specify that the quantum processor
is dedicated to certain algorithms, or computational kernels. Figure 2.2 depicts
the QRAM design’s master/slave connection between classical and quantum
processors. In this scenario, the conventional code invokes the quantum proces-
sor. An appropriate quantum code is constructed to deliver further instructions.
Therefore, the classical computer feeds information and orders to the quantum

Source code

class + quant
¢ Quantum
instructions \ Slave
Compiler
Quantum
Master ¢ resources
Classical
computer
Results of
measurements
. A —

Figure 2.2 Structure of QRAM architecture.
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processors. The traditional computer, which originally got the instructions, will
need certain measures to be carried out to obtain this data. This method may be
pipelined endlessly, allowing for infinite iterations [16].

There is no question that the quantum processor, in its current configuration,
is constrained by the same constraints as more traditional enhancements, such as
vector and graphics processors, for example, in terms of additional data transfer
costs. It is possible that the quantum computer will introduce even more prob-
lems. Depending on how the quantum register is built, there might be a limit on
how long a quantum superposition can be maintained. This computational time
restriction is unprecedented in the development of classical algorithms.

2.9 Computing Algorithms in the Quantum World

A quantum algorithm that only depends on nontrivial quantum superpositions
is bound to fail because of the seeming constraints on cloning and deleting
observations. However, the algorithmic foundation of QC is beyond the scope of
a basic superposition algorithm. Since there is an issue with algorithmic balance,
the quantum software developer will need to determine which sections of his
code may benefit from quantum acceleration.

To create functional quantum algorithms, it is necessary to consider a number
of architectural and evolutionary algorithm considerations.

The theoretical speed of the first generation of quantum computers, to provide
just one example, has not yet been specified. However, quantum computers will
undoubtedly be a lot slower than their classical counterparts. In 2025, classical
computers will likely operate at gigahertz speeds, whereas quantum processors
will operate at megahertz speeds, at best. To prevent the slow quantum hardware
from negating the algorithmic benefits of the quantum model, quantum software
engineers must strike a delicate balance [17].

As was previously noted, the quantum processor might be negatively impacted
by brief periods of decoherence. As a result, the programmers must calculate the
expected lifetime of the program and guarantee that it is less than the typical
decoherence time of the quantum processor they are employing. To prevent deco-
herence from interfering with the operation, it may be necessary to split down
large computations into smaller ones.

Note that in the QRAM design, the normal processor must communicate with
the quantum block and provide data and instructions to it, and vice versa. This
process will incur some data transport expenses. In large datasets, this savings may
disappear altogether due to the time needed to transport massive volumes of data
through quantum acceleration.
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Due to its I/O features, the QC paradigm also raises algorithmic concerns. Evi-
dently, property #8 proves that the 0 states are the only viable starting point for
a quantum computer. Gates may be used by the programmer to set the O states
to whatever they want them to be initially. If the initial state is unspecified, find-
ing the reversible unitary gate that does the desired transformation may involve
O(poly(2")) computation steps. Another factor that might reduce the quantum
model’s potential advantage in computational speed.

Most quantum algorithms need a uniform superposition as their initial state. It’s
feasible to use n Hadamard gates, as we saw in Chapter 1. This means that these
algorithms incur an O(1) startup cost (n). Future quantum computers may be able
to use Hadamard gates in more than one dimension. As a result, the architecture
of the machine will determine how much strain this has. This layout would be
more effective since the time required for initialization may be reduced to O(1).

Due to the increasing destructive power of quantum measurement, no compo-
nent of a superposition can be output. As the reader will remember, there is a
possibility that we will arrive at a certain condition. An n-qubit register contain-
ing 2" states can only output n-bits of logical information. While performing the
algorithm, it is possible that some information may be lost. The user may rerun the
same process more than n times to extract more than n pieces of classical knowl-
edge. Although, once again, this procedure has the potential to quickly outpace
the processing advantage afforded by quantum acceleration.

However, there may also be issues with memory addressing methods. Let us
check out an n-qubit quantum register. Dereferencing an address needs O(n)
computation steps and employs O(2") switching gates in the most basic memory
addressing system, which is a binary tree that traverses a quantum register’s
states. The inefficiency and complexity of the model lead to a waste of these
materials. Quicker implementations, however, have been proposed.

Moreover, it is unrealistic to expect QC to work effectively with processed data.
When we have an n-qubit register that refers to 2" states and we need to fill it with
data stored somewhere on disc space, the number of operations required to move
the data from the disc to memory is O(2"). To do such a task on a machine with
800 qubits is just unrealistic.

Consequently, it seems that QC is well-suited for dealing with data sets that are
generated on the fly. Precomputed data stored in two different locations inside the
computer may remain in their current locations. The fact that the whole dataset
cannot be exported is the source of the problem here.

Therefore, it will be challenging for quantum software engineers to identify
which portions of a classical program may benefit from quantum acceleration.
They will have to basically start again in most circumstances. As a result, they
are working to perfect hybrid programs before the usage of quantum computers
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poses a serious challenge. However, the same issue affects reconfigurable
supercomputing that relies on FPGAs.

2.9.1 Programming Quantum Processes
There are numerous ground rules to follow while designing quantum algorithms:

To be efficient, a quantum program has to make use of the QC’s parallelism and
massive expansion of the available computing area.

So, we should stay away from anything that requires us to read or copy information
from the registers.

The importance of considering probabilities and recycling options cannot be over-
stated.

Think about the algorithmic issues that arise from using a certain kind of QC hard-
ware, such as QRAM.

Finally, we need to demonstrate that quantum efficacy outperforms the most pop-
ular classical method.

The development of a workable quantum algorithm is no easy task. Perhaps it
should not come as a surprise that just a small number of useful quantum algo-
rithms have been detailed in the open literature, given all the hurdles that must be
overcome.

2.10 Modification of Quantum Building Blocks

Recent studies suggest that the quantum process provides considerable benefits
over the most popular classical alternatives in six key algorithmic domains.

The amplitude of a measurement is amplified to make it easier to measure a
quantum system in which several states are equally probable. An amplitude ampli-
fier may be used as a generic tool for finding optimal solutions to a variety of search
and optimization problems.

The quantum Fourier transform (QFT) may compute some types of Fourier
transformation data at a time that is sublinear to the size of the dataset. To get the
most effective classical algorithm, you will need a time-consuming algorithm.

When a standard method of statistical estimation fails, quantum random walks
(QRW) may be employed to get the job done. When it comes to programming, a
comprehensive introduction to QRW is available.

With quantum error correction (QEC), qubit errors are harder to identify and fix
than with regular bit flips. It isimplemented in QRAM rather than being employed
in the creation of hybrid algorithms.
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Despite their limited practicality, cryptographic algorithms are a vital area of
study for the QRAM computer architecture.

It is not surprising that quantum equipment can simulate quantum phenom-
ena more effectively than classical equipment. Feynman’s studies in QC were
motivated by this application. A new wave of adiabatic quantum algorithms has
emerged to tackle tough problems in bioinformatics, such as protein docking and
folding.

From a purely formal perspective, this application is not especially interesting,
even though quantum computers promise huge breakthroughs in a broad variety
of scientific and technological domains. The evolution of a physical system being
compared to the evolution of a quantum computer is like trying to represent the
dynamics of the ocean with a water tank. The first three factors mentioned above
have a significant impact on the development of algorithms.

The ability to do tasks in parallel with a growing superposition is the primary
advantage of the QC concept. Quantum superpositions cannot be precisely
recreated, and measuring procedures are destructive; therefore, the applicability
of this paradigm is restricted. The computational power of quantum computers is
severely hampered by these two characteristics, yet there are significant advan-
tages to exploiting quantum information for encrypted communications. Since
measurements are destructive, snoops are easily uncovered, and the no-cloning
theorem states that quantum superpositions cannot be falsified.

Consequently, the efficiency of any quantum algorithm is certain to be affected
by several factors, such as the specific architecture used in developing the corre-
sponding computing model. When designing quantum algorithms, it’s important
to consider the time costs of I/O operations, cognitive processing, and initializa-
tion.

The most important foundations for creating quantum algorithms are the QFT,
QRW, and amplitude amplification techniques.
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Methods and Instrumentation for Quantum Computing

It is important to lay the groundwork for quantum communication theory, which
is what we will do in this chapter. The major focus of this course will be on
developing skills in making educated value estimates. For this purpose, we will
use entropy, a measure of disorder in physics. We will look at how uncertainty, the
antidote to sickness, may be used to evaluate the quality of a signal and the number
of bits needed to deliver it reliably. Quantum cryptography will soon include these
ideas. This chapter will provide a high-level overview of several current topics
in computer science and investigate the potential advantages of using classical
computers. This chapter will teach you the fundamentals of programming, but it
will not prepare you for a career as a computer system or network administrator.

3.1 Basic Information of Quantum Computing

In order to learn new ways for the brain to process information, quantum com-
puting is being used. In addition to the contemporary methods of computation
and data analysis that you are accustomed to, historical information . Let us take
a brief look at how data are stored and used on personal computers for the benefit
of individuals who are not acquainted with them. A bit is the simplest data unit
since it merely stores a binary value - a yes or no answer to a question. Since our
technology operates on a binary system, the terms “base 2” or “binary” may be
used to describe it. Each bit in a binary number may take one of two values: 0 or 1.
To effectively integrate a bit (binary 1), an electrical circuit may be connected to
binary 0 for ground/zero volts and binary 1 for, say, +5 V.

For the sake of brevity, we will not go into the inner workings of a computer in
this chapter, but will instead focus on the mathematical operations principles upon
which computers are built [1]. We may start our exploration of binary numbers by
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delving into the details of the base-2 system. It isimportant to keep in mind that the
following formula may be used to estimate the amount of bits needed to describe
an object. Let us pretend for a moment that some amount g may exist in any one
of M states [2]. Then

2p>q (3.1)

That was a n - here’s another one. In order to encode or represent a given
quantity, it is necessary to know the smallest n for which this is true.

To demonstrate this, you may use the binary representation of the numbers 0
through 3 to write them down. There are 22 components, which is 4. This neces-
sitates a representation using two bits. The information is graphically shown in
Table 3.1. The numbers 0 through 7 can only be represented using three bits.

The first seven digits of the numbers 0 through 7 are represented in binary in
Table 3.2.

Table 3.1 Decimal to binary representation
(4 numbers).

Decimal number Binary number
0 00
1 01
2 10
3 11

Table 3.2 Decimal to binary representation
(4 numbers).

Decimal number Binary number

000
001
010
011
100
101
110
111
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3.3 Quantum Data Entropy
3.2 Signal Information in Quantum Computing

‘We can start to think about characterizing data now that we know how to trans-
form it. If we have a message m, how much information does it really contain?

Look at Table 3.1 to gain an understanding of how to measure things. If we take
out the assignment operator [3], we can get the base two logarithms of both edges.
Therefore, let us start with

m=2n
By using a base-2 logarithmic comparison, we are able to make this observation.
log,m=n 3.2)

It was not until 1927, when Ralph Hartley first introduced Eq. (1.2), that it gained
widespread attention. To our knowledge, this was the first effort at quantifying
the information contained in a communication. According to (1.2), it is possible
to store m separate messages using n data bits. Note this for the purpose of clarity:

log,8=3

Eight different messages may be encoded in three bits. Table 3.2 displays the
eight secret codes (0-7) that make up the coded communications. In comparison,
the code may represent anything, with eight possible meanings [4].

You have undoubtedly already familiarized yourself with your computer’s
storage requirements. A byte is the smallest unit of information that may be
used as a word. The byte, an eight-bit integer, is the lowest unit of storage for
information. Now

log, 256 = 8

Therefore, a single byte may store up to 256 unique data bits. The fact that
logarithms are progressive makes it feasible to quantify knowledge in support of
trigonometric functions.

3.3 Quantum Data Entropy

The Hartley method may be used to describe the information carried by a signal.
However, the work of another scientist, Claude Shannon, has shown that we
may go much farther in our comprehension of the information contained in a
signal. With the simple question, “How likely is it that this information will be
seen?” Shannon made great progress. This finding has allowed us to quantify the
information gained from a signal [5].
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We do not learn very lot more when we come across likely-to-occur commu-
nication. However, when we become aware of a message whose possibility of
occurrence is minimal, we gain a great deal of insight. Let us look at an example
to see how this works in practice. In 1812, a major earthquake hit the St. Louis
area. Though earthquakes are less prevalent there than they are in California,
they nonetheless occur [6].

This means that most people in Missouri are not ready for an earthquake. There
is a very small chance of an earthquake happening in Missouri, and the chances
of one happening are much lower. If we know there will not be any earthquakes
in Missouri tomorrow, an enhanced probability message does not tell us anything
new. There have been no earthquakes in Missouri during the last 200years. If
tomorrow’s earthquake prediction holds true, this is devastating news for folks
in Missouri. They get a lot of knowledge from this experience, so it is important
to them.

Shannon calculated the probability that a given message would be sent using
logarithms with a base of 2. The information in a message is indicated by I, and
the likelihood of its occurrence is denoted by p.

I=-log,p 3.3)

The usage of negative numbers indicates that the message’s source credibility
decreases as its optimism increases, and vice versa for the information’s value. Say
later today that there is a 0.995% chance of an earthquake in St. Louis. Even a single
fact contains a wealth of information.

I = —log, 0.995 = 0.0072

The probability of earthquakes occurring tomorrow is 0.005%. There is a tremen-
dous amount of data in this report.

I = —log, 0.005 = 7.6439

Logarithms provide a convenient way to describe the data in a signal, as seen
below.

Due to the low probability of an occurrence, a great deal of detail is often given
in an unlikely message.

The informational value of a communication is low if its occurrence is very
probable.

More detail on the definition is required. One interpretation of X is as a proba-
bilistic random variable with associated uncertainty [7].

Chances p;, p,, ..., p, for each possible x value. When conditions like these are
there, possibilities may be realized.

The complexity of X is quantified by its Shannon entropy.

HX) = —Z p; log, p; (3.4)

Hn) = —ij log, P,



3.3 Quantum Data Entropy

If the chance of an xj is zero, we use the formula 0 log 0 = 0. It is possible to
see the Shannon entropy function, which quantifies the degree of randomness or
uncertainty in a signal, as the natural logarithm of the probability of x.

It is possible to make the following observations regarding communications in
transit: If our signal always sends a 2, we will call it the sequence 22 222 222 222.
The entropy in this situation looks like what? Entropy, sometimes known as the
degree of disorganization, may be defined as

H=-log,1=0

Since a signal with a low Shannon entropy retains the same properties through-
out, it may be reliably predicted.

Now, let us do something completely out of the ordinary. The signal would look
like this: 111212221212122212121112... with around 50% 1s and 50% 2s if the odds
of obtaining a 1 were 50% and the odds of getting a 2 were 50%. What does the
entropy look like in this case? It is

H=-1/2log,1/2 - hlog, = h+1/2=1

Assuming three possible outcomes have been generated. If this were true, we
would be in a different position.

H= —% logzé - % logzé =0.528 +0.528 + 0.528 = 1.585

It has become less clear what characters will appear in the following part of
the message as the unpredictability of the communications has increased in every
scenario we have examined here. One way of looking at Shannon entropy is as a
measure of how unpredictable or uncertain a signal is. To clarify, once we decipher
the message, the Shannon entropy will be identical to zero. More Shannon entropy
means more uncertainty about the future. This is a short definition of Shannon
entropy. An increase in knowledge lessens worry. Boost the randomness by raising
the entropy of the system. A total of I; bits are required to adequately describe a
set of x;. The greatest bit rate required to encode X is

n
R.= ) Ip, (3.5
i=1
The average bit rate cannot be decreased below the Shannon entropy.
HX) <R, (3.6)

Since we know the least about uniform distributions, they represent the
worst-case scenario.

Again, let us pretend that there are »n parts. In a normal distribution, the prob-
ability of locating any given x; is 1/n. Sequences have entropy if and only if the
probability of each element occurring in the sequence is 1/n. Based on this, it is
reasonable to infer that there is a maximum value for the Shannon entropy [8].

0<HX)<log, n 3.7)
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The volatility of two random variables is p/q if their probability density curves
are proportionate to one another.

HXIY) = Y plog, = ~HO) = ¥ plog g (38)

Let us assume we take any given y; from Y and multiply it by Y. Given what we
do know about X, we may write the range of probable outcomes for X as (Xly;) (;).
Then

HX|Y) = -Zp(xly;) log, (p (x;1y;)) (3.9)

This behavior is known as unrestricted entropy. Conditioned multiplicity fulfills
all of the requisites.

HX|Y)<HX) (3.10)

To obtain equality in (3.10), the variables X and Y must be independent. So, we
are now in a position to define mutual information of the variables X and Y. In
words, this is the difference between the entropy of X and the entropy of X given
knowledge of what value Y has assumed, that is,

Because X and Y have created a shared understanding, we can explain it. When
the value of Y is unknown, the unpredictability of X is equal to the disparity
between the initial and current entropies of X, or.

IX]Y) = HX) + HX|Y) (3.11)
IX]Y) = HX) - H(X|Y) (3.12)
It is possible to write this as

IX|Y) = HX) + H(Y) - HX,Y) (3.13)

3.4 Basics of Probability in Quantum Computing

As aresult, if we want X and Y to be on equal footing, we cannot have them linked
together (3.10).

X and Y have generated a body of knowledge that can be characterized now that
it exists. As the entropy of X equals the difference between its initial and current
states when Y is unknown, this property is equivalent to a measure of uncertainty.

0<p <1 (3.14)

To sum up the two poles of this scale, we may say that if something is impossible,
then it has zero probability of occurring. For each given event, the chance is 1. This
range encompasses all other possible outcomes.
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A situation’s likelihood may be roughly estimated by looking at how often it
occurs in comparison to similar situations. For the sake of argument, let us say
n is the total number of occurrences and j is the number of times the nth event
happens. Thus, the likelihood of the jth event occurring is

P, =n;/n (3.15)

Given that 1 is the combined result of all probability, we may deduce:

(s o]

ZPJ‘ZZ ':lan:%ZI (3.16)

J=1 j=1 j=1

|

S
S

The following equation is commonly used in quantum theory to calculate the
amount of a dispersion. According to what people understand,

n i
o1y (3.17)

n n i

J

0 7 o0
=1
One such expression for the variance of a distribution is

(@) =G -Gy (3.18)

Example 3.1 The students in the class are handed a test. There is a set of
students associated with each score.

Score Students
95 1
85 3
77 7
71 10
56 3

Where do you anticipate arriving? The average, or what can we anticipate to
pay, is.
Solution
To begin, let us just add up how many pupils there are.

N=an=1+3+7+10+3=24

The chance of getting a 95 is 1/100.

noo1
= —=—=0.04
Pi n 24
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That similar process is applied to the remaining choices. This has been the most
probable result, with a chance of 71.

n, 10
=2 ="=042
Pa=7 =5

By dividing by (3.17), we get the anticipated value.

() = D jp; = 95(0.04) + 85(0.13) + 77(0.29) + 71(0.42) + 56(0.13) = 74.3

3.5 Quantum Theorem of No-Cloning

In the market for knowledge packaging, duplication of data is routine practice.
Most people assume that a file saved in a word processor or a music file may be
duplicated indefinitely [9]. Because a qubit may exist in a combination, a classical
computer is tremendously powerful, as we have demonstrated.

It is feasible to construct clone of any qubit those information have been given.
The ultimate verdict was disappointingly unfavorable. The full proof of Wooters
and Zurek’s no-cloning theorem from 1982 is presented. It is useful to consider
two extremes: Consider the possibility of a unique operator U, in the sense that

Ully)® 1) =ly) ® lw)
Ul(l$) ® 1x) = |é) @ |9)
with a target in mind by combining the left-hand sides of (13.19) and (3.2), we can

calculate the derivative of the function and, with the help of the fact that UU =1,
derive

(3.19)

(| @ (xIUNUI$) @ 1x)) = (wld)xlx) = (wld) (3.20)

On the other hand, if we take the kernel function of the right-hand sides of (3.19)
and (3.20), we obtain

(w|9)) (3.21)
We can get the equation by comparing these two outcomes.
(w]9) = (w|9)) (3.22)

There are simply two potential outputs to this exponential distribution: the
states are complementary in this circumstance.

This suggests that any given quantum state cannot be duplicated using the
universal unitary operator U.



3.6 Measuring Distance

Another example, this time via inconsistency, is offered here. We apply linear
functions in mathematical mechanics. Therefore, U must be a straight line, as
shown.

Ulaly) @ |x) = a(U(ly) & |x) = aly) @ |x) (3.23)
On the other hand, if we allow and apply (3.23), we get
U(lo)® 1x) = o) & o) =alv)®alr)=a’|y)®|v) (3.24)

Disagreement arises when (3.6) is contrasted with (3.7). Worldwide cloning is
impossible at this time. Since it is impossible to make an exact copy of an entangled
photon, we could wonder how close together the various quantum states really are.
Produce imperfect carbon copies [10].

3.6 Measuring Distance

If it is impossible to recreate an exact copy of a quantum state, the next question
is whether or not an approximation can be built. First, we need to know what
resources we have before we can assess the degree of similarity between two cir-
cumstances.

We will start by examining the trace distance. Multiplication of intensities by
two matrices will be denoted as. The separation of two vertices is denoted by the
symbol (,) in the notation of the trace distance.

1
5P,) = ST, lrl (3.25)

Please take note of it. We might, for instance, want to draw a line between the
equally likely scenarios of and. Standardized performance is on average.

1 1
P, == +26(p.0) (3.26)

The trace distance may be thought of as a universal measure in Hilbert space.
Evidence for this may be seen in the fact that the trace velocity is positive.

0<6(p,0) (3.27)

When and are equal, both and have the same value. The distance along the trace
is a symmetrical function.

6(p,0) =6(0, p) (3.28)
When the triangle inequalities is met

6(Ro) < 6(p,9) +6(I,0) (3.29)
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If p = |y)(y] is a pure state, then 6(p, o) is given by

3(p,) = V1= (ywlrly) (3.30)

A presumption of [p, o] = 0 as long as the primary components of are r; and s,
and that and communicate with respect to some basis,

Z (y; — si)|vix Ul

i

5(po) = %Ty (3.31)

Example 3.2 Compute the trace distance between [13]

P = 210)(0] + 11)(1]

I0)<0|+ (=2 |0)<0|+ (1]

Solution
All of these places are under the microscope. Since greater emphasis has been
placed on the first element, the values of and should be closer together.

3 1 2 1
p =0 = 1001+ 71111 - (510001 + 3 11)(1])
1 1
= 351001 = 111

The trace is complicated, so let us go through a few specifics. Being a straight
line, + the trace again inverts the outer product to the inner product.

Tr (lw)X{wl) > wly >
SO We can write

1
8(p,0) = —Trlp —o|

1oyl = i

(5 )(Tr(|0><0|>+Tr(|1><1|)>—

-3()@-

Now let us see what the trace distance 6(p, x) is. We have

p=m=210) (0l + 1) (1l = (3loy0l + 21111

= 2 (0)(01 - [1)(11)

(55) «ol)+ (1)

1
2
1 1
2 2
1
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We find that

1
&(p,m) = ETrIp -

= [\.)Ib—l

e |2 ()0l - |1><1|>‘

(Tr (o)) + Tr(1)(1h) = 3 (3 ) (010} +111))

1
2

23
=35 @=

We have 6(p, 7) 6(p, o) as predicted, because and are more highly weighed. State
and are more similar to each other than state and.

Be sure tojotdown the matrixnotationsforp =3 |O)<O| + 1|1)<1| o= % [0){0] +
% [1){1],and = = |O)(O| + - |1)(1| Check Example 3.2 outcome.

The trace distance may be readlly calculated using the (p, ¢) matrix’s eigenvalue,
where lambda I is the notation for the eigenvalues, which is the trace distance.

5(p,6)=%2|/1i| =%Z\//1i 7, (3.32)

The trace distance may be simply computed if we are both familiar with the
Bloch vectors of each density matrix. Let us pretend 7 is the Bloch vector of p
and s is the Bloch vector of ¢. This allows us to get the formula for the p, ¢ trace
distance:

SN——

\S]

6(p,0) = = [F =53]

N | =

Write
p=%|0)<0'+%’1><1 ,a=§‘0><0’+%’1>(1| (3.33)

Example 3.3 Find the trace distance between the states [13]

5 i 2 —i
. 8 4 .o 5 8
-i 3/ i 3
4 8 8§ 5
Solution

Let us do it using (13.8) first. We have

S 1 2 1 9 7

8 4 5 8 40 8
p—0= —_ k =

N A

4 8 4 5 )
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Now (p—0)' =p—0,s0

5 BY( S BY) (18
40 8 40 8 800
— o) (p=0)= =
CTOemosl s ol |7 s
4 40 )\ 4 40 800
Next, we find
3 —_
lp—cl=V@p-0)(p—0) =
0
Hence
1 /1 17
5(p, =—(—) 231/ ) ~o0
(p.0) =3 20 ()( 2)
The Bloch vector for p was found in Example 3.13:
5 Y] —-i 3
01 re a1 <
S, =Tr(Xp) =Tr 8. 4 =Tr 4 8 =0
1of|= 3 2 L
4 8/ 8 4
5 i)] -1 -
0 —I\lg 1 4 8|
Sy:Tr(Yp):Tr . =Tr P
VI |
4 8/] 8 4
5 i 5 i
1 0 Q4 ? a1
S, =Tr(Zp) = Tr 8 4lloq|8 4|21
0o-1/f=t 3 i3] 4
4 8 4 8

Exercise 3.11 yielded the following Bloch vector for the parameter:

5= 13- 1z
4 5
Therefore,
y—5= —iﬁ +27
4 20
The amplitude of this arrow’s magnitude is
S - 3V (9 306
1=\ () -
4 20 20
Hence,
1- - 1 V306
6(p,0) = E|r—s| =320 ~ 0-437
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Example 3.4 A system is in the pure state [13]
3 1
= 2 ) + 71X
Find the trace distance between p and ¢ = |y ){y|, o = ly){y | where

W) = —=10) + == (1]

v

Solution
The foundation for both intensity matrices must be the same. Rewriting in terms
of computation is the first step. Experiment 5.6 revealed what we discovered:

=210 (++ ) -]

- (%) <%>(|0)<0| +10)(1] + [1)¢0] + 11)(1]

+(%) (%)(|o)<o|+|o><1|+|1><0l+|1)<1|

=210y {01+ T 101+ 3 1) {012 1) 1l
Density operators are represented in a matrix form.
1(2 1
P= (1 2>
Now for

ly) = Lo+ 2

iV

We found in Example 3.5 that

o= w)wl = <—|o>+—|1>> <i o>+i<1|>
i)\ T
= 310 (o1 + 2 1011 + 2 1) {012 11) (1

The matrix representation is

Vi L=
q wis v

The matrix p —

1 (6 -3
p 20\-3 -6

is given by
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This matrix has two eigenvalues, namely
3

3 -3
w5 a5

Using (3.15), we find the trace distance to be

8(p,0) = ZMI <

A =-—

Wl \3/_>=4\3/3

3.7 Fidelity in Quantum Theory

Similarity between two states may be evaluated using the statistical method of
“fidelity” [9], which measures the degree of similarity between two distributions.
Let us pretend for a moment that we are once again concentrating operators.
Precision is guaranteed by

F(p,0) =Tr(\/\/po+/p) (3.34)

When two quantum states are integrated into one, they generate a concept
called fidelity. Then there will be two states. The probability of finding the system
in a given state may be calculated using the inner product, and vice versa if
the system’s presence in the state is known in advance. Therefore, this gives a
method for evaluating the similarity between the two states. The density operators
and make the assumption that they are pure states in the space of all possible
variations. Due to the nature of the only pure states, 2 =1, 2 = 2, etc. Then

F(p,0) = Tr(\/v/po\/p ) = Tr,\/(lw)wD) (1)) (w){w))
= Trv/ (@l (w)(wD) = KelwIV(w)wD = Kolw)l  (3.35)

You can learn about the essential features of loyalty in (13.18). Keep in mind, to
begin with, that genuineness is a numeric value between 0 and 1.

0<F(po)=Tr<1 (3.36)

Since the condition and the state do not overlap, the value is 1. As a result of
(13.18) we know that two pure states are the same, even though their faithfulness
is the same. That is to say, in most cases, this holds true.

F(p,0) = F(o, p) (3.37)
Under unilateral computations, the faithfulness is even more invariant.

F(UpU', UsU") = F(p, o) (3.38)
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If both coefficients are located diagonally in the same foundation, then we may
describe the fidelity in terms of their principal components. Let us assume that.
When both are true

F(p.0) = Y /s, (3.39)

Example 3.5 Compute the fidelity between [13]
3 1
= =|0){0] + =|1)(1
p = 31000+ 1)1l
and each of
2 1 1 7
== 11 = = Z11)(1
o = 2[0)(0] + 31117 = £10)0] + £ [1)(1]
Can (3.18) or (3.22) be used to determine fidelity?

Solution
First, we compute

9
16

0

o
I

1 1
4 16

This is due to the fact that Tr(2) = 10/161 is not a deterministic state of
the variable. Similar calculations show that Tr(2) = 5/91 and Tr(2) = 50/641,
demonstrating that Tr(2) does not contain any mixed states. That is because the
diagonal nature of the combinatorial framework makes it possible for all three
density operators to exist (3.22). Consider that [10].

8]
S AW
o AW

NP

. 3 12
o Yllo 1L 0o L
4 3 12
202 o) (L o
op=| 3 4 12
o Lffo | [0 L
3 4 12

Therefore [p, 6] = 0. Using (3.22), we find that the fidelity is

I O R
_1+V6

V12

3i-

=0.996
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Since the ration of love to commitment is so close to 1, we can assume that the
two states are very similar to one another. Since there is not too much “distance”
between the two states in Example 3.2, where the trace distance is just 1/12, we
may draw that conclusion. Accordingly, states that are qualitatively near to one
another have a small trace distance [11].

Concerning the second state, we find that:

=2y = (5) ) B )=V
V3447

=———=0.774
V32

This suggests that the boundary between these two states is much more porous
than it was between the two preceding ones. In Example 3.2, the tracing distance
was 5/8 of an inch. Whenever there is less of a connection between states, fidelity
drops and trace distance rises.

One possible way to look at loyalty is as a distribution of probabilities based on
some other criterion. The % chance of that happening is also given.

Pr(p = 0) = (F(p,0))* (3.40)

Example 3.6 Do you know the likelihood for each of the states in the above
example to develop into the other two? [13]

Solution
The probability that p evolves in to ¢ is

Pr(p — o) = (F(p, 6))* = (0.996)* = 0.992
The probability that p evolves into = is
Pr(P — II) = (1 = (p,I1))? = (0.774)* = 0.599

Quantum distance metrics based on the accuracy of the analytical method are
known as Bures accessibility. The statement is true.

di(p,0) =2(1 - F(p,5,)) (3.41)

Quantum distance metrics based on the accuracy of the analytical method are
known as Bures accessibility. The statement is true.

dy(p,o) = 2(1 = F(p,0)) (3.42)

Example 3.7 Example 3.5 shows that the Bures separation around and is
substantially greater than the Bures distance between and.
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Solution
In the first case we find that
d%(p o) = 2(1 — F(p, 0)) = 2(1 — 0.996) = 0.008
For the other two states we have

di(po) =2(1-F(p,0)) = 2(1 - 0.774) = 0.452

di(p.m) > di(p, 0)

The above equation shows common value of particular equation.

Finding the minimum achievable quality on a given channel is important in a
variety of contexts. This is due to the fact that, in the absence of knowledge of the
quantum state, a study of a given frequency channel in the worst-case scenario
may be calculated by computing the least fidelity [12].

Example 3.8 The probability of a bit-flip error on a given quantum channel is
p =1/9. In this case, how much accuracy can the bit flip channel keep? In this
scenario, we will pretend that the system starts off in a pristine state.

p=lw){yl

Solution

In this chapter, the bit-flip channel was explained. While it is possible that the
qubit does not experience any change, it has a greater than one-to-one likelihood
of making a mistake (1p). It is called a quantum action because

p' = ¢(p) =pp+ (1 —p)XpX
The fidelity between this state and p = | y)(y | is given by
F(p.p") =F(p,p) = Tr(\/\/p’p\/?) = Tr\/ﬁ(lll!)(\vl) Vo'
Using simplifies the fidelity to
F(o'.p) = V{wl(pp + (1 - p)XpX)|w)
= VI @lw) |+ 0 - pX[w)yIX)lw)
= Vp+ (1 - pwIXly)(wIX|w)

= Vp+ 1 -p)wiXly)?

Finding the condition in which F is maximal will help us identify the worst-case
scenario. As it is obvious that, the corresponding value will be used for when.
Therefore, we must determine the location where.

Notice that if
|0) +1i]1)

V2

ly) =
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(|o>—i<1|)X<|o>+i<1|> _ <|o>—i<1|> (|1>+i<0|>

V2 V2 V2 V2

_0]0) —i(1]1)
2

Let us verify that ly) is a pure state. We find that

1/(1 —i
p=|w)<w|=5<i 1>

, 1(2 -2
=3\ 2

So, we have Tr(p?) = i(z +2) =1 and this is a pure state. So, the minimum
fidelity occurs when (w|Xly) = 0, in which case

F(p.p") =+/p
For the case where p =1/9 the minimum fidelity is F;, = 1/1/9 ~ 0.33.

in

Then,

(wXlw)

0

3.8 Quantum Entanglement

This section revisits the topic of examining the interference of two qubits.
When describing a state, how much attachment does it have, and how much
entanglement is required to establish a certain state? One method for describing
entanglement is via the calculation of concordance. Formal network computa-
tions might help us estimate the energy and time commitment associated with
achieving entanglement.

Let us start by taking a look at how widespread the consensus is. Essentially, it
is a way to quantify the degree to which the boundaries of two states meet. Plus a
country:

C (o) = Kolw)l (3.43)

In what location is the state’s Fourier transform not to be found? Alternatively,
the density operator may be used to determine concurrence by considering the
amount.

Example 3.9 Entanglement and coincidence are related to one another. Con-
centrate on the end result.

lp) =10) & [1)

demonstration that there is no concordance at all.
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So there is absolutely no consensus. By describing the operators using matrices,
we can see how concurrency vanishes. So, this is a start.
This state’s density operator is given below

Hence
PY®Y)' (Y ®Y)
0000)fo0oo0o0-1}fo000)f 000 -1
jlo1o00ffoo1 offor1o0o0ffoo01 o0
“looooj]l o10 ofJloooo]J] o100 o
0000O0Jl[-1 00 oJfoooofl-1 00 o
0000)]f000-1}]f0000
lo1ooff o0o1 offoo1o0
“looool]Jo1o ol]loooo
0000Jl-100 oJ]loooo
0000
loooo
“loooo
0000

The match might be established by inspecting the matrix’s principal compo-
nents. This matrix has zero eigenvalues, meaning that the entries do not coincide.
The key elements of the matrices may also be used to describe concurrency.

R=1//pPy/p (3.44)

which are denoted by 4,, 4, 4; 4, The concurrence is
C(9) =max{0, 4 — A, — A; — A} (3.45)

where A, > 1, > 4; > 4,. In the next two cases, we will look at how entanglement
entities may coexist.

Example 3.10 Find the concurrence of below

Solution
The density operator in this case is given below.
The matrix representation is

00 0
p=1/20 1 -1
00 0

63



64 | 3 Methods and Instrumentation for Quantum Computing

So, we have
0O 0 00 000 -1
+ 0 1 -10 001 O
rYer'yenel,; ; 1 o0ll 010 o
0O O O00J)\-1 00 O
0O 0 0O 000
_1]0 1 -1 0ff 0 01
T 40 -1 10 010
0O 0 O0O0J\-1 00
0O 0 0O
_1]0 1 -10
T 4]0 -1 10
0O 0 0O

The eigenvalues of this matrix are
M=Li=4=4=0

Using (3.29), we find the concurrence to be
C(p) =max{0, 4, — 4, —4; — 4, =max{0,1} =1

Example 3.11 Find the concurrence of below
_ 100)+]11)
lo)="—",
Solution
The density operator in this case is given by
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_1looooff o001 offo 0o
“4lo0000fl 010 oflo0oO
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“4lo0000fl 010 0|l 00O
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3.8 Quantum Entanglement

Concurrence is 1 since the eigenvalues are 1, 0, 0, 0. The Shannon entropy will
be explained in the following paragraphs.

h(p) = —plog, p — (1 — p)log, (1 — p) (3.46)

Concurring opinion is used to describe the interconnectedness in development.

E(p)zh<1+_ W)

5 (3.47)

In mathematics, the resources needed to construct an entangled state are
described.

Example 3.12 Find the entanglement of formation for the Werner state

24 12
5 1 0 ﬁ 0 0
p=Z@Hp' @)+ =>14=
6 24 1
0 — 0
24
3 o o 1
12 24
Solution
First, we have
21 5 5 55
576 144
0 % 0 0
PYRY)'(YRY)=p* = )
0 0 —_— 0
576
S5, 22
144 576

The eigenvalues of this matrix are
49 1 1 1
7 64’ 576" 576 576
From (3.12) the concurrence is
C(p)=0.76
From the entanglement of formation is
sy 12VIZCOF, 12 VIZCOF 12 yI=COF |
a 2a 2 2a 2a

1+ 4/1 - C(p)?
X —(p)=0.67

2a

2
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The entangled formation in Example 13.10, as well as the entangled formation
in Example 13.11, are both 1, according to this proof.

3.9 Information Content and Entropy

Entropy is a helpful metric for quantifying the amount of data included in a
signal. Suppose, for the sake of argument, that X is a completely random event.
Prior to taking a measurement, entropy reveals how little we know about the
random input. Variables another way of looking at it is that the entropy of X
informs us how much information we can expect to learn about it from the
evaluation. The probability of an outcome is expressed as an entropy value.
Take the case when there are n possible outcomes and the probability of the
jth outcome is pj =1. To that end, we may determine the Shannon entropy
H by

n
H= —ij log, Pj (3.48)

j=1
A few different types of entropy functions, including the binary entropy func-
tion. The graphic demonstrates that entropy has a concave shape. In other terms,

AH(p)+ (1 - A H (g <H(p+(1-A)q) (3.49)

The highest levels of entropy occur in conditions of maximum ignorance. In the
case of discrete possibilities pj, the least amount of data is available when all of
the possible outcomes of a study are of equal likelihood. This means that there is
a probability assigned to each of the n possible outcomes.

1
pj n

Binary entropy is one example of this. Is there a third option? To begin, let us
assume that x =1/2 is a mathematically probable outcome for both. Then, we have

—xlogx—(1-x) logl-x)=1

Suppose, for the moment, that one result is much more probable than the other.
As an example, if x is equal to 0, the likelihood of discovering an option is 1x =0.8.
Because one possibility is more frequent than the other, we have more information
about the state before the measurement in this case. Here’s how it works:

—x log x — (1 —x) log(1 —x) =72



3.9 Information Content and Entropy
It is possible to view the alternatives if x = 0.05, which means that there is a 95%
likelihood.
—x log x — (1 —x) log(1 —x) =0.29
For example, if there are two alternative possibilities and we are unsure of which
one will occur, then we should choose the one that is more likely to occur.
HX)=1
The entropy in this situation is at its highest point. The rest of the time
HX)<1

The greater the entropy, the more uncertain you are about the result. Let us say
X and Y are two independents randomly initialized. P(x, y) = (x, y)/p(x, ) is the
joint Shannon entropy of the two results.

H(X,Y)=-) p(x.y) log(p x.y)) (3.50)
xy
In general, the accompanying inconsistency, referred to as principal component
analysis, is respected:

HX,Y) XHX)+H(Y) (3.51)

If the distributions X and Y are independently, equality holds in (3.35) Given X
and Y, the unconditional entropy is

HX|Y)<HX)-H(®Y) (3.52)

An analog of the Shannon entropy is needed to measure the entropy in a
quantum state. Density operators, rather than conditional probability elements,
are used in this case (3.32). Von Neumann entropy refers to the entropy of a
superposition state whose density operator has a value of 0 and is given by

S(p) = —Tr(plog, p) (3.53)
A state’s relative Von Neumann entropy is
S(plle) = Tr (p log p) — Tr (p log o) (3.54)

Note that S(p |l 6) > 0 with equality if and only if p = ¢. Say that I is a density
operator, and then assume that its principal components are given by the Von
Neumann entropy may be expressed in terms of eigenvectors.

S(p) = - 4 log, A, (3.55)
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Example 3.13 A qubit’s most fully mixed state is
1o
2
o L

p:

What is the von Neumann entropy for this state?

Solution

The eigenvalues are

11

2°2

Using we find the entropy to be

S(p) = —ZAi log, 4; = —%10g2 <%) - %log2 (%) = —log, (%) =log,2=1

A Ay =

In general, the totally mixed configuration of a quantum states in a Hilbert space
of size n possesses entropy.

log, n (3.56)

Example 3.14 Find the entropy of the two states

30 2
p=t 210
0l 0o~
4 10
Solution

In certain cases, the similarity may be determined by looking at the major compo-
nents of the matrix. The eigenvalues of this matrix are all 0, which means that the
entries are not equal. Key features of the matrices may also be utilized to charac-
terize concurrency.

3 3 1 1
s =-21og, (2) - L1og, (1) =081
® 2 08, 2 p 08, 2
For ¢ we find that
3 3 1 1
s =-21og, (2) = 1og, (1) =0a7
® 71982\ 7982 \7
We have a better understanding of the situation before a measurement is taken
since it is significantly more likely that the result will be accurate |0).

Example 3.15 The state’s entropy may be determined.

p:

Bl N
NI= A=
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Solution
These are the matrix’s eigenvectors:
31
bm (33)
R 7!

The question is whether this is a clean or a composite state. In Example 5.6, we
discovered that this was the case.

L1)(11) (5 1
. |2 42 4 16 4
SN E Y | FY B B
4 2)\4 2 4 16
1

:>Tr(p2)=i+5— 02

16 16 16 8

As a result, we are in a state of flux. In spite of the obvious differences, the per-
meability is the same as in the preceding example:

3 3 1 1

Sp) = -2 1log, () - 7 log, (5

® 2 08, 2 2 ) 2

The most entropic state is a fully mixed one, whereas the least entropic state is

a pure one.

>=am

Example 3.16 Find the state’s entropy.
_ 10y +11)
lp) = —F——
V2

Solution
The densities operator is the first step. It seems to us

p=lw)wl= <'0>\75|1>> <<0l\;5<1|>

=%wmm+mxu+uxm+uxm

Thus, the matrix form of this manufacturing capacities is thus

1 (11
P=3\11
These are the matrix’s eigenvalues:
/11,2 = {1’ O}
The fact that we can employ to compute entropy
limx logx=0
x—0
As a result, we merely have to think about =1 and discover that

S(p) = —log, (1) =0
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There is no entropy in this state since it is a pure state. We have complete knowl-
edge of the system’s status prior to measuring; therefore, there is no room for
guesswork.

The differences in communication govern the entropy of a superposition state
in n dimensions:

log,n>S({)>0 (3.57)

Both extremes have been shown. The bottom limit in is the entirely mixed state,
which has entropy provided by log, n and is defined by equally likely outcomes
D; =1/n (3.41). Next, we will illustrate how the von Neumann entropy remains
constant even when the basis is changed.

Example 3.17 Let p = §|+)(+I + }‘|—)(—|. The entropy of the state must be
shown to be invariant by a change in the base.

Solution
The matrix representation of this state is
29
p= +
o L
4

Note that this matrix is written in the {I+)} basis. The eigenvalues are 4, , =

{ % ‘—1‘ } and we have already seen that the entropy in this case is

S(p) = —‘%log2 (%) - % log, (%) =0.81

What will happen if we represent the information in the supercomputing basis?
If so, the matrices representations may be found in

p:

ENIE SR
N A=

In Example 3.15, we saw this matrix. Once again, we see that the eigenvalues
are identical.
S(p) = —% log, (%) - i log, (i) =0.81
Consider now the states that are created by the tensor combinations of qubits. If
a composites state can be broken down into its component parts, then a state like
as p ® o, entropy is additive in the sense that

S(p® o) =S(p) +s(o) (3.58)



References

Entropy, in general, is not additive. Reduction matrices of the composite
structure are given by the following equations: Suggests there is a subadditivity
inequality.

S(p) < S(PA) + S(PB) (3.59)

Since ignorance reduces while evaluating the system as a whole, finding S() less
than the modified density matrices entropies shows that studying the system as a
whole gives you the greatest knowledge about an entangled system. The reduced
density matrix multiplication A and B provide Alice and Bob additional informa-
tion about the structure of the network while just examining their sections of the
system.

Example 3.18 Each of Alice and Bob has a member of an EPR pair in the Bells
state that they share with the other:
Entropy as observed by Alice and Bob is a measure of the whole system’s entropy.

Solution
We showed that the density operator for this state is

p= |ﬁ10>(ﬂ10|
_ <|0A>|OB> - |1A>|1B>> <<0A|<OB| — (1l (1] >
V2 V2

_ |0A>|OB><OA|<OB| - |0A>|0B><1A|<1B| - |1A>|1B><0A|<OB| + |1A>|lB)<1A|<1B|
2

As aresult, the entropy is easily calculated to be S(P) = —log 1 = 0. We calculate
the partial trace of this density operator to get the states as seen by Alice and Bob
separately.

1 (10
Py ==
B 2(01)

This is the utterly mixed state with entropy given by

Sg (Pg) = log, (%) =1

We find a similar result for Alice, and clearly (3.43) is satisfied.
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4

Foundations of Quantum Computing

In both classical processing and quantum entanglement, bits serve as fundamental
measurement units. Quantum bits may be physically implemented in an array
in the same ways that classical bits can be: in a wide number of ways. As with
traditional computer science, we will not give much thought to the actual
implementation of quantum bits.

4.1 Single-Qubit

4.1.1 Photon Polarization in Quantum Computing

There exists a simple experiment that can demonstrate the nonnutritive behavior
of quantum systems, which is put to great use in quantum algorithms and pro-
tocols. Any photography supply store should have everything you need to do this
experiment: a polaroid camera, a laser pointer, and three (polarization filters). The
theories and mathematical models of theoretical physics that were used to explain
this uncomplicated experiment [1] also give a clear explanation of the quantum
bit, which is the primary component of quantum systems on which computational
and mathematical computation is carried out.

Using this experiment, we can see how a quantum bit may be realized in the
physical world, which reveals some of the fundamental aspects of quantum mea-
surement. We strongly recommend that you do the investigation on your own time
and collect the data on your own schedule.

o Give this simple experiment a shot: project a moving image onto a screen by
making use of a laser beam. When polaroid A is positioned in between the screen
and the source of light, there is a reduction in the amount of light that reaches
the monitor. Take into account the fact that polaroid A has a horizontal polar-
ization. Slide polaroid C in front of the projection screen and behind polaroid A.

Quantum Computing: A New Era of Computing, First Edition.
Kuldeep Singh Kaswan, Jagjit Singh Dhatterwal, Anupam Baliyan, and Shalli Rani.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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Because the polarization of A is orthogonal to the plane of the film, polaroid C
is invisible on the monitor (vertical).

It makes sense to put A and C adjacent to each other. Since no light has traveled
through the first two polaroid layers, it is safe to conclude that no light will travel
through the third. The screen is visible from at most B polarization angles.

If B’s polarization is perpendicular to those of A and C, the effect will be
strongest.

Since adding polaroid B increases the number of photons reaching the display,
it is evident that the polaroids are not acting as simple sieves [2].

The Quantum Role in the Explanation:

Waves may be the most appropriate conceptual framework within which to
frame investigations that make use of concentrated rays of light. The experiment
that is detailed here makes use of light that is so dim that there is just a single
photon’s worth of interaction between the polaroid and the light. Similar
experiments have been conducted with more complex pieces of machinery. As a
consequence of these single-photon investigations, the traditional nonlinear
dynamics can no longer satisfactorily explain the outcomes that have been
seen. This peculiar behavior may be seen in other realms outside the domain
of light. The two components that make up the molecular mechanics descrip-
tion of the experiment are a photon polarization information address and a
polaroid-photon application interface. In order to carry out this investigation,
basic mathematical concepts, such as the idea of a qubit [3], are used extensively.
The percentage difference of a photon is characterized as a unit vector in quan-
tum physics, and this vector points in the appropriate direction. Consider it to
be a vector that has had the letter v slapped on top of it to denote either transver-
sal or longitudinally polarization. The conventional notation for a vector that
expresses the physical phenomenon of a subatomic particle is seen in Figure 4.1.

W =a|l-1*+b| -0

Figure 4.1 Measurement of state.

A

v =al-1*+bl =0



4.1 Single-Qubit

This use of the letter v for a vector is consistent with other uses of the letter v.
For any desired polarization, just add the two basis vectors together linearly to get
a unit vector representing a 45°- polarization angle. Coefficients a and b in the
orientations [4] represent the amplitudes.

When seen through the lens of quantum physics, the interaction that takes place
between a photon and a polaroid looks somewhat like this. In a polaroid, polariza-
tion may be achieved most effectively along one particular axis. By quadrupling the
concentration of the polarization along the photon’s preferred axis, one may deter-
mine the likelihood that a photon will be able to pass through a polaroid and reach
its destination. The probability of the polaroid capturing a photon is related to the
cube of the amplitude of the light traveling in a direction that is perpendicular to
the polaroid’s preferred axis.

Now, the direction in which photons enter the camera, rather than the direc-
tion in which they exit, is used to determine the polarization of the photons. All
linkages between qubits and measurement equipment are characterized by their
probabilistic nature, as shown by this experiment, as well as the state change that
follows [5].

As an illustration of what a quantum bit is, take into consideration the whole
range of possibilities for the polarization of a single photon (or qubit). There is no
limit to the amount of values that may be expressed in a qubit so long as just one
unit vector is used. Even if the amplitudes (a and b) are not necessarily essential
for the interpretation of the experiment, it is possible for them to have values that
are complicated. Circular polarization may be thought of as the equivalent of the
imaginary portions of a polarized photon.

The collection of all the different potential configurations of a physical system is
referred to as that system’s state space. Two-dimensional complex vector spaces,
often known as qubits, are one way that quantum mechanical systems may be
represented. (Every time a vector is multiplied by a quadratic function of length
modulus one, this representation shows the same quantum state as a result.) There
is a need for redundancy.

Effects such as photon dispersion, electron spin, and the atomic states of matter
are examples of two-state quantum phenomena. It is not meant to imply that there
are only two distinct states that are attainable within the context of this state space;
rather, the term “two-state” is used to describe the possibility that any state that
can be imagined can be represented by a straightforward linear combination of the
two forms. A two-dimensional complex vector space may be thought of as a qubit
if and only if it is possible to differentiate between two separate labeled represen-
tative equation states. According to the quantum cognitive theory of multimedia
learning, existing nuclear levels and electron spin are equally effective as two-state
systems. This holds true for both of these types of systems. The physical realiza-
tions of high-performance computing input devices, such as quantum mechanics,
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have not yet been defined, and it is still uncertain whether two-state systems are
particularly appropriate for the development of such technologies [6].

4.2 Multi-qubit

Systems with more than one qubit provide us a glimpse of the potential advantages
of using quantum states to encode data. In contrast to classical systems, when more
particles are added, the quantum state space expands in a way that is exponential.
When compared to classical encoding, the process of storing computing knowl-
edge in the quantum states of a system consisting of n particles allows a great deal
more flexibility. Chapter 5 of this book will investigate several ways in which these
enormous state spaces might be used to speed up the calculating process.

The differing ways in which classical and quantum states combine contribute to
their enormous size differences. Let us pretend you have a multi-part, macroscopic
physical system. It is possible to provide a complete description of the state of this
classical system by first detailing the states of its individual parts. Characterizing
a complicated quantum system in terms of the states of its components gets
increasingly challenging as the system’s complexity increases. “Entangled” states
are those that defy description. The entangled state is a crucial part of quantum
computing [7].

Entangled states are a quirk of quantum mechanics with no counterpart in
classical physics. Entangled states populate the vast quantum state spaces of a
multi-qubit system. Since the behavior of entangled states cannot be simulated by
conventional computers, the field of quantum computing had to be established
by pioneers like Feynman and Manin.

The early parts of this chapter include mostly abstract information essential
for developing the mathematical framework required to comprehend multi-qubit
systems. Lots of examples will be provided to help illustrate the points spoken
and the difference between the tensor product of most of the example imply on
problem to solve. We define a collection of vector spaces, investigate the ramifica-
tions of this formalization, and then analyze the direct sum of two or more vector
spaces. In this section, we launch into an analysis of how the unique quantum
features of the entangled states come to be. We demonstrate this phenomenon in
the setting of a second quantum key content delivery system [8].

4.2.1 Blocks of Quantum States

Since each member of an ensemble may be represented by a single vector in a
two-dimensional space, it is possible to utilize 2n-dimensional vector spaces to
depict the possible states of » items. For classical state space integration, the direct
sum is utilized. Each individual system’s state space is substantially smaller than
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the aggregated state space when dealing with quantum coherence in this double
vector representation. When we linearly combine the vector spaces of our quan-
tum particles, we obtain a space with 2n dimensions. To begin comparing the sizes
of produced spaces, we will first examine the comprehensive definitions of a direct
sum and the tensor products.

4.2.2 Submission of Vector Space in Quantum Computing

To get the distance matrix with basis ,..., m, just take the direct sum V W of two
vector spaces, each of which has bases A, and you will have the desired result. This
fundamental arrangement is wholly determined by chance. Because V' W has a
dimension of n + m, it follows that for every element with n and m dimensions,
there are n + m zeros in V W.

dim(V @ W) = dim(V) + dim(W)

Integrating the outcomes of operations performed on the two linked vector
spaces gives rise to the definitions of the mathematical operations of addition
and scalar multiplication. When spaces V and W are embedded, the result is a
product referred to as the typical V' W kernel function.

() @ W,D(A V)T = ¢;| 4+ (w,|4)

Since v and w are mirror images of one another when evaluated with the stan-
dard kernel function, they naturally embed in v w.

Only two points need to be considered in order to completely characterize the
states of O;, O,, and O, using only their dimensions (x;, y;) and angular velocities
(p;, ;). Therefore, the state of the environment may be described as a straightfor-
ward tally of all of its components, which are as follows:

- n
X X N3\ _
6 oo (2)- ()
S13

In general, the number of possible states for n such conventional objects is 2n. In

this way, the total number of items in the dynamical system grows exponentially.

4.2.3 Vector Spacing in Quantum Blocks

The nautical miles vector interior with the basis comprising of the nm elements
of the form where is the convolutional product, an abstract binary operator that
satisfies the following connections, can be obtained by combining different vector
spaces V and W with bases A =11,12,...,In and B, respectively. This results in the
nm-dimensional embeddings.

(v + ) @ [w) =[v) @ [w) + [v,)® | w
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Taking k = min(n,m), all elements of VQW have form
v)® | wy V) ® | w, o+ )R [ wy

for some v; € V and w; € W. Since the tensor product is defined by a set of relations,
its representation is not special. More so, although it is true that VV W’s constituent
parts may be reduced to a set of

al(lal> ® |ﬂ1>) + az(|a2> ® |ﬂ1>) +--+ anm(lan> ® |ﬁm>),

most elements of VQW cannot be written as [v) ® |w, whereve Vandw e W. It
is common to writev w for v) ® |w]|| |.

Example 4.1 LetV and W both be two-dimensional vector spaces, and let A and
B, their respective orthonormal bases, have the values |1,I2. We are able to define
the components of V' and W by making use of the notation Iv = alll + a2|2 and
lw = b1I1 + b2I2, respectively. Then, if we make the assumption that V and W are
both vector spaces that map to a qubit and make use of the conventional basis of
10,11, then V W has as its basis. When two single-qubit states are combined into a
tensor, the result is 110+ 111 210+ 2[1.

When working with vectors, the ordering of the base of the tensor computational
grid is required when using the more popular matrix form. It is possible that we
will decide to alter the way the dictionary is indexed.

The Fourth and Twelfth Example Calculating the tensor packing of the basis
functions using a linear transformation is possible if one uses the dictionary
sequences of the basis for the tensor mathematical model as their starting point.
| + ¥ Because an inner product on V W is produced when the inner products on
V and W are multiplied together, we can say that V' W is an inner product space.
Since the embeddings of and is given by, we can also say that V' W is an initial
feature space. If and only if the bases on which the two unit vectors are defined
are orthonormal, then the tensor product of the two unit vectors will also be a
unit vector; in the case of W, the basis for V' W will also be orthonormal. Given
that the size of the tensor product is determined by the ratio of the dim(V)dim(W)
values, the dimensions of the tensor product of n vector spaces in two dimensions
are equal to 2n.

Rarer than them all |A tensor product of two W-vectors that is not the case
(though they are all linear combinations of such elements). This discovery is very
important to our overall understanding of quantum computing. We refer to these
states as entangled since the linear combination of a vector in state V and a vec-
tor in state W does not constitute a valid computation for them. As we are going
to show, it is pointless to speak to the state of a single qubit in an n-qubit system
when discussing the majority of the quantum states, including all of the entangled
ones [9].
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Additionally serving as the cornerstone of probability theory is the tensor prod-
uct structure. Direct sum structures are often confused with tensor product struc-
tures, despite the fact that tensor product structures are seldom brought up in this
context. There is a possibility that this may lead to misunderstandings. Readers
who have a solid grasp of the tensor product structure that underpins probability
theory will have a much easier time comprehending the application of this idea in
more everyday settings.

4.2.4 States of n-Qubit Technology

When the contents of two quantum mechanically, V and W, are each defined by
unit vectors, then the many states of any combined quantum state may be repre-
sented by vectors in the dimensional space VQW. Let V; be the vector space for
a single qubit, where I is an integer between 0 and n, and the basis is since the
associated qubit is readily apparent from the position, the components are com-
monly removed from the conventional basis for the vector space V,; V; V for an
n-qubit system, which consists of the 2" vectors. The rule that the arrangement of
kets signifies the multiplication of tensors allows for a simple expression of this
assumption.

Tensor combination space for an n-qubit system is often used in quantum cryp-
tography; hence, a shorter and clearer notation is desirable. To express this, we will
use the notation Ib,; ...b,. This terminology may be used to represent the underly-
ing structure of an n-qubit system.

Due to the complexity of binary notation compared to mathematical language,
we may refer to the binary representation of the state |b,; ..., as Ix. This sequence
expresses the typical basis for an n-qubit system.

The standard basis for a three-qubit system may be stated as =10,1,12,13, and the
standard basis for a two-qubit system can be summarized as =10,11,12,13.

Since |13 might mean either a two-qubit state or a three-qubit state depending on
the context, it is important to know how many qubits are being referred to in order
to make sense of the terminology used here (see [10]).

To distinguish between individual qubits, signify different registers in quantum
computers, or to denote that different people own qubits, we often resort to a less
concise language. State may be represented as or, where the second number indi-
cates which qubits are managed by Alice and which are managed by Bob if Alice
controls the first two qubits and Bob controls the final three.

Example 4.2 The superpositions

0>+ = L1000, +— 111

1
N Y Y Y
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and
%(11, +12> +14) + 177 = %“1001 +0% 41100 + 11”

depict the states a system with three qubits may take.

To represent the basic functions of an n-qubit system in matrix form, the order
of the coordinate axes must be established. Unless explicitly indicated differently,
basis vectors with integer labels are assumed to be in a sequential sequence. This
method has the potential to be used as a representation of the two-qubit state.

This method has the potential to be used as a representation of the two-qubit
state will be represented by a matrix.

The standard foundation is the one we rely on the most, although we do utilize
other bases on occasion. A two-qubit system’s Bell basis is an example of this {|®t),
|D7), |PT), |¥)}, where

&%) =1/v/2(1 00 + ] 11
|&7) =1/v/2(1 00— | 11
[¥+) = 1/v/2( 01 + | 10
¥7) = 1/v/2( 01 - | 10,

The presence of this feature is essential for the implementation of quantum tele-
portation and other applications. If a state v is the linear combination of a set of
orthonormal states, then it is a superposition with respect to these states, because
lv = alll+ +a;li, where at least two of the ai are nonzero. When considering the
usual basis, a superposition will be read as a lack of a fixed set of orthonormal
states.

It is possible for a single unit vector in 2"-dimensional state space to express all
possible states of an n-qubit system. According to the properties of a tensor product
[11], the same phase component in different qubits of a tensor product indicates
the same quantum state in a multiple-qubit scenario.

Each qubit in a superposition may have its own term-specific phase component
factored out into a single coefficient.

4.1)

Example 4.3

(§|o> + ?m) ® (ém + \%u))
V3 i3

=L100 LOI —310 —|11
2\/EI +2\/§| >+2ﬁ| >+2\/§| )
In the case of a single qubit, the identical occurrence in the physical world may
be represented by vectors with the exception of a global phase difference. Any
quantum state that is even somewhat imaginable may be recorded.
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If starting ai is nonzero and nonnegative, then each quantum state must have a
required property if it is to be consistent with the theory. Since this interpretation
uniquely characterizes quantum properties, the quantum state space of an n-qubit
system has problematic dimensions of 2" 1. Complex projective space of dimension
N 1 is the name given to the space in any challenging N-vector space that treats
vectors that are different versions of each other as being equal. Since this is the
case, the n-dimensional projective space of the n-qubit system is a complicated
projective space with a dimension of 2'1’.

Even if it is more practical to do calculations in vector space, one must be care-
ful not to confuse the distance matrix with the quantum state space. This may be a
dangerous mistake. Keep in mind that even though words that are superposed
could have distinct relative phases, the global phase does not have any mean-
ing that is based on physics and should be avoided at all costs. We are a group
of writers working together. It is possible to draw the conclusion that lv and lw
both represent the same quantum state as a result of the absence of any local
change in the sequence between the two. Nevertheless, the following symbols
indicate how various quantum states behave in a variety of settings. For example,
[11 100, the vectors |1 and |0 illustrate how distinct quantum states react in differ-
ent circumstances.

Due to the linear nature of vector spaces, computations in quantum physics
are best performed in these spaces as opposed to the parametric space. When
we represent the outcomes of our computations as quantum states, however, we
absolutely must forget to keep the equivalency in mind at all times.

The fact that states’ laws are worded differently adds another layer of complexity.

|+=and |—=. Similar to the previous statement, (|++1) also expresses the same
vector but in a slightly different form.

If you want to make any headway in this book, you will need to be comfort-
able with the notation we just introduced and the features of tensor products. The
reader is strongly encouraged to keep on at this stage to start becoming fluent.

4.2.5 States of Entangled

One complex number is all that is needed to characterize a tensor product that is
made up of n separate states that each contains a single qubit. A set of arithmetic
operations of dimensions 2" 1 is required for a system that has n qubits, where n
is the total number of qubits in the system. It is not possible for the current state
of n independent single-qubit systems to accurately characterize the situation for
the overwhelming majority of n-qubit states. Because it is not feasible to express
these situations as the linear combination of any quantity of single-qubit states,
the term “tensor product” will not be used. We refer to them as entangled states.
Large numbers of quantum states are inherently intertwined [12].
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Illustration 4.1 The Bell system links them all together (Eq. (3.1)). As an
example, consider the Bell System, a quantum state machine whose behavior
cannot be understood in terms of the states of its constituent qubits. Since there
is no way to get the values a,, a,, b,, b, such that, this state cannot be reduced to
a lower one.

When a,b, =0, b;b, =0, and so on, a,a, =0. A pair of EPR particles in the Bell
state |+ is referred to as an EPR pair for reasons that will become evident later on.

Four states of entanglement

1
|¢p*) = —(100+1,1)
V2

1
|¢p*) = —(100-1,1)
V2

and

1
|¢p*) = —=(101+1,0)
V2

2

The states known as bell states are those that fulfill the conditions of Eq. (4.1).
The study of quantum data processing relies heavily on the concept of “Bell states.”
Quantum entanglement and dense coding are two examples of such technolo-
gies. To put it another way, it exemplifies the highest possible level of dependency
between the different states.

When the idea of entrainment is brought up, it is always from the perspective of
an specific tensor product compression of state spaces. This is the case whenever
the topic is brought up. To put it another way, if the quantum state of a system can
be expressed as: V =V, V,, then that state may be deemed to be recoverable or
unentangled with respect to that decomposing.

When we refer to a state of n qubits as being entangled, we mean that it is so
with regard to the tensor product biodegradation of the vector space V into the
n two-dimensional vector interiors V,, ...,V that conform to each qubit in the
state. This is what we mean when we say that an n-qubit state is entangled. We can
show that it is not entangled if we provide an alternative decomposition. V’s tensor
decomposition into a two-dimensional space must be either explicitly supplied or
immediately apparent from the investigation’s collection of qubits [13].

In particular, states that are entangled with respect to a single-qubit biodegrada-
tion may be unentangled with respect to another problem under consideration, so
it is important to keep in mind that entanglement is not a property of all quantum
states but rather depends on the government under consideration. Quantum states
do not always exhibit entanglement. Particularly relevant to the field of quantum

1
l¢p) = —(101+1,0)
\/’
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computing would be entanglement in the context of registers, subsystems made
up of numerous qubits, and the fragmentation of individual qubits. An entangled
state exists with respect to one decomposition but not the other.

Where lv; is included in V;, we have |=I. Otherwise, this decomposition would
cause | to get entangled.

Ilustration 4.2 The word “entanglement” may signify a variety of things.
For the four-qubit state, we have psi=frac12(100>+I11>+133>)=frac12(10000>+
[0101>+11010>+11111>).

It is entangled because the tensor product of four independent qubit states does
not explain it. If this claim is true, then entanglement must exist between the indi-
vidual qubits that make up the whole. There is no additional main component
analysis that links this state. Multiplying two states of two qubits together yields
the following:

This indicates that separating the system into two compartments, one for the
first two qubits and the other for the third and fourth, has no impact on the value
of ly. Alternately, the reader may observe that | is entangled when broken down
into the two-qubit network consisting of the first and second qubits and the three
and four qubits, respectively.

Even if the tensor deconstruction that is being examined has an effect on the
concept of synchronicity, it is essential to bear in mind that the idea of inter-
connectedness does not make any reference to a base. This fact is very crucial.
However, the tensor deconstruction that is being considered varies based on the
base that is being used [14], and not the entanglement states on their own.

We were completely unaware of the implications that quantum superpositions
were intended to have. As a follow-up to our prior discussion on superpositions, we
are going to look at the scenario involving many qubits right now. The nontrivial
studied to evaluate basis vectors is used to build the overwhelming majority of
n-qubit states. Because of this, the concept of combination is always rooted in the
fundamental basis, given that all states are either superpositions with regard to
specific bases or they are not superpositions at all with reference to any individual
basis. When there are more qubits involved, it is even more difficult to understand
superpositions.

When compared to a single-qubit illustration, the multiple-qubit perturbations
theory has a considerably more profound effect on one’s understanding of the
weirdness of quantum mechanics. According to this school of thought, there is
no distinction between states since there is no such thing as a difference between
states. +il they continue to react in the same way regardless of the surrounding
conditions, but with slightly altered phases. In addition, the expression “being in
the same location at the same time” may have many meanings depending on the
context in which it is used.

83



84

4 Foundations of Quantum Computing

While it is proven that |00 and |11 are in the same state, it is shown that |++ and
| are in distinct states at the same time. This is despite the fact that both [++ and
| are in the same state and thus behave infrequently in all situations. It is a com-
mon misconception that a quantum superposition is a collection of undetermined
variables; however, this is not the case.

This interpretation is very reliant on the basis in which the states in issue are
viewed, and as a direct consequence, it obscures part of the fundamental quantum
character of these variables when they are examined in other bases. It is possible
that thinking about quantum mechanics in terms of several states at the same time
may be beneficial for the time being; nonetheless, this explanation should not be
taken at face value. In this Chapter 4, you will get further knowledge on the inner
workings of various phases.

Entangled particles may be utilized to facilitate the propagation of both classical
mechanics information, as we will see, but they are also essential to the expansion
of quantum state spaces in systems that include a large number of qubits. This will
become clear in Section 4.2.6. The quantum algorithms described in Part 2 may
also be able to take use of the potential for entanglement to speed up processing.

One of the most perplexing aspects of quantum physics and a potential source of
power for quantum information processing is the question of how entangled states
behave when subjected to measurement. In quantum computing, the concepts
of entanglement and quantum measurement, which are trademarks of quantum
physics, are put to use.

4.2.6 Classical Measuring of Multi-Qubit

When one qubit at a time is measured, the state of a quantum particle is converted
into a form that is suitable for the apparatus that is doing the measurement. A sim-
ilar conclusion holds true for measuring devices that include more than one qubit,
but with a much larger number of observations and measurement techniques that
can be performed. In the lines that follow, a mathematical structure is constructed
in order to deal with the issue in its entirety.

For n-qubit systems, the N = 2"-dimensional vector space is denoted by the letter
V. Any machine that is capable of producing this system will also be capable of
decomposing direct sums into symmetrical substrings.

There are several instances in which V = S, S, K > N. The largest number of
readings that are achievable for a particular situation based on the measurements
taken by the instrument is k. Figure 4.1 will shift even while measuring the same
system with the same equipment. Any device’s direct sum decomposition may be
thought of as a natural extension of the one-qubit case. It is necessary to have
an orthonormal basis for the vector space V, denoted as lv,,lv,, if you want to do
measurements on a single-qubit system. To define V, we write V=V + S, + S,,
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where S; and S, are one-dimensional subspaces generated by the vectors |v; (and
include all multiples of the real number Alv;). Any choice of basis functions from
each of the sub-images produces an orthonormal basis [15], and there are two
nontrivial decompositions for V: one in one dimension and the other in the other.

When an n-qubit system is in state | and it interacts with the direct sum decom-
posing V = S; S, Sk, the state is transmogrified into one that is entirely encapsu-
lated within one of the subcarriers, and the dimension is chosen with a probability
that is equal to the square of the magnitude of the parts | in that subspace. Infor-
mal use is made of the unit vector in the set S; as well as the real, nonnegative
coefficient of the deconstruction, which is denoted by the symbol li; nonetheless,
the state | has a singular direct sum decomposition. |a;|2 represents the likelihood
of being in state |i, where is being measured. It is feasible to describe the interac-
tion by making use of a direct sum deconstruction, which is applicable to all of the
many kinds of measuring devices that are conceivable. This is a basic premise of
quantum mechanics. The approach has resulted in a very promising model that
predicts the results of experiments with a high degree of accuracy. While it is
evident that it is not possible to show that every device acts in this manner, the
procedure has resulted in this model.

In Section 4.3.1, an example of standard-based measurements of a single qubit is
shown. Take into consideration the vector space V, which is exclusive to a system
that consists of a single qubit. Every apparatus that measures a qubit in the stan-
dard basis has an innate capacity to do the direct sum decomposition, denoted by
the equation V' =S, S,, where S, is created by |0 and S, is generated by. When mea-
sured by such a device, the possibility of a random state with the value |0 is equal
to the amplitude of | in the subspace S;, but the likelihood of |1 is equal to |bl. This
means that the probability of |0 is equal to the amplitude of | in the subspace S;.

Example 4.4 A measurement using a single qubit based on the Hadamard

equation.
A device that is capable of measuring a single qubit using the Hadamard basis.
1
{I+)} = 217|0) +11)
-1 0 1
() = 5510 = 1)

has a decomposed subspace connected with it written as V' = S+ S, where S+ is
generated by |+ and S is generated by |. Given that |= al0+bl1 is equivalent to |,
the probability that | is measured as |+ is equal to |, while the probability that | is
measured as | is equivalent to |.

The technique of entanglement-based cryptographic techniques is used to make
measurements that are more exact for two-qubit states. Additionally, the standard
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arithmetic operations colloquialism that is used to describe the outcomes of quan-
tum measurements is enlarged.

A technique for the distribution of quantum keys that makes use of entangled
states was devised by Artur Ekert in the year 1991. The BB84 protocol and the
Ekert 91 protocol are comparable to one another in a number of respects. Accord-
ing to the protocol that he has designed, Alice and Bob need to perform random
measurements on their respective EPR pair halves before they can compare the
bases that they have used over a classical channel in order to construct a shared
key. This is required in order to ensure that the key is secure.

Itis impossible for Eve to know and understand the key unless she interacts with
a putative EPR pair while the protocol is being set up. This is due to the fact that
Alice and Bob do not exchange their quantum states at any point during the proto-
col, and an unauthorized user, Eve, is unable to learn anything constructive from
listening in on the deterministic exchange alone. It is much simpler to validate the
safety of protocols when entangled states are used. Changes made to the viability
proofs of other QKD protocols, such as BB84, have shown that these protocols, too,
are reliable. In a manner similar to BB84, we will simply explain the protocol and
will rely on the tools that will be developed in subsequent chapters to describe the
several assaults Eve may conduct and to demonstrate that the protocol is safe. It is
possible that Eve’s most fundamental assaults do not do as much damage as they
used to.

The first step in the procedure is to produce a number of qubit pairs that are
entangled with one another.

Bob gets the second qubit in each pair, whereas Alice gets the first qubit in each
pair. In the same way, as the BB84 protocol does it, they measure each qubit using
either the standard basis (0, 1) or the Hadamard basis (+,). After collecting their
measurements, they compare their bases and discard any data that does not line
up with their assumptions.

As soon as Alice measures the first qubit in the progressing premise and obtains
a result of 10, the state immediately transitions to |00. Bob is aware that if he pur-
sues the endeavor in the conventional manner, he will end up with the outcome |0.
Because in 00=| (I++1), he will obtain both a plus sign and a minus sign because
he is basing his measurements on the Hadamard system. Because he considers the
states |+| and | to be analogous to the traditional bit values 0 and 1, he only receives
the same bit value as Alice when going to measure on the basis |+| and the con-
ventional basis 50% of the time. This is because he interprets the states as being
comparable to the bit values 0 and 1. The same thing takes place when Alice’s qubit
is in state |1 as described before. If Alice measures her qubit using the Hadamard
basis and discovers that it is in the state [+, then the whole state is changed into the
form [+/+. This is an alternate measurement option. As a consequence of this, Bob
is able to be positive that he will always receive |+ when comparing measurements
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taken inside the Hadamard framework to those taken within the normal frame-
work. If the original pairings were EPR pairs, then this technique will provide a
random key that is shared by both parties since EPR couples always measure using
the same basis. It is necessary for us to include additional phases into the protocol
that we have just outlined so that Alice and Bob may validate the EPR pairings
that they have created in order for this strategy to be safe. The particulars of these
kinds of exams have not yet been specified in full. Bell’s disparities serve as the
foundation for Ekert’s tests. New tests that are superior and more productive have
been developed.

Alice and Bob do not have to worry about storing their shared keys for any period
of time since they can produce new ones whenever they need them. In order to
produce keys on requested in this manner in reality, Alice and Bob will need to
have the capability to store their EPR pairs in a way that protects them from being
compromised throughout the time that this process takes place. At this point, there
is no foolproof method available that can maintain entanglement of states for any
appreciable period of time.

4.3 Measuring of Multi-Qubit

When it comes to quantum information processing, the nonclassical feature of
quantum measurements is absolutely necessary. This chapter provides a descrip-
tion of the nonclassical behavior of entangled states during measurement using
the traditional method for measuring multiple-qubit devices. Example 4.9 such as
the EPR paradox and Bell’s theorem are used to back up this claim.

4.3.1 Mathematical Functions in Quantum Operations

Specifying linear transformations on quantum states is made easier using Dirac’s
bra/ket notation. Keep in mind that the vector notation ket | has a conjugate trans-
pose of bra |, and that the vectors | and | have an inner product of |. The outer
product of two vectors, denoted by Ix yl, may be thought of as a vector. The follow-
ing relations hold because multiplication of matrices may be done in an associative
manner, and scalars commute with everything.

Imagine that a system consisting of a single qubit is accompanied by a vector
space that is designated by the letter V. The matrix for the operator “0 0” in terms

of the canonical basis, as determined by the scriptural order, is
1 10

0)(0] = 10) =
X0 = JA0=

The notation |0 1| suggests a link between |1 and 10, where |0 is the null vector,
and 1 is the one that is transformed linearly to become 0.
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Similarly that is why Dirac’s notation may be used for any linear transformation
in V’s two dimensions:
That is why Dirac’s notation may be used for any linear transformation in V’s
two dimensions:
ab

e g = @l0X0l+blO)(1| +c|1){0] +d1)(1]

Example 4.5 The linear transformation that exchanges 10 and |1 is given by
X =10)(1|+]1)0]
We will also use notation

X 110511 {0

which specifies a linear transformation in terms of its effect on the basis vectors.
The transfer can also be represented by using the matrix to explain everything in
comparison to the accepted norm.

Example
To symbolize this modification in a matrix, we may swap basis vectors |00 and |10
while keeping all other vectors constant: [10 0014100 10/+111 11/+/01 01I.

0010
0100
1000

on the basis of the general norm.
For an n-qubit system, it is feasible to define an operator that inverts the basis
vector |j»|i» and makes all of the other standard fundamental elements equal to 0.

O = [i){j|
The O-matrix in the standard basis has a single nonzero element, 1, at position
ij. The standard foundation allows us to write a generic operator O with entries a;;.

O:ZZaijli><j|
T

In a similar vein, ilOlj denotes the ijth entry of the matrix for O in the usual basis.
We use the notation to explicitly record the output of implementing operator O
on avector. |y Y.,.b.k=|
Olw=1=) Yaijli><j| D bk k=Y DY aijbk |i >< jllk
i k ij ok

D Yaijli>
Jj

i
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More generally, if {I4;} is a basis for an N-dimensional vector space V, then an

operator O: V — V can be written as

> bij | pipj

i=1 j=1
assuming that this is the case. With respect to the ith basis, the O-matrix is written
as O; = by;.

The reader may find the vector/matrix notation more familiar and convenient
when it comes to doing calculations. Selecting and arranging a solid base is a need
for success. In bra/ket notation, the basis and order do not matter. Like the outside
product, it is more condensed and suggests the appropriate connections, making
it easy to grasp after some practice.

4.3.2 Operator Measuring Qubits Projection

In this measurement, one qubit is projected onto a basis vector specific to the
measuring device. The concept presented here might be implemented in mea-
surements involving systems with several qubits. All vectors that are orthogonal
to the variables that are included in S are likewise considered to be a part of the
subspace S of V. Because V = S S, it is possible to describe any vector | as the
product of two vectors in the subspaces S and S. This is possible because V = S
S. The linear operator PS: V' S is the projection operator PS for each set S. This
operator projects |v S; everywhere it is used. We make use of the notation since
the majority of the instances we see in the actual world do not deal with data. The
operator | | is responsible for performing the projections into the subdomain that
is covered by. It is common practice to abbreviate the title of those who operate
projection equipment to “projectors.” The following expression represents the
formula V' = S, for any direct sum decomposed of V: The framework of spacetime
should be partitioned into orthogonal pieces. As a result, there is such a thing as
k-related projecting operators. P; equals V times S;, where P;lv equals S; and V'
equals S,. The breakdown of a measuring instrument is V' = S; in this notation.
When S, is applied to a state, that state

Pip >
@) = —

4
likely to the extent of |P;112.

Ilustration 4.3 When applied to a one-qubit state, the projector |0 Ol returns the
subspace created by |0’s operation on |, where |=al0+bl1 is the qubit’s component.
So,ifa=0,b=1,and ¢ =0, then (I00l)l=a=0,b=1,and c=0.
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This projector operates on two-qubit states, namely those with the notation [110
1/ 0l. In this case, let PS =a00/00+a01/01+a10/10+a11/11.

Then

Let PS denote the operator for mapping a vector space V in n dimensions to a
subspace s in s dimensions.

Ilustration 4.4 In the case of a two-qubit system, let the subspace of the cor-
responding vector space, denoted by the symbols |= a00/00+a01/01+al1l11, be
the state. For the (nonnormalized) vector 00100+ 01101, the projection operator is
PSo1l.

Let us suppose that there are two vector spaces, V and W, and that both of these
vector spaces have an inner product. An operator’s partial derivative operator is
the operator that satisfies the initial feature connection that is shown below. This
operator is also known as the manufacturer’s conjugate transposition O: V' W. The
inner product of O(v) and w(Ow) has the same value as the inner product of v(Ow),
which is equivalent to the inner product of W (Ow).

The adjoint of operator O is also an operator. When V and W are used as bases in
a consistent fashion, O may be created by taking all of the entries and transcribing
the matrix that O uses. This exemplifies the conjugate transposition of Ix, which
was covered in more detail in Section 4.2. The reader may verify this by compar-
ing the values (Alx) and (Alx)IA. The inner combinations of Olx|w in the bra/ket
interpretation is connected to the embeddings of Olx and Iw.

When a projection operator is described, a number of problems emerge, includ-
ing the following: It does not make a difference how many times a projection
operator is used while P is present, indicating that this does not apply. That is to say,
P and PP may be substituted for one another. Because the projection operator is a
member of its own adjoints, the equation P = P is always true. As a consequence of
this, the paradigm enables a more precise comprehension of projection operations
and the terminology used by Dirac in relation to single-qubit measurements.

The fourth observation A, in-depth explanation of the formal foundations of
measuring with a single qubit. Take into consideration the vector space V that
is exclusive to a system that only contains one qubit. The direct sum decompo-
sition for the variable V' in the standard basis for measurement is where S is the
subspace produced by | and is the subspace generated by I1. The projection oper-
ators P: V S and P: =|1 21| are connected with one another. The measurable state,
denoted by the notation IP |l | ||, may be obtained by measuring the state denoted
by the notation |= al0+bl1. In light of the fact that P = (10 01)I=10 0l= al0, the result
of a measurement is a probability that takes the form |a0 | lal la2l. Because we
now know, according to Section 2.5, that an overall phase factor is worthless from
a physical perspective, we can conclude that the state specified by 2|0 has been
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reached with probability 2 lal. This allows us to claim that an overall phase fac-
tor is pointless. In a similar vein, we are able to provide evidence that the state
designated by |11 may be reached with a probability equal to Ibl.

Before moving on to more interesting cases, the complete decomposition of the
consistent schedule is applied to the measurement of a two-qubit state. This is
done before moving on to more interesting examples.

Ilustration 4.5 The process of breaking down a two-qubit state into its com-
ponent pieces by using the whole standard basis. Let us say that each nonzero
two-qubit state is denoted by the notation |= a00100+ a01l01 11, and let V be
the vector space that corresponds to a two-qubit system. Consider the scenario
of a measurement that uses the decomposition 00 01 10 11, where Sij is the
one-dimensional complex subspace that |ij covers. The projection operators |, and
| are sometimes considered to be one and the same. After the reading is taken,
the system will be in state P;;, which is denoted by the notation |Py;lll with the
probabilities [01 01] and [P;;112]. You may recall that if [v = elw for some, then
[v and Iw represent the same quantum state, and that | indicates that v and w
represent the same quantum state. You should also recall that | signals that v
and |w represent the same quantum state. After the measurement is complete,
the state will either be 101 with probability2 |P00I=Ia01122, 110 with probability2
|P10I=|al0l, or |11 with probability2 |P11|=lal1l.

In order for the reader to have a deeper comprehension of the subject matter,
they may now rephrase the passage using this notation.

Instead of looking at the individual qubit values directly, it would be more fas-
cinating to observe measurements that reflect the relationships between the qubit
values. One such example is the testing of bit equivalency, in which two qubits
are compared to one another without disclosing the values of each qubit individu-
ally. The field of quantum error correction is going to make extensive use of these
results.

Example 4.6 Testing the bit-equality of a two-qubit state using the canonical
basis. Let us give the vector space associated with a two-qubit system the name V'
for now. When it comes to a measurement, the direct sum decomposition looks like
this: V = S;. The subspaces S; (which are generated when the two bits are equal
to one another) and S, (which are formed when the two bits are not equal to one
another) are identified by the value S,. Let us say we have two different projection
operators, P, and P,, and that they map onto different spaces, S; and S,.

In the event that the first criterion is met, there is no way for us to determine
if either of the numbers is 0 or 1. In the second scenario, on the other hand, we
are unable to determine with absolute certainty which bits are ones and which
are zeros. In this scenario, we are able to draw the conclusion that the two-bit
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values are distinct from one another. Since this is the case, the measurement itself
determines whether or not the two bits may be compared to one another.

In the same way that single-qubit states may be represented as linear combi-
nations in terms of the subspace deconstruction of measuring instruments, most
states can be written in this way as well. In the earlier example, monitoring may
lead to a state in which all bit values are equal, or it may lead to a state in which all
bit values are not equal. Both of these outcomes are possible (often still a superpo-
sition of bit values that vary).

During the process of constructing the quantum measurement formalism, we
offer an example in which the subspaces are formed by non-subsets of the standard
component parts [15].

Useful Section 4.2.6 When compared to the Bell basis decomposition, the size
of a two-qubit state is shown to be less. In order to recall the four Bell states
|= (101+110) discussed in Section 4.3.2, we are going to take advantage of the
direct sum decomposition into the subspaces produced by the Bell states. The
reader is able to compute the outcomes and their probability for the other three
traditional basis elements as well as a typical two-qubit state by measuring the
state 100 with respect to this decomposition, which yields [+withprobabilityl |
withprobabilityl/2. This method applies to both the other three traditional basis
elements and the typical two-qubit state.

In this next phase, the development of a universal framework for the explanation
of quantum measurement will go to the next stage.

It is not essential to write down the breakdown of the subspaces for each
measurement since a generating set is directly determined by the subspaces that
are linked with a measurement. The unique orthogonal subspace decomposition
that is produced by the Hermitian operators’ eigenspace decomposition cannot be
produced by any other method. There is a Hermitian operator whose eigenspace
decomposition is equivalent to this decomposition for every such decomposition.
This decomposition may be applied to any such decomposition. Due to the nature
of this connection, Hermitian operators may be used to provide an explanation for
measurements. In the first step of this process, we will go over some background
knowledge on Hermitian operators and eigenspaces.

In this situation, it makes the most sense to use a linear operator such as O: V'V.
There is an eigenvalue and an eigenvector of O for any nonzero vector V, and if v
and w are both eigenvectors of +w, then the region created by these eigenvectors is
referred to as the eigenspace of O. If V is 0, then there is no eigenvalue or principal
component of O. Only the values that are on the diagonal of a matrix are regarded
to be eigenvalues when an operator is being represented by a diagonal matrix.

If and only if O: V' V is equivalent to O = O, then O is said to be Hermitian.
Eigenspaces of operations with Hermitian operators are distinguished by a num-
ber of unique qualities. Let us suppose for the sake of argument that the eigenvalue



4.3 Measuring of Multi-Qubit

of the Hermitian operator O is the letter x. Because this is the case, each eigenvalue
of a Hermitian operator is a real number.

The linearization and the fulfillment of the orthogonality criterion by the
eigenspaces of a Hermitian operator are necessary for the relationship that
exists between Hermitian operators and transverse subspace decompositions.
Si, @ SA, ® - -® S4, = V. Since Olx= 0lx and Olx= 1lx imply that (0 1)lx= 0,
which in turn implies that 0 = 1, every operator with two distinct eigenvalues has
disjoint eigenspaces. This is due to the fact that for any unit vector Ix, Olx= Olx
and Olx= 1Ix imply that (0 1)Ix= 0. Different eigenvalues of a Hermitian operator
are required to have eigenvectors that are orthogonal to one another. Consider
the situation in which both |visa and [w are eigenvectors, and both of them
have the equal sign (=). Since and are unique eigenvalues, we have viw =0.
Because of this, if I equals j, Si and Sj are considered to be orthogonal. Offers
a more tangible demonstration of this notion by demonstrating that the whole
vector space is comprised the operator that is being used is a Hermitian operator
OV, then the value V is identical to the direct sum of all of the eigenspaces.
In the case when V represents the eigenspace of O with eigenvalue 1, and S;
represents the eigenspace of O with eigenvalue 0, then V' = S; S;.. The direct sum
decomposition is the eigenspace decomposed of V when the operator O being
considered is a Hermitian operator. Any Hermitian operator, O: V'V, may be used
to create a subspace decomposition of the variable V in this form. Further, any
desired direct sum decomposition of a vector space V' into subspaces S;,..., Sy
can be realized by using the eigenspace breakdown of a Hermitian operator O,
where V is the vector space, Pi are the smartwatches onto the subspaces Si, and
k is any collection of distinct actual beliefs. This can be done for any desired
straightforward sum biodegradation of a vector space V. In lieu of explicitly
expressing the subspace deconstruction that is correlated with the measurements,
we could find it more convenient to make use of a Hermitian operator whose
eigenspace is the measurement itself.

It is permissible to make use of the Hermitian operator provided that it has a
direct sum decomposition and is utilized to define the measurements. It is strongly
suggested that the I be labeled with either the names of the relevant subspaces
or, as a substitute, the names of the characteristics that were measured. These
labels are used in quantum physics to designate a common attribute among the
eigenstates in the corresponding eigenspace. Some examples of this shared char-
acteristic include energy. Eigenvalues are more than adequate replacements for
descriptive labels at this point in time.

In theoretical physics and the processing of subatomic particles, it is standard
practice to make use of a Hermitian operator in order to describe a measurement.
Hermitian operators on states, on the other hand, cannot be utilized to replicate
quantum measurements in any way. The projectors denoted by the letters Pj that
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are connected to a Hermitian operator O, and not O by itself, are the ones that
carry out the action on a state. It is possible for us to determine, on the basis of
the probabilities pj = |Pjl, which projector is accountable for the current state. The
following is an illustration of the output produced by the Hermitian operator Z:

1 0 a al

0 -1 b 1b
If you multiply two integers with a Hermitian operator, you probably will not
get a clear result.

00 00 1_0
01 0= -

01 0 0
Since the symmetric operator just provides a convenient shorthand for stating
the subspace reduction involved in the measurement, it is of little practical value.

4.3.3 The Measurement Postulate

Example 4.7 A formalization based on Hermitian operators that makes it pos-
sible to measure a single qubit while maintaining the canonical reference frame.
Using the characterization that is provided in Example 4.4, let us create a Hermi-
tian operator that specifies the assessment of a single-qubit system in the standard
basis. This dimension corresponds to a split of the subspace into the constituents
| and I1. The projection devices associated with the 0l and P| values are connected
to this dimension. Consider two distinct real numbers assigned with constant to
show the particular dimension. it is easy to measure specific assessment.

After that, the operator the Hermitian operator is responsible for specifying the
measurement of a single-qubit state on a standard basis both are free-floating
parameters in this equation.

The Hermitian operator is responsible for specifying the measurement of a
single-qubit state in the standard basis. Both are free-floating parameters in this
equation. When expressing single-qubit measurements in the normal basis, we
will use either | or as our notation of choice in the typical situation.

In Section 4.3.2, an example of measuring one qubit using the Hermitian oper-
ator framework on the Hadamard basis is shown for readers’ reference. The end
goal is to construct a Hermitian operator that will transfer the measurement of a
single qubit to the Hadamard basis represented by the notation [+,]. Subspaces S+
and S are taken into consideration; S+ is produced by |+, and S is produced by [;
related projectors PI1 1| and P =| |= (1) may be defined in any way that we wish,
as long as they are distinct from one another. When we combine 1 and 1, we get 1.

When we combine 1 and 1, we get 1 is a Hermitian operator with a Hadamard
basis that is used for measuring one qubit.



4.3 Measuring of Multi-Qubit

Example 4.8 The sequence 00, 01, 10, and 11 is the matrix representation of the
Hermitian operator | with regard to the standard basis. Utilizing the traditional
basis vectors 00, 01, 10, and 11 is all that is required in order to effortlessly
decompose A’s eigenspace into subspaces. Operator A is only one of numerous
1-dimensional operators that are utilized to give measurements for the whole
traditional basis deconstruction process. In addition to it, there is the Hermitian
operator |.

Example 4.9 The Hermitian operator

i0 8 0
B =100*x00, +101 > (0, +x{[lox,0’ +111)}"")=| | 08
4 ‘0 1—011_’

In thisnorm, 100,101 generates a subspace decomposing V = S0 + S;, and B deter-
mines the screening uptake of the first qubit in a two-qubit system.

Example 4.10 The Hermitian operator

As an illustration, C provides a description of the measures for bit equivalency that
are shown in Example 4.6. C provides specifications for measurements in relation
to the subspace formed by V = S, S,.

Given the subspace deconstruction, there is an overcomplete eigenbasis for the
variable V' that corresponds to the symmetric operator O. Eigenbasis may differ-
entiate up to one complex factor for O when there are n separate eigenvectors, as
is the case with the generalized form. When the number of eigenvalues is more
than N, it is possible that more than one dimension will be related to some of O’s
eigenvalues. A basis function basis may be chosen at random for each eigenspace
S;. This can be done with any basis function basis. When considering any of these
eigenbases, the matrix for the symmetric operator O will always be diagonal.

Any Hermitian operator O that has principal components of j may be repre-
sented as, where Pj is the projections for the j-eigenspaces of O. This expression
can be used to describe any Hermitian operator O. This formula may be used to
calculate the Hermitian operator O for any Hermitian operator. Every projector
has a Hermitian structure, and the eigenvalues that it contains are either one
or zero. The 1-eigenspace is what represents the image of the operator. The
corresponding projector is in charge of mapping the vectors in V into the corre-
sponding vectors in S. This mapping takes place for an m-dimensional subspace S
of V that is contained inside the basis. If we assume that PS and PT are projectors
for perpendicular subspaces S and T, respectively, then the projector for the direct
sum of S and T is PS + PT. If P is a projector into subspace S, then the dimension
of S is equal to the sum of the elements on the diagonal of any matrix that symbol-
izes P. If P is not a projector onto subspace S, then the dimension of S is equal to 1.
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The symbol Tr is used to represent this total (P). This line of reasoning may be
used to any basis, since the trace does not depend on any basis in particular.
Box 4.1 outlines all of the trace’s features, including this one as well as the others.

The following is how the tensor product AB acts on the components v and w of
the tensor business develops V W when linear operators A and B are applied to
vector spaces V and W, respectively: (AB)(vw) = A, B,,..

As a consequence of this interpretation, the statement “(-A—B)(-C—-D)” is
equivalent to “AC—BD.”

Notation O, and notation O, are used to refer to Hermitian operators that
operate on spaces V, and V,, respectively. If this is the case, then the Hermitian
operator on the space V, V, is represented as O, O,. In addition, if O; contains
eigenvalues ij coupled with corresponding eigenspaces S, then O, O, also pos-
sesses principal components. The eigenspace that corresponds to an amplitude
that is the only one of its type is indicated by the tensor product of S, and S,
when the eigenvalue in question is the only one of its kind. In most situations,
it is not necessary for the eigenvalues to be distinguished from one another.
An eigen value with the eigenspace S equal to (Sy; Sy;) (Sgjm Sy km) has the
property that it is the product of the eigen values of both O, and O, in a variety of
different ways if it has the property that it has the eigenspace S equal to (Sp;; Sy4;)
(Sij S lkm)'

There is no way to characterize a tensor combination that consists of two Her-
mitian operators, O, and O,, both of which are operating on V|, and V; this is
because most operators operate on V', and V. These kinds of decompositions are
only possible if S, and S; in the subspace deconstruction connected to O, and O,
can be represented in terms of S, and S, in the subspace main component analysis
linked to O,. It is not true for the vast majority of Hermitian operators; nonethe-
less, it is true for all of the observables that we have discussed up to this point in
the discussion. For instance, the symbol | may be used to define the full measure-
ment in the standard basis, but it does so by using a different non-singular operator
than the one that was used in Example 4.8. This is because the symbol specifies the
whole measurement in the standard basis. The operator who is being questioned is
the operator that was used in that particular scenario denotes measurement of the
first qubit in the standard basis as mentioned in Example 4.9; similarly, Z I, where
|, also signifies measurement of the first qubit in the standard basis. Likewise, this
measurement describes how the second qubit should be measured using the stan-
dard basis. Example 4.10 utilizes both the Hermitian operator and the metric in
order to determine whether or not two bits are comparable to one another. The
goal of this example is to determine whether or not two bits are equivalent to one
another. We shall present an example here since it is not feasible to characterize
the measurements of two qubits as the product of the measurements of two single
qubits.



4.3 Measuring of Multi-Qubit | 97

EPR

source Bob

Figure 4.2 Structure of Bell theorem.

Please refer to the illustration provided in Section 4.3.6. The results of observa-
tions carried out with a single qubit do not always constitute tensor combinations
of tensor products in each and every instance. The illustration in Figure 4.2 depicts
an example of a state that is made up of two qubits. A matrix-based representation
of the variable M, which may be seen.

0°00
0°00
0°00
0°01

checks to verify whether both bits have a value of 1, which would indicate that the
check was successful. One of the two possible subspaces that may be covered by
a measurement result from the operator M is either S, or S;, whereas the other
possible subspace, 01,10, can only be covered by a measurement result from S;.

It is not the same as monitoring both qubits in a progressing premise and then
doing the classical operation in order to take measurements. That is a different
process entirely. This is a totally different kind of procedure. The state does not
alter when measured with M; nevertheless, when both qubits are measured, it is
feasible to obtain the states 101 or [10, respectively. When monitored with M, the
state does not change.

For example, one interpretation of Q, Q, maintains that it integrates single-qubit
measurements for each and every symmetric operator that is supposed to func-
tion on two-qubit systems. This view is supported by the argument that Q; Q,isa
generalization of Q; and Q,.

Hermitian operators, designated by the symbols Q; and Q,, respectively, are
present in qubit systems that each consist of a single qubit. To do a measurement
on a single qubit inside a system that contains two qubits, any Hermitian operator
of the type QI or IQ may be used. This particular kind of Hermitian operator is
regarded as being the more broad option.

I® - QIQRQRIQ---®I

The measurement of a single qubit is referred to as such when it is performed
within the framework of an n-qubit system. A measurement of a subsystem V' is
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a Hermitian operator of the type AI when it is applied to a system V W. This is
because A refers to a Hermitian operator that is applied to V.

Itis proof that one may conduct arbitrary quantum experiments by using just the
basic standard measurement operators and quantum state transformations. As a
result of this, if we begin with a subspace decomposition in which all of the sub-
spaces are derived by conventional basis vectors and transforming is possible, then
we have the potential to receive all of the conceivable subspace wavelet decompo-
sitions of the state space. This is because all of the subspaces are generated by the
standard basis vectors. In order to have a comprehensive understanding of entan-
gled states and the quantum executive function, it is vital to have an understanding
of the influence that quantum measurements have on a range of different bases.
It is essential to underline these quantum key distribution techniques’ capacity
to detect in several bases in order to have a comprehensive understanding of the
capabilities offered by these approaches. In the next section, we will discuss Bell’s
theorem, which will help further clarify the nonclassical properties of entangled
states. This will contribute to the overall goal of this discussion.

An indirect sum reinterpretation into k 2" subspaces associated with the mea-
surement tool and a tensor combination demolition of buildings into n discrete
qubits are the two or more independent components that are required for the cat-
egorization of an n-qubit system. Both of these features are associated with the
measurement tool. Both of these deconstructions happen at separate locations
inside the vector space V. When it comes to the components that make up each
of them, they could not be more different from one another. To provide more clar-
ity, a tensor component V; of V = V; Vn does not belong to V' as a subspace even
if it is part of V. In a manner analogous to this, the subspaces that are related to
measurement do not correlate to the subsystems that make up the overall system,
such as particular qubits.

It was said that a single qubit could only retrieve one conventional piece of
information at a time. This assertion may now be generalized, as well as made
more particular by the addition of additional details. Because each observable
on an n-qubit system may have one of at most 2" unique potential eigenvalues,
the maximum number of distinct outcomes that can result from a measurement
is thus limited to 2". Only a certain number of classical bits may be revealed
at any one moment by a single measurement that is performed on an n-qubit
system. In most cases, taking a measurement will cause the state of a system to
change. As a result, subsequent measurements will yield information that is more
relevant to the system’s present condition as opposed to the state it was in before
the measurement was taken. The current state of the observational is written
to an eigenvector if it has 2" unique eigenvalues, and subsequent observations
will not be able to derive any further knowledge from the preserved state of the
observational.



4.3 Measuring of Multi-Qubit

4.3.4 EPR Paradox and Bell’s Theorem

In 1935, Albert Einstein, Boris Podolsky, and Nathan Rosen collaborated on a
research titled “Can basic physical representation of material reality be regarded
complete?” (Can fundamental physical representation of material reality be
declared complete?) The thought experiment in the study made reference to one
of the more complicated tests that David Bohm had conducted. Within the state,
the demonstration makes use of two photons. Despite the fact that such states
were not mentioned in their publication, Einstein and Podolsky’s names have
been given to two EPR pairs. These pairs are named in their honor.

Alice will get the first particle, and Bob will be responsible for receiving the sec-
ond particle. There is no limit to the distance that separates Alice and Bob. It is
only feasible for one person to perform a measurement on the particles that they
have received for themselves. When measuring the system, Alice can only make
use of observables that are of the type O I, but Bob may make use of observables
that are of the form I O.

This quantification has the effect of presenting the state of the quantum particle
onto that area of the province that is interoperable with Alice’s results obtained, as
we saw when we investigated the Ekert91 quantum content delivery proper pro-
cedure in Section 3.4. This monitoring has the effect of superimposing the state of
the quantum states onto that part of the state that is compatible with the results
of Alice’s measuring device. When Alice measures her particle using the simple
single basis and observes the state |0, the effect of this measuring device is to visu-
alize the state of the quantum computer onto that region of the state that is similar
to the findings of Alice’s measuring device. This part of the state is referred to as
the “zero state.” After that point, the status of the united entity will be denoted by
the number 00. The value that is sent to the observer by Bob’s particle will always
be represented by the symbol 0. To put it another way, it would seem that the
measurement that Alice made was the cause of the status change that was seen in
Bob’s particle. The number 1 will be measured by Bob as well, exactly as Alice did
before. If Bob were to initially measure his qubit, then Alice would see the same
result that Bob would if she were to perform the same thing. If Alice and Bob mea-
sured using the works finding the relative chronological of the events even if they
took the measurements at different times. As a direct consequence of this, there is
an equal potential for deciding that both qubits have the value 10. This is because
of the way that direct results are determined.

Depending on the distance that separates the particles and the time at which the
observations are made, it is possible that it will seem as if an interaction between
the particles is taking place at a pace that is faster than the speed of light. To be
sure there is no confusion, we have said in the past that a measurement done by
Alice seems to alter the condition that Bob’s particle is in. Because one observer
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can see Alice measure before Bob, the EPR scenario might be set up such that one
observer sees Alice measure before Bob. This is because one observer can see Alice
measure before Bob. Because of special relativity, this is an incorrect assumption.
According to Einstein’s theory of relativity, science must be able to satisfactorily
explain the results obtained by both sets of observers.

It is possible to provide a reasonable explanation of the outcomes of the experi-
ment by instructing Bob to measure first and then Alice to measure second, despite
the fact that the causal terminology we employed is incompatible with the field
observations made by both observers. Alice and Bob’s EPR pair cannot converse
more rapidly than the speed of light because of a symmetry between the two par-
ticles, even if there is a relationship between them. What we do know is that both
Alice and Bob will display correlated random behavior.

Despite seeming to be in line with general relativity, the observations remain
puzzling. If Alice and Bob measured a large number of EPR pairs, they would get
an unusual mix of correlated and probabilistic results; each sequence of measure-
ments would seem to be entirely random, but when they compared their results,
they would see that they both observed the same random sequence from their two
different particulates. A pair of magical coins thrown together will always land
with the same side up. The behavior of an entangled pair is identical to that of
any other randomly generated pair. These results are also explicable within the
framework of a classical theory that postulates particles have a hidden internal
state that determines the measured data and that this embedding layer is identical
in colloidal bodies engendered at the same time by the EPR generator, but varies
haphazardly over time as the pairs are produced. While this may be one possible
explanation, itis not the only one. According to the conventional perspective, since
we do not know how to access these hidden states, it seems as if we always end
up with random results instead of deterministic ones. Supporters of these theories
have long hoped that technological developments in the field of physics may allow
us to learn more about this mysterious phenomenon. In this class, hypotheses with
“local hidden variables” are included. The local portion is predicated on the idea
that each particle’s hidden variables are entirely under its control and unaffected
by anything outside the particle itself; in particular, the hidden variables do not
depend on the location of any other particles or the condition of any measuring
devices. The most crucial part of this assumption is this.

We utilize experimental data to simulate quantum physics, yet there are discrep-
ancies across these data sets. Can these discrepancies be explained by a theory
of local hidden variables? To distinguish quantum mechanics from other local
hidden-variable theories, no one had any clue how to do so until John Stewart
Bell’s discovery in 1964. It is possible to distinguish quantum mechanics from
other local hidden-variable theories. Several similar tests have been conducted
since then, and each has led to findings that are in line with those predicted by
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EPR
source

Alice Bob

Figure 4.3 Setup of Bell theorem.

quantum mechanics. To put it simply, the natural world cannot be explained by a
single hidden-variables-only model at the local level.

4.3.5 Layout of Bell’s Theorem

Imagine an EPR source that produces pairs of photons with polarizations that are
in an entangled state (I+1), where the notations | and | refer to the polarization
of the photon, respectively. According to our hypothesis, the two photons go in
different directions, each in the direction of a polaroid (polarization filter). These
polaroids have three distinct angular settings available to choose from. In the first
exceptional circumstance that we will examine, the polaroids in Figure 4.3 may be
aligned to be vertical, +60° off vertical, or —60° off vertical.

4.3.6 Statistical Predicates of Quantum Mechanics

Take into consideration as a single qubit, an observation that has a 1-eigenspace
that was formed by coslO+sinll and an a,-eigenspace that was generated by
l[v=cos |10+ccosll. Quantum mechanics makes the prediction that a state will
have an eigenvalue of 1 based on the probability that will be measured with
0,-0,. As a consequence of this, the cosine of one plus two is proportional
to the probability that the state will ultimately end up in the sub-eigenspace
produced by rather than the 1-eigenspace generated by. The purpose of Exercise
4.1 is to demonstrate that this is in fact the case. The discussion here focuses on
nonclassical repercussions.

Each polaroid camera has three distinct exposure settings—60, vertical, and
+60—that map to three distinct quantities: P (the photon passes through the
polaroid), M (the photon absorbs), and n (the photon is not absorbed) (the photon
passes through the polaroid). For instance, we may compute the probability that
two photons, each of which has an observed O =1, O =2, O =1 eigenvalue,
would produce the same outcome when recorded by polaroid cameras at angles
1 and 2. When both polaroid’s are positioned at the same angle, it is quite likely
that the measurements of both photons will provide the same findings. This is



102

4 Foundations of Quantum Computing

because cos? 0 = 1. Either both photons will be stopped at the barrier, or both
will be allowed to travel through. When both parameters were measured at +60
and vertically aligned in a polaroid camera, as indicated, the equation for Cos? 60
was obtained as 1/4. Because it is difficult to get correct measurements until both
polaroid’s are at the same angle, this indicates that the two parameters are only
accurate one-quarter of the time under all of these situations.

One-third of the EPR pairings are aligned properly, which results in one-third
of the EPR pairings being aligned wrongly overall; on average, two-thirds of EPR
pairings are aligned incorrectly.

As a direct consequence of this, the two measures will agree fifty percent of the
time and disagree fifty percent of the time. In an investigation of this kind, there
are the several outcomes that are possible to observe.

4.3.7 Predictions of Bell's Theorem

In this part, we see why no locally concealed theory can provide this probability
under the conditions under which it is being studied. Assume that the result of the
polaroid measurements is affected by the secret state of each photon, independent
of which of the three potential combinations it is in. We do not know what they
are since there are only 23 possible binary configurations in which they react to
observations performed with polaroids in any of the three possible configurations.
These eight potential solutions are denoted by the numbers from h,, to ., and their
names are derived from those numbers.

1
hy P P P
hy P P A
h, P A P
hy P A A
h, A P P
h, A p A
hq A A P
h A A A

N

Hidden states, regardless of how they seem, are identical to h; in terms of the
results of measurement, and we may think of h; as comparable to hidden states.
Both methods provide the same findings when used to detect EPR photons using
polaroids that are oriented in the same direction and positioned at the same angle |.
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If a local hidden-variable theory is to explain observational evidence, then there
must be a set of hidden states called hi that are equal for the entangled pair. The
photon on the left may be in any of the three polaroid positions, but the others
must all follow suit.

In this case, we will look at the nine possible orientations for the two polaroids,
and measurements for photon pairs in each of the hidden states are expected to
be in accordance with hi. There is a 100% agreement between the h,, and h, hid-
den state observations (“PPP,” “PPP,” and “AAA,” respectively). Only five of the
nine potential orientations of the hidden state h; are in accordance with the data,
whereas the other configurations do not make sense. H, agrees with the position
in 5 out of 9 situations and disagrees with it in 4 out of 9 circumstances. In all like-
lihood, the degree of agreement between the two measurements will be at least 5/9
of the total possible points, regardless of the stochastic processes used by the EPR
source to produce photons with extracted features. The results from the research
and the use of a local hidden-variable theory are incompatible.

4.3.8 Bell’s Inequality

The idea that was presented before may be elaborated on in a sophisticated man-
ner by using Bell’s inequality. EPR pairs are emitted by a photon source in the
direction of two polaroids, with three possible configurations for each pair. We
have the option of arranging these polaroids in any combination of three distinct
orientations because of their versatility.

By repeatedly measuring the polaroids at different settings, we can determine
the frequency with which our chosen two polaroids provide identical results.
If the first polaroid is tilted at an angle x and the second at an angle y, then either
(i) both photons communicate with both polaroids in the same way (either both
pass through everything and both are severely damaged), or (ii) both photons
communicate with both polaroids when the first polaroid is tilted at an angle x
and the second is tilted at an angle y. The end effect is the same in either case:
both photons must be allowed to pass, or neither.

Adjusting both polariscopes to the same position ensures that photons are
always measured in the same manner. Assume that x is a constant and P,
always equals 1. It will be proved that Bell’s contradiction holds for every local
hidden-variable hypothesis as well as for any arbitrary succession of setting
configurations for each of the polaroids.

First, it must be shown that the discrepancy is true for some equivalence class
of concealed states, after which the proof may be given. Inequality is valid for
any arrangement of these basis functions, which may be deduced from the pre-
vious result. A photon’s local embedding layer, designated by the letter h, is what
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ultimately decides the result of a polaroid measurement, according to any explana-
tion of local random states. It is possible to arrange things in three different ways.
All conceivable hidden states that result in the required outcomes may be grouped
together into a single intermediate node, which we shall refer to as h from now on.
It follows that the two interlaced photons must belong to the same intermediate
node, since polaroids are always evaluated at the same angle under an EPR sit-
uation. To rephrase, if the right-hand photon makes use of PAP in order to react
to the polaroid locations a, b, and c, then the left-hand photon must do the same.
When the two components agree on conditions containing a hidden variable and
zero, the outcome is 1, and otherwise it is 0. At least one of the three polaroid set-
tings, a, b, and ¢, may deliver the same result when a photon with a certain hidden
state h is measured. Simple deduction will lead you to this conclusion. The main
consequence of state always hidden photons.

We will refer to this number as “w;,” which stands for the probability that the
source produces photons of type h. The next step is to add up all the probabilities
that have been established. P, + P, + P, is a weighted sum, with weights @, of
the results for photons of each hidden class .

P h (Ph4PS
Ry + Pthe = Yo, (RAET)
h

Since P, + Py, + Py 1 for any h, we may assume that P, + P, + P, 1. This
follows because the weighted average of all numbers larger than 1 is greater than 1.

Since this inequality holds for every local hidden-variable theory, it meets the
requirement that the theory is amenable to experimentation.

Using Exercise 4.6 as a guide, we may deduce that the likelihood of receiving
two different answers that are the same is proportional to the square cosine angles
of each other, in accordance with quantum theory. The inequality is modified to
read as follows: cos? + cos? + cos?(+) 1 if we assume that the angle between points
a and b and the angle between points b and c are and, respectively.

According to quantum theory, given a value equal to 60, each term is equivalent
to one-fourth of the whole. Because Bell’s inequality is violated by these proba-
bilities, we may draw the conclusion that no other local, deterministic theory is
capable of making the same predictions as quantum mechanics. It is possible that
the quantum theory and the observation that nature violates Bell-like inequalities
will be validated as a result of these tests.

According to Bell’s theorem, it is not even remotely imaginable to make use
of a local hidden-variable theory in order to describe entangled states and their
measurement. When discussing entangled states, there is no need to discuss local
hidden states or the links between causes and effects, since none of these topics
are relevant. Entanglement will be a topic of conversation as long as either of these
two schools of thought is represented in published works of intellectual inquiry.
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4.4 States of Quantum Metamorphosis

Information encoding and measurement in quantum states are explored in the
book’s last two chapters, which highlight their unique quantum properties. In
this context, concepts like entangled states and the exponential state space were
discussed. In this section, the foundations of quantum computing are laid forth.
Quantum computations are conducted by the continuous adaptation of quantum
systems. In order to fully comprehend quantum computing, we must first have a
strong understanding of the types of modifications that are permitted by nature
and those that are not. In this section, we apply modifications to closed quantum
phenomena with the goal of remapping the system’s state space to the original stor-
age space. Measuring is not the same thing as development in this setting. As part
of a larger quantum system, a quantum subsystem undergoes modifications that
we shall discuss in this article.

As a prelude to discussing systems with many qubits, this chapter provides a
short overview of the types of transformations that may be applied to generic quan-
tum systems. This chapter provides a comprehensive analysis of the unitarity cri-
terion and the no-cloning condition as they apply to changes in quantum states.
For example, the no-cloning constraint is crucial to both the restrictions and the
advantages of encoding information in quantum states, and so it is essential to
the security of quantum cryptographic methods. This is due to the fact that quan-
tum systems are unable to duplicate themselves due to the no-cloning limitation.
Another crucial piece of evidence is that there are a maximum of n classical bits
of information that can be extracted from an n-qubit system.

After looking at the problems associated with transformation for general quan-
tum systems, Section 4.4.1 of the chapter narrows its attention to n-qubit systems
and defines the fundamental building elements of a conventional circuit model for
quantum computing. This notion is used to explain quantum algorithms in Part
II of this article. To represent every quantum transition on an N-qubit quantum
system, one or two-qubit subsystems may be employed as a representational unit.
It may be possible to employ these basic gates to carry out some quantum state
transitions in a more straightforward manner than others. The effectiveness of a
quantum transition may be evaluated using gates with either one or two qubits.
It investigates the transformations of a single qubit and of a pair of qubits, as well
as how to combine these two types of transformations, and it presents a visual
language for encoding sequences of transformations. It illustrates how these fun-
damental gates might be utilized to overcome two communication challenges,
namely dense coding and the teleportation of quantum states. According to the
findings of this study, every quantum transformation may be accomplished as
a sequence of transformations involving one qubit and two qubits, respectively.
It investigates a group of gates that may be used universally to approximate any
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quantum transformations. At this point in the chapter, we have reached the point
where we can define the standard circuit model for quantum computing.

4.4.1 Solitary Steps Metamorphosis

A quantum transformation shall be understood here as a one-way mapping from
the state space of the quantum system to the state space of the system itself.
Since there are only a finite number of really plausible possibilities, every single
measurement applied to a specific scenario can only produce a probabilistic
conclusion. This chapter examines subsystems of larger subatomic particles,
such as those found in open quantum systems, to learn more about the effects of
modifications made to the larger systems on the smaller systems. In this chapter,
we will focus only on the changes that occur inside closed quantum systems.

It is impossible for nature to randomly change the characteristics of a quantum
system. For these changes to be natural, they must adhere to the tenets of quantum
measurements and quantum superposition. For a state that is already a combina-
tion of other states to become a superposition of their images, the transformation
must be linear in the feature space that is associated with state space. To be more
precise, this implies that for every U-type quantum transition,

This occurs on every superposition described by the equation |= alll++aklkl,
since the existence of orthogonal subspaces implies that unit-length vectors lead
to other unit-length vectors. Given these features, it is equivalent to measuring the
transformed basis directly rather than doing the measurements on the result. The
probability of achieving outcome Ul is the same whether U is applied first, then
the decomposition iS; is measured, or vice versa. There is an equal likelihood of
achieving outcome Ul if U is used to | first, then the decomposition iS; is measured.
Specifically, ulu=uu=uu if U preserves the inner product, and ulu=uu=uu if U
preserves the inner product of their pictures.

We may use the following elementary mathematical reasoning to show this. The
condition holds for each and every person if and only if U U =1. If the adjoint U of
a linear transformation is equal to its inverse, then the transformation is said to be
unitary. This is true for any conceivable quantum process. In addition, this crite-
rion is all that is needed; the set of unitary operators on the complex vector space
related to the state space of a quantum system is identical to the set of allowed
changes to the system. Since a quantum system’s state space is a complex vector
space, this makes sense. It is possible to utilize unitary operators to map orthonor-
mal bases onto one another to generate new orthonormal bases since they retain
the inner product. The translation from one orthonormal basis to another is an
example of a unidirectional transformation matrix.

The complex vector space associated with the quantum state space rotates with
every state change. Matrix representations of unitary transformations may be
considered orthonormal if the collection of columns in the matrix is orthogonal
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to the transformation in issue. Because of this, and only because of this, orthonor-
mality may be achieved. In other words, U is also unitary if and only if its rows
are orthonormal. Two unitary translations, U; and U,, may be combined to
produce a third unitary transformation, U. In the case when U, and U, are both
unitary translations of X; and X,, then the tensor product U, U, must likewise
be a unitary transition of the space X, X,. Conversely, there may be cases when
unitary operators are combined in a nonstandard fashion.

If the operator meets the unitarity criteria, then it is consistent with quantum
mechanics and does not break any of its fundamental rules. Not all unitary opera-
tors have approximate efficient implementations. As we continue our exploration
of quantum algorithms in Chapter 5, we will pay special attention to questions
about the efficiency of different quantum transformations.

The unitary condition must be met since all transitions between quantum states
are reversible. Before the advent of quantum information processing, scientists
Charles Bennett, Edward Fredkin, and Tommaso Toffoli found a way to make all
classical calculations reversible with a negligible hit to efficiency. If you are looking
for an alternative explanation, know that quantum algorithms are not constrained
in any way by the reversibility restriction.

Standard models of quantum computers use circuits in which quantum trans-
formations do all the work, and observations are simply used to “read out” the
results. The dynamics of size, rather than the transitions between quantum states,
may provide an alternate method for computing in quantum physics. In this part,
we will discuss an alternative model of quantum computing that is equally as effec-
tive as the standard model. All computation in this model is achieved by direct
measurement.

“Quantum transformation” and “quantum operator” relate to the activities of
unitary operators on the state space and not to measurement processes per se. The
postulate of measurements provides an indirect, statistical method for understand-
ing how measures function rather than the direct action of the Hermitian operator
on the represented state space. This does not depict the Hermitian operator’s direct
influence on the state space.

4.4.2 Irrational Metamorphosis: The No-Cloning Principle

Due to the necessary prerequisite, remember that unknown quantum states can-
notbe duplicated or cloned. The linearity of the unitary transformation really hints
to the solution on its own. All quantum states are equal in lala for the unitary trans-
formations, a phenomenon known as cloning in the context of U. Let us call the
two mutually exclusive quantum states |lal and |bl. Clone technology is proof of
this theory.

One of the benefits of quantum mechanics is that it can be used to design and
analyze systems of any complexity using just the most basic building blocks. One
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or two qubits may be used to implement every quantum state transition that is
possible on an n-qubit system. Changing the quantum state of some number of bits
(qubits) at a time is what a quantum gate does. There are many different ways that
mathematical operations may be grouped together, and the terms “quantum cir-
cuit” and “quantum gate array” are also used to represent these varied approaches.

Gates are mathematical abstractions used in quantum entanglement processing
literature to describe quantum algorithms. Quantum gates, unlike their classical
counterparts, do not have to correspond to physical objects. The words and images
on the gates should not be taken at face value. While physical gates may be used in
solid state or optical implementations, in nuclear magnetic resonance (NMR) and
ion trap system (ITS) implementations, the qubits are immobile and the gates are
magnetic field or laser pulse transformations. Specifically, the qubits are employed
as data storage in these systems. In such setups, a physical register containing
qubits serves as the operating medium for gates to carry out their tasks.

From a practical standpoint, the standard explanation of computing based on
the idea of one- and two-qubit gates is insufficient. Since we do not know which
gates can be performed physically and safely, we cannot provide a full explanation
of our calculations in terms of these gates. Furthermore, a computer program that
can cope with arbitrary quantum transformations would need a highly special-
ized collection of gates, each of which must be able to perform the whole range
of potential unitary transformations. Unfortunately, there is no finite set of gener-
ators since the number of quantum transformations is infinite. Despite this, it is
possible that representations near to those of all unitary transformations may be
obtained using limited sets of gates. However, it is unknown which of these clus-
ters will be the most workable from a logistical standpoint. In order to evaluate
the efficacy of a quantum algorithm, researchers need a consistent set of gates to
work with. All gates with a qubit size of one and one with a qubit size of two are
part of the set that we use.

A great number of algorithms are represented visually, and their descriptions
and analyses are performed by using a sequence of quantum state transformations
that are carried out on various amalgamations of qubits. For the purpose of depict-
ing basic modifications and linking them together to build more complex circuits,
boxes with appropriate labels are employed. An example of a graphical portrayal
is shown here in Figure 4.4. A qubit is denoted by the representation of a vertical
line. The flow of processing operates from left to right, beginning with the trans-
formations on the left and progressing to the right. Boxes with the names U,,, U;,
and U, are used to indicate transformations involving a single qubit, while box U,
is used to represent transformations involving two qubits. To say that an operator
U has been applied to qubit I is equivalent to saying that the operator has been
performed on all of the other qubits in the system. In an n-qubit quantum state,
this is what it implies to apply operator U to a single qubit.
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Figure 4.4 An example of a graphical

representation of a quantum gate array containing

three qubits. The flow of data via the circuit is from £
Left to right.

In the following paragraphs, we are going to talk about a few different kinds of
quantum gates that are often used.

4.4.3 The Pauli Transformations

The Pauli deformations are the ones that are employed the vast majority of the
time for single-qubit translations.

A superposition of 0 and 1 regarded as classical bits may be interpreted as a state
of the system that is compatible with the schedule, and a superposition of 0 and 1
can be considered as a quantum state of 0 and 1. In visual notation, these gates are
shown in the form of boxes.

In visual notation, these gates are shown in the form of boxes appropriately labeled.

Writers in the research literature seldom argue with one another about the
application of Pauli transformation to their particular research. The main point
of debate is whether or not i([0 1][1 01]) should be regarded as the Pauli transfor-
mation instead of Y =[0 1][1 0], which is what we do. The Hermitian character
of the operator iY makes it applicable in a wide range of settings, including
discussions of measurement. Alternately, one might use the x, y, and z notation.
The Pauli operators used to describe the translation of a single qubit are denoted
by the letters I, X, Y, and Z throughout this whole book. Each operator will be
represented by one of those letters. Pauli operators, written as “x = X,” “y = iY,”
and “z = Z,” are used in Chapter 10 to characterize quantum states.

4.4.4 The Hadamard Metamorphosis

The Hadamard modernization is another significant single-qubit translation.

4.4.5 Multi-Qubit Metamorphosis from Single-Qubit

It is possible to construct multiqubit transformations by making use of the tensor
product of single-qubit transformations. These operations are pointless in terms of



110

4 Foundations of Quantum Computing

multiple-qubit transformations since they are effectively the same as carrying out
single-qubit transformations on each qubit one at a time, in some arbitrary order.
This renders them uninteresting. For illustration’s sake, the combination of U I
and I V may resultin U V.

Modifications to the system that include several qubits and have the potential
to affect its entanglement are more fascinating. There is no way that the entangle-
ment that exists between two or more components can be impacted by modifica-
tions that only affect one of those subsystems. This is because there is no way that
this entanglement can be affected. To be more specific, suppose that | is a two-qubit
state and that U and V are unitary transformations of this state that involve just a
single qubit. In this scenario, (U V)| only becomes entangled if also becomes entan-
gled. In the next section, we will investigate a well-known kind of controlled trial
gate to discover how different kinds of transformations influence entanglement.

4.4.6 The Controlled-NOT and Other Singly Controlled Gates

If the first bit is 0, then the second bit is not changed; however, if the first bit is
1, then the second bit is changed. When the first bit is set to zero, the state of the
second bit is not affected. There is an example of the CNOT translation that may
be seen here.

It makes it very simple to deduce its impact on the components of the standard
basis: CNOT :100

—| 00
|01 —| 01
[10 - |11 |11 — |10

The symbol stands for the matrix representation of CNOT, and it is expressed in
the standard basis.

CNOT is an inverse that is identical to itself in every way. Another thing that the
CNOT gate cannot do is to construct a tensor product of two single-qubit transfor-
mations.

CNOT gates are crucial to quantum computing because of their capacity to mod-
ify the link between two qubits. For instance, entangled qubits have a different
state from the state of two qubits:

It may convert an entangled state into one in which it is absent since it is the
antithesis of itself. The controlled-not gate is so often used that a graphical notation
for it has been created.

It is not hard to deduce that this denotes a negative value for the target bit,
and that the line joining them shows how the value of the control bit determines
whether or not the negation is legitimate. When the control bit is set to 0 instead of
1, the target bit is inverted, as seen by the usage of a solid circle by certain writers.
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Gates that conduct a single-qubit alteration Q on the second qubit when the
first qubit is set to |11 and do not do anything when the first qubit is set to 10 are
the last two gates that enhance the CNOT gate’s capabilities. Here, a graphical
representation of these gate controls is provided for your perusal.

Since the shift at hand is not an absolute phase shift but rather a subjective shift,
the single-qubit transformation that was done during the controlled shift is no
longer strictly useless. It seems that the time connections between the constituent
parts of a composite may be significantly altered by this. Create quantum circuits
using visual symbolism, for instance. Several methods exist for achieving this goal,
one of which is shown here:

In other words, this swap circuit takes
|00 — |00

[01 — [10

[10 — |01

[11) = I11),

and lylg — lply for all single-qubit states [y and |¢.

There are three things that you need to keep in mind. The use of a basis and the
actual modification are the two components that make up this initial part.

In the second part of this article, we will investigate the relationship between the
idea of control and its basis. When dealing with quantum circuits, approaching the
graphical depiction in a cautious manner is recommended.

To begin, it is necessary to have a firm grasp of the difference between the quan-
tum state space (also called the “projective space”) and the “complex vector space,”
which is related to the quantum state space in a number of ways. Always keep
this in mind while seeking to grasp the common explanations for the transition
between quantum states. Only the effect a unitary transformation has on its base
may properly characterize it in a complex vector space. Differentiation: It is not
feasible to prove the unitary transformation by pinpointing where all the basic
states are moved. For instance, the controlled switching frequency adopts the four
quantum qualities represented by 100, 101, 110, and I11i as its own; |10 and e 110
represent the same quantum state, as do 111 and e |11i. However, as we have seen
before, this change does not equal a metamorphosis of identity since it requires
so much effort and time. Notations like 100 100 101 101i 110 €il10 I11 el11 might be
useful for avoiding mistakes, so keep that in mind.
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Unitary transformations on the complex vector space are expressed in terms of
the vector space itself, rather than the states that correspond to the variables under
consideration. Due to the fact that _1 and |1 are two separate vectors that corre-
spond to the same state, asserting that _0 and _1 are the same vectors is not the
same as saying that _0and _1 are the same vectors. Unitary operations on the com-
plicated dimensional space associated with the state’s pace generate the quantum
transformations of the pace.

Second, the foundation on which the concept of control rests is crucial. You can-
not accept the ideas of “control bit” and “target bit” at face value when applied to
the classical gate. The CNOT operator acts exactly like a conventional gate when
used with classical bits. Still, this does not prove that the control bit is never altered
in any manner. Using a controlled gate with input qubits that are not typical basic
components may result in unexpected behavior. Consider the Hadamard basis as
an example and specifically the CNOT gate that it entails. {|+,|-}: CNOT: |++ —
l++ == - =+ = =+ |—— = [+—.

According to the Hadamard basis, when one qubit’s state is affected by another
qubit’s state, the states of the two qubits are mutually exclusive. This shifts
the paradigm such that the control bits are the ones being targeted. But what
has shifted is how we interpret the transformation; the underlying mechanism
remains same. The fact that most bases lack both a control bit and a target bit
compounds this problem. There are a few issues with this. It has been shown, for
instance, that the controlled-not changes.

Once the controlled-not operations have been carried out on the qubits, it is very
difficult to separate them.

Since the two circuits under discussion are equivalent, we may exploit this
knowledge to our advantage in developing quantum error correction methods.

sl [« ]-

Thirdly, take great care to avoid electrocution while studying circuit diagrams.
If the user does not take the time to properly grasp a visual depiction of entangled
circuits, the results might be deceptive. It is not easy to tell what the transforma-
tions will do to a qubit by looking at the line in the diagram that represents it, even
if the qubits being fed into it are all in their usual ground states. Examine the com-
ponent of the circuit that is responsible for the output when the input value is zero.
It would seem at first that the state of the first qubit is unaffected by the Hadamard

translation since the Hadamard translation is its own inverse. However, this is not
the case. To summarize, the controlled-not gate does not preserve the original state
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of the first qubit. To observe how the impact of this circuit is exerted on the input
state, it is required to do an explicit computation. |00 to 1/2(100+110+[01111).

4.4.7 Opaque Coding

For a number of years, oddities in quantum mechanics, such as EPR pairings
and entanglement in general, were written off as only being theoretical problems.
Entanglement has been considered a purely theoretical idea for a significant
amount of time; nevertheless, recent advances in quantum information processing
have made it possible to successfully use the concept. Dense coding and tele-
portation are two applications that illustrate how useful EPR pairings and a few
fundamental quantum gates can be when used in conjunction with one another.

In dense coding, one quantum bit is used with a shared EPR pair to encrypt and
transmit two classical bits. Once EPR pairings are set up in advance, a single qubit
of data may be used to transmit two bits of information. Given that a qubit can
only hold the information corresponding to a single conventional bit, this result
comes as a bit of a surprise. In contrast to dense coding, which employs many
more bits, teleportation conveys the state of a single qubit using just two regular
bits. There are two aspects of teleportation that are quite astounding. Although it
is impossible to copy an object exactly in quantum physics, it is possible to copy its
quantum state. Every feasible qubit state may be sent using just two classical bits,
and this number is not constrained in any way:.

Quantum entanglement is crucial for applications in both dense coding and
transportation. To maintain uniformity, both processes begin with the same setup.
They cannot wait to share their thoughts and opinions with one another. An EPR
pair consists of two subatomic particles, one of which is shared by the two people.
In physics, these particles are referred to as EPR pairs.

lwo) = %000) +111))

Think about the following case: The first particle is delivered to Alice, while the
second is given to Bob.
1
V2

When Alice gives Bob her particle, or when Bob receives Alice’s particle from
Alice, Bob can only make alterations to Alice’s particle. Since Alice and Bob may
only do transformations that involve a single qubit until a particle is exchanged,

lwo) = —=(105) | O + | 1A | 1B)

113



114

4 Foundations of Quantum Computing

Bob

Alice

Decoder

Encoder

EPR
source

Figure 4.5 Structure of dense coding.

the only sort of transformation that they can perform on the EPR pair is of the
kind I Q, where Q refers to the translation of a single qubit. Let I(K) represent the
square matrix with dimensions of 2k x 2k when K = 2k. When both systems have
n qubits, Alice can only do transformations of the form U I(M), and Bob’s only
capable of transforming in the N U configuration. according to Figure 4.5. This is
the case when both systems have the same number of qubits.

4.4.8 Basic Bits in Opaque Coding

Alice just has to send one of the digits 0 through 3 across the wire, encoded as the
state based on classical bits. If the qubit that Alice is controlling in the entangle-
ment pair 10 has had this amount, then she implements one of the Pauli modifi-
cations I, X, Y, or Z to it. You may see the whole set of results in the table that
follows.

Value Conversion
A whole new territory has come into existence.
From there, Alice will send Bob her qubit.

The first qubit of the entangled pair undergoes the Hadamard substitution H,
which Bob uses to decipher the encrypted message.

After that, Bob may measure the two qubits in line with the consistent sched-
ule and recover the two-bit binary approximation of the quantity Alice wanted to
convey.

4.4.9 Quantum Message Teleportation

For quantum entanglement to be successful, the quantum state of a particle must
be sent in such a manner that it can be exactly reassembled by a receiver using
just classical bits. According to the no-cloning principle of subatomic particles, a
quantum state cannot be copied, and as a result, the quantum superposition of the
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Alice Bob

Encoder

Decoder

source

Figure 4.6 Structure quantum teleportation.

initial particle cannot be maintained. Figure 4.6 illustrates the concept of quantum
teleportation, which gets its name from the fact that to produce the destination
state, the source state must be destroyed.

Alice although wonderland can now see her qubit, she has no way of knowing
its state at any given time. She intends to tell Bob how she really feels using the
more traditional means at her disposal. Alice and Bob, like the configuration for
dense programming, each have one of two qubits that are intertwined.

lwo) = %000) +]11))

The three-qubit quantum state is the initial condition of the system.

Alice continues to manage the first two qubits, while Bob handles the third.

The half of the entangled pair that belongs to Alice uses an algorithm quite sim-
ilar to Bob’s in order to decode the state of the qubit. Alice begins her treatment of
her illness with CNOT I and then transitions to HII.

Alice has only to examine the first two qubits and randomly choose a num-
ber between zero and eleven to determine which of the four standard basis states
she will ultimately end up in. Through this, she can predict the location she will
eventually call home. The quantum state of Bob’s qubit is expected to be al0+bl1,
all+bl0, al0bl1, or al1bl0, depending on the outcome of her experiment. It is also
possible that the answer is al1bl0. Alice’s measurement result is sent to Bob in the
form of two binary bits.

After these adjustments, Bob’s qubit will know more about the initial state than
it did before. Using just her own powers, Alice can no longer reset her qubit to
its original state. Only one of Alice or Bob may revert to their original quantum
state at any one time, in accordance with the no-cloning principle. They are both
affected by this.

Bob It is immediately obvious to Bob, upon receiving the two classical bits from
Alice, how the state of one qubit in an entangled pair relates to the state of the other
qubit in the pair. The original qubit that became entangled with Alice’s | can be
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decoded, allowing reconstruction. With this, there is hope that | can be restored.
Once Alice’s bits have been decoded, Bob may use the table below to determine
which decoding operator to apply to his own qubit based on the value of the bits.

State Bits received Decoding
alo+bl1 00 I
all+bl0 01 X
alo-bl1 10 V4
all-blo 11 Y

al0+bl1 is the quantum state in which Bob’s qubit will be after decoding.

These two processes are in some ways opposites of one another since they both
encode and decode in reverse; therefore, they are in some sense inseparable.

4.4.10 Designing and Constructing Quantum Circuits

After a series of primary adjustments have been made, it may be possible to make
adjustments at the unitary level. The CNOT gate, which operates on two qubits,
is included in the basic set with four other types of single-qubit gates. All possi-
ble n-qubit unitary transformations may be performed using the following four
kinds of procedures. Control over many qubits may be achieved by generalizing
single-qubit manipulations. The products of the three basic single-qubit operators
are the building blocks of all single-qubit transformations. It takes the changes you
make and generates a unique unitary metamorphosis.

This chapter does not concentrate on the efficiencies of such representations;
rather, its primary purpose is to demonstrate that any quantum transformation
may be carried out by using fundamental gates. Because of their low level of pro-
ductivity, the use of simple gates to carry out the majority of quantum transfor-
mations is impracticable. Chapter 5 of the book will focus on determining which
quantum changes are able to occur continually and how to use that information
to solve computing issues.

4.4.11 Single Qubit Manipulating Quantum State

Phase shifts (K()), rotations (R()), and phase rotations (T()) are the three forms
of single-qubit procedures that may be written as a combination of the three ().
Rotations R(), phase rotations T(), and phase shifts K() are all examples of angular
motions (). Adjusting the tempo using It is common practice to replace the con-
stant K with the scalar component ei(). For this reason, we include K() here since
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this component constitutes a relative phase shift that has physical significance,
while being analogous to the identity modernization of a single-qubit system when
implemented to a multiple-qubit irrevocable metamorphosis. This is the case even
if applying the identity update to a single-qubit system has similarities to applying
the unconditional transformation to a system with multiple qubits. On the Bloch
sphere, the y- and z-axes are rotated by a factor of 2 through the transformations
R() and T().

The unitary translation of a single qubit (represented by the letter Q) may be
expressed as a chain of three linear transformations: Q = K()T()R()T. Due to the
global phase shift introduced by the function K(), the space encompassing all pos-
sible transformations of a single qubit has only three physical dimensions. The
unitarity criteria is easily shown to be met after the adjustments are considered.
QQ It is known from the symbol = I that [u00I2 +|u01/2 = 1, u00u10 + u01ull =0,
and |u1112 +lu10I2 = 1. It does not take much mental gymnastics to figure out that
lu00l=Iu11l and lu01l=Iu10l. Since the sine and cosine of an angle may be used to
express the magnitudes of the coefficients u;;, we can express Q as what is more, the
stages are not completely separate: Since u10u00 + u11u01 = 0,10 =00 =11 = 01.

4.4.12 Controlling Single-Qubit Metamorphosis

Changing the phase depending on certain conditions. Any circuit that operates
just on the first qubit without making any changes that act directly on the second
qubit, might be used to build K(). As opposed to affecting just one qubit, a phase
shift modifies the whole quantum state. It is sufficient to perform operations on
the qubit that was used initially. Specifically, x) ® ay a x) ® |y || =|.

Implementing Q is slightly more involved. For Q" = T(a)R(8)T(y), define the fol-
lowing transformations:

It is asserted here that Q may be characterized as It is not hard to understand that
this circuit is responsible for the change described here.

A realization of an arbitrary one-qubit transformation that is controlled by a single
qubit is possible for us to do in this manner.

4.4.13 Controlling Multi Single-Qubit Metamorphosis

The pictorial notation for regulated procedures introduced in Sections 4.2.4 and
4.4.2 is applicable to situations when there is more than one control bit in play. In
this case when qubit start 1 to k are all, but let assume k + 1 qubit apply on variable
Q and it should be the initial value of qubit is 0. The following diagram illustrates
the controlled-controlled-not gate (also known as the Toffoli gate), which inverts
the third bit of a three-bit number if and only if the first two bits are 1.
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The notational subscript 2 denotes two control bits. Specifically, the CNOT gate
is represented by the notation both.

By repeatedly iterating the construction of the k qubits may control an infinite
number of changes to a single qubit. To construct a three-qubit gate with two
inputs, first replace Q,, Q,, and Q, with their single-qubit managed counterparts.

I
4{ T(—d/2) } l K(

It is possible to perform arbitrary single-qubit changes under ink-qubit control
by a process of repeated construction. To begin, a single qubit-regulated form of
Q,—Q; and Q,-Q; from the prior design should be used in its place.

% 1]

By momentarily negating the control qubits that are relevant for any length k
bit-string s, the controlled gate that applies Q to qubit 0 may be realized when the
other k qubits are in the pattern s. In this way, the controlled gate may be real-
ized. After being annotated with bit strings, the k-qubit standard basis vector may
be expressed using the notation Is. When all k qubits are in the base state Is, this
design is accomplished using a gate that is controlled by (k + 1) qubits. The gate has
no effect on qubit 0 when the k qubits are in any other base state. When the other
qubits are in a different base state than I, the (k+1) qubit-controlled gates change
I according to Q, but do nothing else. It is not possible to apply the transforma-
tion Q to the system since the other qubits are in a different base state. Subspaces
of dimension two are transformed by Q in this way; they are constructed from
the orthonormal basis vectors, which vary from one another by a single bit. The
orthogonal subspace is also preserved in this translation.

Any desired unitary transformation may be proven to be explicitly imple-
mented with the help of such gates. This is exemplified by the following: As an
example, consider the following: For instance, the build employs two separate
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transformations, each of which is associated with the same pair of qubits. The first
applies Q to the ith qubit using the standard basis “0,I1” while the other k qubits
are in state “s”; the second applies Q to the ith qubit using the inverse order of the
basis. Qubit I undergoes the XQX transformation, while the other qubits stay in
state |s. We utilize a specific notation in our writings.

Depending on the value of x;, any of these modifications is represented by the
(k +1)-bit string x, which is constructed so that xk...x; ;X1 X441 - X = Sgyq---So-
Here, Q is used to effect change in a single qubit, represented by the index.x;. When
the x; value of an expression is 1, it may be rewritten in one of two ways. The
operation of inverting the ith bit of a bit-string is denoted by the symbol x, and it is
defined as x = x 2i = x will function with Q = XQX as the input if Q is a one-qubit
transformation. In mathematics, a revolution is defined as the two-dimensional
complex subspace bounded by the standard basis vectors Ix, and Ix;.

Ilustration 4.6 The traditional CNOT in a two-qubit system is denoted by the
symbol |, where b, is the control bit and b, is the target. The CNOT transformation
is also reflected in the notation since X is invariant by the ordering of the basis for
qubit b,. In this case, X = XXX is the exact notation used. This syntax enacts a
controlled-not transformation, with the key distinction being that X is executed
only when b, equals 0. The notation describes the standard CNOT with b, as the
control bit and b, as the target bit.

In this section, we saw how to create multiple-qubit gates by combining many
different basic gates, the complexity of which grows exponentially with the num-
ber of qubits. It demonstrates the feasibility of doing any operation using many
qubits. One extra qubit is used in this design, which employs a growing number
of fundamental gates.

4.4.14 Simple Metamorphosis

In this section, we use the 2"-dimensional vector space of the state space of
an n-qubit system to build an arbitrary unitary transformation. Rotating the
2"-dimensional complicated vector space underlying the n-qubit quantum state
space produces a unitary translation; hence, any rotation may be generated by
rotating a series of 2-dimensional subspaces. This is due to the fact that a unitary
transformation always results in another unitary transformation.

For the sake of argument, let us say N equals 2". In this step, we use a nonstan-
dard ordering for “xx” to construct all matrices in the standard basis; nonetheless,
there is only a single bit of variation between each consecutive element in the
basis. Gray codes are made up of a series of binary digits. Every shade of gray
between the two extremes is acceptable. It is crucial to keep in mind that the pat-
tern for all of the other bits in the |x;+1 is the same as in the |x,+1, and that the
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only variation is on the bit designated ji. In Section 4.4.15, we explain how every
arbitrary unitary operator may be represented as a chain of one-qubit operators
rotating in a two-dimensional subspace spanned by consecutive basis elements.
For this to work, the space being rotated must be covered by a sequence of basis
elements.

Check out these many kinds of changes: where I(m) is the identity matrix for
m and VN, is a (N m)(N m)-unitary matrix with 0 m N,. We aim to show that
for any (N N)-matrix Um,, where m may take on the maximum value of 0 and
N is the total number of qubits, there exist operators C,,, which are the products
of multiple-controlled single-qubit operators, and an U,,, which now has a larger
identification component I(m), such that U,,, = C,,U,,. U = U, = C; CN,UN, is
an expression for the unitary operator that takes this into account.

The operation that occurs when x = xN, and, using the gray code condition,
Jj=JN, is the bit that differentiates the last two basis vectors IXN, and IxN, respec-
tively, is the form that the transformation UN, takes. In mathematics, the UN,
transformation is represented by the symbol UN,. After we show how to build C,,
using multiply controlled single-qubit operators, we will have shown that every
unitary operator can be stated in terms of these operators and hence can be per-
formed with only CNOT, K(), R(), and T(). Once we demonstrate how to build C,,
with multiply regulated single-qubit operators, this will be the case.

U,,; has a nontrivial effect on the first basis vector denoted by the symbol Ix,,,.
Notation: Vi = Uy | X et = O | Xpper + - + an Xy

Due to the fact that U,,; may be multiplied by a global phase, we can safely
assume that ay is a real number. If we can find a unitary metamorphosis W, that
maps v, to Ix,, and does not change any of the first parts and elements of the basis,
then W,,U,,; will have the required shape. To that end, we will make C,, equal to
W, and set U,, equal to W,,U,,,. It is necessary to recast the coefficients of the
last two components of v, before defining W,,, as shown below.

Makes the amplitude that was previously part of Ix, part of Ixy;. All other basis
vectors are unaffected since the regulated part of the operators only affects those
with bits in pattern By,. To get the operator and hence the missing portion of W,
we must apply the method to all feasible sets of coordinates. The final ensures that
it is a positive real by adding 1, since the image of Iv,, must be a unit vector. The
reason is as follows:

While this approach does give an implementation for each unitary operator U
in terms of straightforward modifications, the required gate count rises exponen-
tially with the number of qubits. Since more efficient implementations are needed
for actual calculations, their usefulness is restricted. Consequently, its applica-
bility is limited. Finding efficient unitary operators that can be implemented in
terms of simple gates is the most difficult part of the procedure. This practice,
which has the same name as the methodology, is known as quantum evolutionary
computation.
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4.4.15 Unique Setup Gates

It is also possible to use single-qubit translations or controlled-not gates to achieve
any unitary transformation. For convenience’s sake, we have found that a smaller
set of gates is better to deal with. Although unitary transformations cannot be per-
formed by combining any finite collection of gates, it is easy to prove that any finite
set of gates may be used to generate an approximation of any unitary conversion
with arbitrary accuracy. Not only are these approximations feasible, but they can
be accomplished by using no more than p(d) gates from the finite set of gates to
achieve the requisite degree of precision 2d. What is more, it is not impossible
to do this. Although we will not be presenting the efficiency result reached by
the Solovay-Kitaev theorem, we will show that all unitary modifications may be
approximatively estimated with a small number of gates.

Since single-qubit and CNOT gates are capable of executing any unitary transfor-
mation, it is sufficient to find a small set of gates that approximate all single-qubit
transformations. This is due to the fact that both single-qubit and CNOT gates
only contain a single qubit. The set has the Phase gate, the Hadamard gate H, and
the CNOT gate. Despite the obvious problems with the name, it has unfortunately
persisted in usage. This phase becomes a relative phase with physical significance
when employed as part of a gated control system. When taken by themselves,
however, the phases are meaningless since they occur only inside a global phase.

Alteration to the traffic pattern A rotation R is considered rational if and only if
the equation R,, = I holds for all positive integers m. Without this form of m, R
will degenerate into an irrational rotation. Some reasonable rotations of the Bloch
sphere should, in theory, be able to mimic single-qubit transformations. Do not
you think it is about time we did something a little bit out of the ordinary? In the
demonstration, these gates are used to build an irrational rotation. Because the
rotating group of a sphere is different from that of a Euclidean plane, it is conceiv-
able to build such a structure. The sum of rational rotations is also always rational
on a Euclidean plane but not on a spherical surface. Explanation of the relevance
of the rotation groups of the sphere and the Euclidean plane.

In the exercises, you will dig further into the following explanation, which relies
on spherical geometry. The z-axis of the Bloch sphere rotates by a factor of P;/4 due
to the gate’s influence. The x-axis has been rotated by a factor of four (/4). Here is
a chance to work on your spherical geometry skills.

With the hope of demonstrating the absurdity of such a switch. To an arbitrary
accuracy of 2d, every rotation W along the same axis may be approximated by a
power of V because V is irrational. The statement still holds even if V is not a
rational number. For every single-qubit operation W, there is a plethora of angle
combinations that may be employed to complete the transformation, and this
holds true all the way up to the global phase.

W = K(&)T()R(P)T(y)
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where T() rotates about z at an angular location and R() rotates about y at an
angular position. A single qubit may undergo translation in either direction by
combining rotations along any two axes.

Since the HVH transformation has a separate axis from the V transformation,
we use it for all single-qubit operators. Several sets that are close to being finite
worldwide may be found with some effort.

4.4.16 The Standard Circuit Model

All calculations may be described in terms of a circuit made up of basic gates, with
measurements occurring in a predetermined order. Directly from a universal set
of simple gates or indirectly from a rough set of quantum gates, we choose our
simple gates. Traditional versions of quantum computing circuitry make use of
the CNOT gate and all other single-qubit transformations as part of the gate set.
As part of the measurement set, these models make use of single-qubit measure-
ments in the canonical basis. A single qubit and CNOT gate form the foundation of
each calculation, and subsequent measurements on individual qubits in the stan-
dard basis (also known as the “standard model”) fill out the picture. Although it
would be simpler to work with an unlimited set of all the possible transforma-
tions of a single qubit, it would be more useful to have a finite collection of gates.
Furthermore, studies by Solovay and Kitaev show that processing capacity is not
noticeably improved by using an infinite set. Registers are subsets of the entire
number of n qubits used in a calculation and are often partitioned for the purpose
of conceptual simplicity.

Currently, you may choose from a variety of different quantum computer mod-
els. Insights into the inner workings of quantum computing can be gained from
any model, and all models have contributed to the advancement of the field in
some way, whether through the creation of new algorithms, novel approaches to
resilient quantum processing or innovative approaches to building quantum com-
puters. Our attention here will be directed on the most important models.

Searching for quantum calculations that are equivalent to classical ones is made
much easier by the conventional circuit model. In the next paragraph, we will hone
in on this issue as we go into further depth. Finding quantum analogs for classical
circuits is a far easier undertaking than creating a reversible classical circuit from
scratch. It is feasible to perform any conceivable quantum transformation using
just the fundamental gates of the traditional circuit model. However, the extent of
its effectiveness is seldom discussed. Quantum computations have been proven to
be just as efficient as classical ones. The fundamental goal of this study is to build
quantum algorithms, which entails discovering quantum transformations that can
be effectively implemented using the basic gates of the conventional circuit model,
and exploring the potential applications of doing so.
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5

Computational Algorithm Design in Quantum Systems

5.1 Introduction

Unlimited precisions are assumed. Quantum physics permits statistical connec-
tions among states to be controlled in parallel, which is used in the experiment [1].

In principle, a quantum computer may enable algorithmic methods that are
theoretically more optimal than those that can be achieved using a conventional
computer. While the theory of quantum mechanics is true, there are substantial
problems with implementing that theory in technology [2]. To use quantum paral-
lelism, it is essential to scale quantum resources (in terms of the number of gates)
in a feasible and theoretically sound way. The scalability of the number of mathe-
matical operations required to perform specific quantum algorithms may perfectly
balance the apparent quantum concurrency, such that the net result is comparable
to classical parallelism [3].

5.2 Quantum Algorithm

Most presentations on quantum computing concentrate initially discussion of
quantum mechanics and the foundations of aims at enhancing may be utilized
to accomplish calculations that cannot meet the technical on a conventional
computer, which is why they are sometimes referred to as “physics-centric.”
Even though this presentation mirrors the historical development of quantum
computing, it obscures the abstract computation paradigm indicated by sub-
atomic particles with regards to the finer points of subatomic particles as they
apply to actual systems, which are unnecessary. Boolean algebra and program-
ming language may be explained using analogies to the electrons that make up
semiconductor devices [4].

Quantum Computing: A New Era of Computing, First Edition.
Kuldeep Singh Kaswan, Jagjit Singh Dhatterwal, Anupam Baliyan, and Shalli Rani.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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This chapter aims to present computer technology as a mathematical formu-
lation devoid of any physical links. Only the usage of notation and language
acquired from quantum physics may be considered moderation. Most of the
physics-oriented quantum computing literature would be rendered unreadable
if concepts like measurement and read operation were replaced with more
traditional computer science ones [5].

We’ll go through eight quantum computational paradigm characteristics in the
following paragraphs. They do not create formal assumptions upon which the
quantum concept is trained, which may be formalized. Still, they each capture one
distinctive element that distinguishes quantum virtualization technologies from
conventional ones.

5.3 Rule 1 Superposition

A definition of what information means in the material universe is the first
attribute of the new computing paradigm based on quantum physics. As a new
reportable segment, the qubit is a development of the conventional bit [6].

There are two possible scalar bit values: 0 or 1. Unambiguous, distinctive, and
unpredictable are the characteristics of a bit. Regarding computing, qubits are far
more general since they reflect the chance that the qubit’s value will be either 0
or 1 [7]. A pair of complicated integers (a, b) determine the state of a qubit. As a
result, a qubit may exist in one of three states: zero, one, or a combination of the
two, known as “entangled particles.” According to (a and b), the superposition’s 0
and 1 weights are ascertained:

qubit = (a,b) = a - O bit + b - 1 bit (5.1)

The quantum bit’s (qubit) opposite state maybe both 0 and 1. The state of a qubit
isasquare matrix of the 0 and 1 conditions, where the strengths are specified by the
quantities a and b. There is no entanglement in a bit. Hence it may be considered
a particular instance of a qubit. If a bit is in state 0, then a qubit (1, 0) symbolizes
that bit, whereas a bit in state 1 is represented by the qubit (0, 1) [8].

Quantum states are often expressed using Bracket, a notation invented by scien-
tist Paul Dirac. In this variant on standard vector notation, the inner combination
|0 is called a parenthesis, where |1 is a row vector (pronounced “bra psi”) and |¥
is a characteristics equation scale parameter (pronounced “ket psi”) (which is the
origin of the root terms bra and ket). A single qubit’s state may be expressed as
follows in this number system:

|¥) =a|0) +b|1)
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or
|¥) =a"|0) +b" 1)

Note that |0 is not a zero vector; instead, the zero is labeling a unit-basis variable
that is perpendicular to |1 [9]. To put it another way, the states of a qubit may be
represented by any pair of basis function vectors in a complex two-dimensional
space. Our most typical form, known as a computation foundation, has these ele-
ments:

10} = (1,0)

1) =(0,1)
And

0) = (é)
()

Because |0) and | 1) are orthogonal unit vectors:

(0]0)y =(1J1) =1 (5.2)

(0]1) =(1]0) = 0 (5.3)

Remember that the logical bits |0 and |1 are conventionally represented as |0
and |1 (0 and 1, respectively). A qubit may therefore be seen as a highly involved
linear aggregation of classical bits [10].

Instead, it is possible to think of a qubit as a vector in a typical bit space that is
more conceptual and has more sophisticated architecture. To put it another way,
the previously demonstrated states for one qubit, a0+ b|1, might be written as
follows in vector notation [11].

V=ai+bj (5.4)
V=af+bj

with
ii=jj=1
ij=j-i=0
ii=jj=1 (5.5)
ij=j-i=0 (5.6)

127



128

5 Computational Algorithm Design in Quantum Systems

These include, but are not limited to, vectors that are parallel to |0 and |1. It
cannot be denied that the two pictures are very similar. Improvements of Bra-Ket
notation over standard vector representation become more obvious when working
with several qubits. Each qubit is capable of being in one of two states, but the lin-
ear combination of n qubits symbolizes 2". In the 2-qubit state, linear relationships
of four fundamental states are symbolized by two bit-digits:

1g® = a|00) + B |01) +y [10) + & |11) (5.7)

In abstract space, this translates to a four-dimensional vector of basis functions
and two-bit states. Just as in our previous example, all four superposition param-
eters are complicated integers.

Because two one-qubit states may be combined to form a two-qubit state, this
term refers to this fact:

)q@)) =al0)+b[1)@cl0)+d]|1) (5.8)
=ac|0) & |0) +ad|0) @ [1) + bc[1) @ [0) + bd [1) & [1) (5.9)

In order to accommodate these two-qubit situations, we may now define an
expanded computation foundation as follows:

|00) = 0) & |0) (5.10)

[01) = 10) & |1) (5.11)

[10) = |1) & |0) (5.12)

11) = 1) & |1) (5.13)
And then

|g® = ac|00) + ad |01) + bc|10) + |11) (5.14)

In theory, there exist two-qubit circumstances that cannot be written as the ten-
sor product of two qubits. Examples include

aYola") (5.15)

1q? = \Lf 00) + [11)! =
2

We call these quantum coherence superpositions those that cannot be expressed
as the linear combination of more fundamental states.

However, the same method might be used to build the foundations for qubits
of any size. For the most part, the following can be said about the condition of an
n-qubit quantum accumulator:

271

RIEIAD (5.16)

i=0
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Wave function of 2" states of n-bit binary numbers, where each I represents a
distinct n-bit complementary sequence [12] is thus a part of the computational
foundation for a system that utilizes n-qubits, and its elements are encoded as a
binary enumeration, where,

|¥) = & 00...00) + a; [00...01) + ..... + ay_; [11...11) (5.17)

where N = 2", a rule we will stick to throughout the whole document.
The basis functions associated with the proposed n-qubits may be defined as
follows:

(00...0] = (1,0,0,....,0)
(00...1] = (0,1,0, . ...,0)

(11...0] = (0,0,0,....,1)

In the linear function of a set, the weights I are supposed to have a Euclidean
norm of one:
271

(P|P) = Z wal
i=0

This decision will become more apparent when we explore the second feature
of the quantum computing paradigm.

While discussing Property #1, it is vital to note that the computation foundation
is not solely responsible for operating quantum states in the quantum computa-
tion paradigm. We might, for example, employ the alternate basis that arises from
rotating the computational base in the case of two-qubits. This foundation consists
of the following:

_|0) + 01)
[+) —\/5
oy = |0y — 01)

V2

Any other orthonormal foundation is just as feasible as this one. The quan-
tum programmer must make the choice on which basis to utilize, since various
bases give a decentralized organizational structure for the algorithm in certain
cases [13]. If the foundations are employed consistently, it is completely OK to use
any of them.
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5.4 Rule 2 Quantum Entanglement

Computing in the quantum realm is based on a probability paradigm. Read oper-
ations will cause the superposition of 2" states in a quantum register to “collapse”
to one classical state when applied to an n-qubit quantum recorder.

In other words, measuring a two-qubit state yields a two-bit answer. Weights in
the linear function of a set influence the probability with which it will collapse to a
given state; this state is specified by the weights [14]. Think of a two-qubit register
R being read, or being measured, as follows:

IR) = a]0 0) + £]0 1) + 7|1 0) + 6|1 1) (5.18)

Assuming a probability of ||2, one may expect to see the classical bit state2 00
and so on.

The probability of obtaining the state I in a measuring of an n-qubit state pro-
vided Eq. (5.18) by the following equations:

P, = [(iIR)? (5.19)

where is an n-bit binary vector in the computational basis.
To ensure that all potential outcomes are equally likely, we wish to apply on
Eq. (5.19) the following equation:

P = ZPi =1 (5.20)
i

That means, in the earlier illustration:
lal> + B> + Iy > + 161> =1 (5.21)

Because of this, we need to make sure that all quantum registers are normalized
to one.

All future observations will be able to acquire the same condition if the first
observation is performed. In case the state 10 is read, the aforementioned aggrega-
tion has collapsed, such that it contains the values and all other components are
0. Because of this, for now, R is equivalent to a conventional register in state 10:

IR) — [10) (5.22)

The content of a classical register is changed when an operation is done to it. For
example, in the quantum register R, a classical action that changes the state to 11
may be understood as setting equal to 1 and setting to zero after a measurement
provides the state 01 Right now, we can get the state 11 with probability 1 by taking
measurements of the register [15].

Permutations of the constituents of each state vector in the combination may be
seen as classical operations in general because they can be represented as permu-
tations of the components in each state vector. After a combinatorial modification,



5.4 Rule 2 Quantum Entanglement
the weights’ normalizing is kept as intended. As an example, using Eq. (5.21) con-
siders the following:

@|00) + B101) +y [10) +611) — «]00) + B |01) + ¥ |10) + & |11) (5.23)
with
lal? + 161> + Iy 1> + 1617 = lal> + 181> + Iy P+ 16° =1 (5.24)

Among the QC framework, every unitary translation is included in the potential
operations. Consider the following properties of a unitary modernization:

U-1=Uf (5.25)
and therefore:
UtU=1I (5.26)

where U is the Fourier transform transpose matrices of U, and I is the array of
numbers. As a result, a vector v is transformed as follows using Eq. (5.25):

vow=Uv (5.27)
will maintain v’s original intensity because (with Eq. (5.26))
wR2=witw=viUtUv=viv=|v|2 (5.28)

A unitary transformation in the quantum setting keeps the Euclidean norm of
the domain at unity. If you’re interested in:

!

a o
B g

U v ad (5.29)
) Y

As a result, the probability of each condition is affected as follows using
Eq. (5.23):

al00)+101)+y[10)+68]11) = a’'[00)+4101)+7'[10)+5[11)  (5.30)
with
lal> + 181 + Iy >+ 161) = 1P+ 1A 1P+ 1Y P+ 1617 =1 (5.31)

A well-defined probabilistic computing model should include this as an antic-
ipated characteristic. According to this paradigm, if quantum computing if com-
putation is a probabilistic one, then the possibilities should always sum to 1. That
holds true even if the states are changed in some way. That’s why QC only allows
unitary operations and not measurement [16].

Since using a 2" X 2" matrix would result in quantum circuits with exponential
size and/or processing periods, it is not possible to employ such a matrix for
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classical or quantum operations. Computational activities approximating highly
structured unitary matrix are important for the success of quantum algorithms
because they may be expressed implicitly with low complexity (e.g. using a
limited number of logic gates, proportionate to the number n). Since computing
is abstracted by mathematical concepts in a 2"-dimensional space, its potential
speedups in QC may be studied in their whole rather than just in individual
operations.

In this section, we will dive further into how certain modifications might pave
the way for the creation of novel quantum cryptography that are more advanced
than the best conventional counterparts. These optimization algorithms stand out
because they are guaranteed to provide a correct result a certain percentage of the
time. The approach has to be executed several times to ensure that a solution is
found with a likelihood of occurrence as close to one as feasible [17].

5.5 Rule 3 Quantum Metrology

In the quantum optimization problem, measurements (read: operations) are
destructive.

A classical state may be obtained by reading the content of a quantum register, as
has already been stated. So, all forms in a superposition with the observed state are
wiped out. Furthermore, once a superposition is broken down by measurement, it
is impossible to regain the lost states. As a result, measurements are a dangerous
force that cannot be reversed.

No matter how many states an n-bit quantum register can store, Rule 3 says that
only one of those states, assessed with the complete n-bit logical information, can
be an actual n-bit state.

Multi-qubit registers may be used to evaluate the simple qubit state. Compli-
cating the transcript, on the other hand, will determine its condition after the
measurements. What if we had two qubits, each in its non-entangled state?

|9as) = @[05) + B |1.)) ® ([0,) +8[1,)) (5:32)

With a chance of |«|2 of finding the qubit in the state 0 and collapsing the
register to:

|9 ) = @ [0,) ® (7 |0y) +6]1)) (5.33)

Likewise, if we discover an in-state 1, the chance is |f. The measurements of
qubit a have no effect on the state of qubit b in either circumstance. Consequently,
the observation of qubit b is entirely unaffected by any later measurements on a.
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Assume, however, that we have access to a two-qubit particle physics storage
that is in an entangled state, as shown by:

Q) = L (10,05 ) +[1,1,)) (5.34)

V2
With a 50% chance of finding an in-state 0, the application form will deteriorate
to:

|Q)ab = |Oa0b> (535)

and any future measurement of b will confirm that it is in the value 0 without a
doubt. Furthermore, if we previously measured the state of one, we may be con-
fident that the form of the other will be in the same place. Measurement of b is
dependent on an earlier measure of a. Therefore, when using entangled states,
the measurements of a qubit will have an impact on the state of other qubits.

The possibility of verifying the contents of a quantum register during a quan-
tum algorithm is also eliminated by Rule 3 of the Diffie-Hellman code. In other
words, there is no method to get and utilize partial products or do other standard
algorithmic operations. It is not permitted under the quantum model to use print
expressions for debugging purposes.

This irreversible degree of uncertainty is a problem that must be overcome if
appropriate and efficient quantum algorithms are to be designed. However, quan-
tum computing’s strength is derived from its capacity to manipulate the superpo-
sition to enhance the likelihood of detecting a desired solution state. As a result,
accessing the contents of the quantum register must be the last step in the opti-
mization technique.

5.6 Rule 4 Quantum Gates

The parallel computing space that can be accessed by quantum computers is sev-
eral orders of magnitude greater than the space accessible by conventional regis-
ters [18].

Keeping this in mind, a single bit can only hold a single memory location, either
0 or 1. To put it another way, although a single qubit can have either 0 or 1 at any
one time, it may concurrently hold both states at any given time.

An n-bit register can generally index N =2" states, but it can only store and
modify the index of one state. When it comes to quantum registers, on the other
hand, the weights of all N states may be simultaneously altered.

In particular, N log(N) bits are required for the classical storing of indices to N
distinct states. For example, a 24-bit address may hold eight 3-bit identifiers. To
store N indices, Log(N) qubits are required, on the other hand. There are more
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than 224,000,000,000 unique addresses that might be stored in one 24-qubit quan-
tum register. You may also use 3 qubits to hold 8 different 3-bit talks [19].

An array of size N may be searched using quantum superposition to acquire
the index of each requested element in less than N consecutive steps, as will be
shown in this chapter. To put it another way, the superposition of indices in a
quantum algorithm allows it to analyze N items of an array simultaneously and
genuinely.

One of the most significant benefits of the quantum model is encapsulated in
Rule 4. However, as we previously said, we can only retrieve the address indi-
cated by a string of n-bits from an n-qubit register holding a superposition of 2"
unique addresses. However, we cannot access most of this computing space in the
quantum model until we have made a standard measure. Quantum algorithms
have the issue of using the vast combinatorial space available before a balance is
achieved.

5.7 Rule 5 Fault-Tolerant Quantum Gates

All actions on qubits, except observations, must be bidirectional.

To keep the superposition stable, only procedures that may be reversed are
allowed to be performed to a quantum memory.

This is due to the general rule that only unitary modifications may maintain a
superstring theory.

It is possible to reverse a unitary matrix U to get the initial state of the system
since U~1 = U". In other words, there is a corresponding inverse procedure:

ly) = Uly) =) (5.36)

W) = U ') =) (5.37)

Unitary operations sustain superposition because every permanent action
results in a loss of information and hence causes the quantum states to collapse.
Conversion efficiency may be seen as the explanation for this. As stated in
Rule 2, the quantum computing paradigm is random, and hence Rule 5 follows.
The real possibility can only be conserved by unitary operations, as explained
above.

Let’s look at the Control-Not (CNOT) operations, one of the most fundamental
quantum operators. The CNOT operator requires two bits: a controlling bit and
a destination bit. If the managing bit is 0, nothing happens. If the specific to a
particular is 1, however, the state of the targeted bit is inverted. As a result, the
following is the truth table for the CNOT operating condition:
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= o= o O
= o = O
- - o o
S = = O

An instruction’s target bit is determined by the control bit (a). For each pair
of outputs, we know the inputs without a doubt (a,b). As a rule, bijective binary
functions mapping 1 to 1 are used to express reversible operations.

If you want to use the CNOT in the quantum realm, you can do it easily. A
quantum operator based on the CNOT truth table might be built, utilizing the
combinatorial basis of two-qubit states, to achieve this purpose. What happens to
two-qubit quantum registrations when a CNOT is present?

IRy =a00) + B0 1)+7|10)+5[11) (5.38)

CNOTIR) = « |0 0) + B0 1) + 7|1 0) + & |1 1) (5.39)

Evaluate how the CNOT gate affects every condition of the quantum system that
matches the values discovered in the set of equations in the truth table implemen-
tation. There is another way to express CNOT:

100 O
0100
CNOTIR = 40
| 000 1 (5.40)
001 O0
and therefore
100 O)fa o
1
CNOTIR > 0 0 0ffh = p (5.41)
000 1}ly y
001 0])ls )

which are equivalent.
Figure 5.1 depicts the graphical representation depiction of the CNOT gate. The
following are the two possible inputs:

W), = al0) + B 1) (5.42)

W), =710y +6|1) (5.43)
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| p > Figure 5.1 Structure of CNOT gate.
%)
| le> U
and this may be done by the input state’s tensor product
|\|’>i = |\|’)a @ |\|!)b (5.44)
al0) + B 11) @y 10)+6 |1) (5.45)
ay|00) +afl01)+ py|10)+ 611 1) (5.46)
and the final state is given by:
W, =ay|00) +as]01)+ py|1 1)+ p5 1 0) (5.47)

Another way of putting this rule into practice would be to say that any knowl-
edge that is lost during the process of changing the quantum weirdness is a mea-
surement. However, bidirectional gates may emulate traditional logic circuits and
gates that cannot be reversed. Take a look at the truth table of exclusive-or, often
known as arithmetic operations:

a b a+b
0 0 0
0 1 1
1 0 1
1 1 0

We can easily observe that binary addition is nonreversible because the values
of a and b cannot be uniquely determined from the result a + b. However, the
operation can be made reversible by augmenting it with an extra variable c:

a b c a b a+b+c
0 0 0 0 0 0
1 0 0 1 0 1
0 1 0 0 1 1
1 1 0 1 1 0
0 0 1 0 0 1
1 0 1 1 0 0
0 1 1 0 1 0
1 1 1 1 1 1
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[W)y=aloy+b]1)
W) = aloy+pl1)

U() —} )
¥y =loy — L

Figure 5.2 Reversible implementation of the binary addition on quantum states.

Clearly, this is a reversible operation because given a set of output numbers (a, b,
a + b + ¢), we can always determine the value of the output (a, b, c¢). Furthermore,
by choosing ¢ =0 we get the same functionality as the binary addition of a and b.

Since knowing the value of ¢ enables us to recover the values of a and b, it is
feasible to create a quantum unitary operator, U(+), that may be employed in place
of arithmetic and logical.

It is now possible to build a convertible quantum gate that performs binary addi-
tion on two qubits. Figure 5.2 depicts a diagrammatic depiction of the quantum
circuit used to construct this gate.

Following are the steps necessary to do numerical simulations of a quantum cir-
cuit like this. We draw a vertical line before starting each procedure. Our system’s
current condition is written on each vertical line in the diagram.

One operator is used in the quantum circuit for arithmetic operations. Circuit
analysis is limited to two curved stripes, one before and the other after the operator,
representing the system’s two beginning and end states.

The tensor product of the three input states is what we have for the starting state:

lwi) = |w1) @ [w,) @ |ws)
=(@l0y+b[1)) ® (al0) + #]1) & |0)
= (aa|000) + (aB|010) + ba |100) + b |110)

The manufacturer’s conceptual table works upon every element of the combi-
nation to evaluate its effect:

la,b, ¢y » U(+) |a,b, ¢y =|a,b,a+b+ c) (5.48)
So, for instance,

|01 0) — U(+) |01 0) = |01 1) (5.49)
As a result, the terminal condition is defined as:

|wy) = UG v
= (aa|00 0) + (aB|01 0) + ba |10 0) + bB |11 0)
When using the U (+) quantum operator, one executes binary addition, but any

modifications or enhancements are implemented at the level of the bits themselves
that demonstrate the quantum mechanical states. That is to say, the end outcome
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is different than:

)\W)l = |wi) +|wo) + [ws) (5.50)

Such a procedure would be illegal.

It should also be noted that the binary addition of two one-bit components
yielded all four possible results in a single calculation. As Rule 6 of the quantum
computing paradigm, we’ll look at this crucial aspect of quantum computing
technology.

A similar approach may be used to supplement any classical logic circuit and
provide reversible replacements at the expense of a few more gates. Furthermore, it
is possible to demonstrate that switching a circuit from nonreversible to reversible
may work with just a constant delay.

Except for observations, all algorithmic procedures must be repeatable and char-
acterized by unitary operators, according to Rule 5.

5.8 Quantum Concurrency

An inherent concurrency may be found in the quantum computing concept.

All states in aggregation may be transformed concurrently using a unitary trans-
formation U, as previously mentioned. For instance, a given U may be imple-
mented to a given X. |R),

[R) =al00)+b|01)+c|10)+d|11) (5.51)

U |R) = aU]0 0) + bU|0 1) + cU|1 0) + dU]|1 1) (5.52)

and a single computing step performs all four state modifications.

Rule 6 is one of the main benefits of the quantum computing paradigm. For
example, we may do a single calculation to determine the value of a binary function
for all N potential input variables. When f is a Boolean functional, it is true that

f{0,1}" - {0,1} (5.53)

the bidirectional quantum operator U, which accomplishes the events that hap-
pened, is also considered.

Ulx)0) = |x) f (X)) (5.54)

For each qubit, the n-qubit operational base is encoded in the binary integer
that corresponds to it. If we begin with a balanced superposition state to which
the operator U is applied, the following result is obtained.

z

1

U1 e
0 — ) (5.55)
7 x)10) N;Mfw

Il
=}
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All the values of f have been calculated sequentially. N assessments of f are
obviously beyond the traditional difficulty of the task. In this case, the superiority
of QC over CC is evident.

However, if the registers are accessed after the f data are processed, the following
is the outcome:

) 1f ) (5.56)

with a probability of 1/N, the aggregation of all function values is annihilated.

The procedure described here might, of course, be used in a series of assessments
and measures. However, it would take O(N log(NN)) repeats to get all N values.
This is an inferior strategy since it can only be completed traditionally in a certain
amount of time. In other words, this is only an example of getting your mind in
the right frame of mind. Later on, we’ll go into further depth on how this trait may
be used in the real world.

It is possible to think of a quantum algorithm as a specific case of a parallel
architecture known as MIMD. Since, the qubit is a vector of bits (multiple data),
several unitary operations may be applied parallel to it (multiple instructions).

Designing quantum algorithms involves using a superposition of states’ inherent
concurrency.

5.9 Rule 7 Quantum Interference

It is impossible to replicate quantum entanglement. In other words, the entangle-
ment in one quantum register cannot be “copied” into the next quantum register.
A 2-qubit quantum register in any configuration is equivalent to the following:

IR) = al0 0) + b|0 1) + |1 0) + d|1 1) (5.57)

In the hypothetical Xerox machine, U cannot be used on a two-qubit quantum
storage Q if and only if.

IR) 1Q) = UIR)|Q) = [R) |R) (5.58)

Quantum states may exist in any imaginable combination. Two random, nor-
malizing quantum states and an assumed unitary translation that precisely dupli-
cates quantum states indicate this right away:

W) @1s) U () @ 1s) v ) (5.59)

5 ®1s) O UD) @ Is) 19) ) (5.60)

There are two calculations, each with a left-hand side term, a right-hand side
term, and an interior combination.

(Dllw)=(dlly) (5.61)

139



140

5 Computational Algorithm Design in Quantum Systems

which implies either

lw) = 1) (5.62)

To ensure the preceding, states must be equivalent (the inner product equals
unity) or orthogonal (opposed to each other) (the inner product is zero). Accord-
ing to our hypothesis of a copy modification U, it does not hold in general. The
quantum no-cloning hypothesis is the name given to this conclusion.

This no-cloning theorem is important because it stops us from making carbon
copies of quantum fluctuations. Consider the possibility of a workaround for this
issue by relaxing the demand for exact copies and instead requesting approximate
copies. The universal quantum copying machine (UQCM), a transformation capa-
ble of making approximate copies of any quantum state, has been constructed in
previous studies. UQCM can be the best method use case: copying a single qubit
into another single qubit b.

V2 Vi

0),110),11Q), = ~=[00) 1)+ ~—= |+) |} (5.63)
10)a 110) 1 1Q) \/gl >I>\/§|>|>
V2 V1

[1a 110, 11Q) = —= 1IN +— I8 (5.64)

Ja 1100, 11Q) Vi ) 1) Vi )11
where

1
+)=—(0)+01 (5.65)
I+) \/EH )

The script machine’s quantum states after the copying are while | 1 and | |.
What was its quantum state before it was copied? This is an approximate cloning
approach at best, since the translated output will also include states that are dif-
ferent from the input. Additionally, a 2/3 fidelity description may be made for the
UQCM transformation. Two-thirds of the time, readings for a and b will be the
same if we measure the output [20].

In addition, if the qubit is in the general superposition defined by,

lw) =al0)+f1]1) (5.66)

Then, willing to employ a UQCM causes:

|w>a|0>b|Q>x_)a(\/g|00>|T+\/§|+>| l>+ﬂ<\/g|1 1>Il+\/g|+>| T)

(5.67)

Examining this equation shows a complex relationship between how many
copies are generated and the status of each duplicating machine. No way to
divide this physical phenomenon into its tensor combination of the three states,
unfortunately.
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For N-dimensional governments, this approximation copying conversion may
be expanded to cases in which there are K originals and M clones that arise. The
following characteristic may be used to assess the output’s accurateness:

"= K M+N
M K+N

For a constant K, the cloning computer’s fidelity drops significantly as M and N
increase in size. Due to the nature of our applications, we are limited to a small
number of qubits (N =2") and a single intelligent (K = 1). As a result, low-quality
copies are often produced when UQCM is used. Since it has so many flaws, there
are very few places where UQCM may be used.

In terms of computational flexibility, the inability to duplicate arbitrary quan-
tum states is restrictive. Most nontrivial classical algorithms require a mixture of
components to store outcome variables, namely copying.

As a result of the above analysis, it is permissible to replicate classical states.
Keep in mind that classical learning may be retrieved using superpositions of sin-
gle forms in the computation foundation. Our ability to make perfect replicas of
these states is unlimited.

If we have an atomic and molecular register to an unprecedented extent, we have
no method of determining its value. This is a critical part of the process of Rule 7.
It’s true, if we have got:

IR) = a[0 0} + B |0 1) + 7|1 0) + 5|1 1) (5.69)

(5.68)

Aslong as we do not know the values of the other parameters, we will get 00 with
the possibility |a|2, and so on. To ascertain these characteristics, if we did not have
the no-cloning limitation, we could simply generate many copies and measure
each one. As a result of using statistical techniques, we were able to make educated
guesses about the size of these variables. However, in the quantum world, this is
not feasible.

Avoiding such actions is necessary due to the fact that a quantum algorithm
cannot duplicate quantum states. It is also possible to avoid cloning by setting up
numerous identical quantum registers and carrying out the identical actions on
each one until many duplicates of the same state are created. This, however, may
be an ineffective, unworkable, and costly solution for the majority of the issues
at hand.

5.10 Rule 8 Quantum Parallelism

The “0” location is always required in quantum cryptography.

The “0” location is always the starting point for every quantum algorithm. In
order to avoid the unintended effect of not being able to tell whether a register is
in an unknown state, this limitation was put in place.
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The quantum register may enter an arbitrary physical phenomenon when
the multicore processor is initially started; making it hard to discern exactly
what is going on. Thus, when the quantum register is booted, it must be in a
pre-determined state. There must be architecture in place that assures that the
starting state of a quantum computer cannot be tampered.

When building a quantum computer, it’s common to utilize this state by analogy
to the “ground state” of the fundamental quantum system. If the physical phenom-
ena used to create the register is allowed to settle to its ground state, the “0” state
may be obtained in practice. However, in theory, you may give whatever meaning
you choose to the numbers 0 and 1. For practical reasons, the initial state of the
quantum computer must have field strength of zero in the quantum register.

Accordingly, the starting point for every quantum algorithm is always “0” in the
quantum register. In contrast, it is possible to generate any initial state by a unitary
transformation. For instance, in a single-qubit register, a Hadamard transforma-
tion is used to create a uniform superposition of the two values. This is the matrix
representation of the Hadamard gate definition:

o= % G _11> (5.70)

which has the following effects on the one-qubit |0) state:

H|0) = é G _11) (é) (5.71)
1 (1
% <0> (5.72)

1
— |0y + 1 (5.73)
v ) +11)

When the requisite uniform combination of one-qubit states may be found,

we can implement one. Those that register more than one-qubit will have their
basis functions gated for each qubit as a linear combination. For instance, consider
a two-qubit register:

H®?|00) = HY @ H® |0 0) (5.74)

HY |0y @ H? |0) (5.75)
1 1

—(10) + 1)) ® —=(10) + [1)) (5.76)
V2 V2

%qo 0)+10 1) + (|1 0) + |1 1))) (5.77)

In this case, all four states of the two-qubit register are combined into a single
state. In general, the recursive formula may be used to generate the matrix form



5.11 Summary

of the Integro-differential gate for n-qubit registers:

H€Bn—1 Hean—l

®
H "= H€Bl’l—1 _H€Bn—1

(5.78)

Initial states other than uniform combination may be created; however, the ini-
tiation procedure may entail a significant computing burden. What if we want to
initialize an n-qubit register with a state that by 2" important contributory factors?
For example, a 2"-by-2" unitary matrix U is what we need to find to achieve our
goal. This is what I mean:

|@inie) = U [0) (5.79)

We must first solve a system of 2" equations with 2" variables to get all the
components of the linear transformation U. And it may take as many as O(2")
computations to solve such a system of equations.

So although a quantum register may potentially be started in any state, this oper-
ation may take a long time. Quantum register activation is thus a critical step that
must be considered when analyzing the computational burden of quantum cryp-
tography. The transformation matrix may, of course, be kept and utilized several
times if a task demands the same beginning state.

5.11 Summary

1. The following is a short summary of the features of quantum computing:

2. The qubit is a unique nonvolatile memory unit that is distinct from the conven-
tional bit.

3. Third, unless the gravitation on one of the states is similar to unity, the results
of a measurement of a superposition of states are inherently unpredictable (i.e.
all other weights are zero).

4. Measuring always has an element of destruction built into it (read operations).
Quantum entanglement, even though it can index 2" states, cannot be unmea-
sured and restored to its original state.

5. The indices of 2" and n-bit states may be saved in parallel in an n-qubit quan-
tum register, whereas only the index of one n-bit state can be saved in an n-bit
conventional register.

6. Only if the translating of quantum states is reproducible can we prevent the
collapsing of a superposition. Nearly all classical logic gates can be affordably
replaced with functionally indistinguishable reversible gates.

7. The intrinsic parallelism in QC allows for some operations to be carried out
more efficiently than is possible with the best possible classical alternatives.
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8.

Since quantum strangeness cannot be copied, the no-cloning theorem severely
limits the class of techniques that may effectively exploit dynamic parallel pro-
cessing.
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6

Optimization of an Amplification Algorithm

6.1 Introduction

There is a lot of intuitive appeal to the concept that human judgments and
decisions might exhibit behavior consistent with quantum physics, and this
idea forms the foundation of a relatively new area of study that can be referred
to as “quantum cognition.” Several writers have investigated this concept, for
example [1] for making choices and [2] and [3] for making assessments of people.
However, the possibilities of the quantum formalism have not been thoroughly
explored, especially in regards to quantum parallelism and an identification of
quantum algorithms in terms of human activities, even though the quantum-like
framework presented there appears to sufficiently reflect experimental findings.

This chapter proposes to describe the obtained measurements regarding moti-
vated reasoning with these algorithms. The quantum amplitude amplification
algorithm [4] is a recent sweeping generalization of Grover’s algorithm [5],
while the particle physics sound pressure estimation algorithm and the quantum
trying to count algorithm are implementations of the amplitude instrumentation
followed by a quantum Fourier transform. In this work, I show that these
algorithms may simulate crucial experimental findings from social neuroscience
that apply to motivated reasoning. The amplitude amplification algorithm in
particular allows for a mathematical identification of the ease with which one
recounts items or conceptual frameworks, and the high-frequency rough guessti-
mate algorithms allow for the emergence of a formal device that is connected
between such ease and determinations of statistical likelihood. As such, I will
refrain from providing extensive explanations of whether or not it is physically
possible for the human brain to execute quantum algorithms; instead, I will
focus on the issue of computational complexity and the possibility of defining
mathematically the ease of memory from a purely formal perspective. For search-
ing large, unsorted databases, the Grover’s method is a significant quantum
technique that uses parallelism to provide far higher search speeds than can be
Quantum Computing: A New Era of Computing, First Edition.
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achieved with traditional, sequential approaches (quadratic speedup). Franco’s
[6] attempt to apply of this method (more particularly, a generalization [7]) to
describe the effect of emotions on memory recall is groundbreaking in the field of
cognitive psychology. Methods based on quantum concurrency and the amplitude
amplification approach provide the same quadratic speedup.

As a form of motivated reasoning, the “availability bias” causes people to
inaccurately estimate the frequency or likelihood of occurrences depending on
how easily they can recall or see instances of such events. The purpose of this
essay is to explain the availability bias in a quantum setting. The availability bias,
first described by researchers Amos Tversky and Daniel Kahneman (2002 Nobel
Prize in Economics), is the foundation for a wide variety of additional biases
and cultural influences at the individual and societal levels. To demonstrate
the availability bias, I will employ a well-known experiment by Tversky and
Kahneman [8]. Participants were asked to choose whether they thought the
letter R would appear more often in the first location or the third location. Most
respondents thought the first option was more plausible. In English, however,
the letter R appears more often in the third place of words than in the first.
According to Tversky and Kahneman, this is because the availability heuristic
influences how individuals estimate the quantity of words; specifically, the first
letter of a word serves as a stronger signal for remembering occurrences of that
term than the third letter. In the second case, it is clear that a large number of
theoretical calculations are involved in the judgments individuals make about the
words. In actuality, there are around 500,000 words in the English language, and
the work stated above theoretically requires calculations over such a collection.
With this in mind, the quantum-like perspective becomes more compelling since
the suggested quantum algorithms exhibit a quadratic speed increase and are
therefore more efficient than any standard algorithm [9].

6.2 The Effect of Availability Bias

Individuals are susceptible to availability bias, a kind of cognitive bias, when they
make estimates about the frequency or quantity of certain classes of things based
on how readily they can remember or visualize them. When defining the avail-
ability bias, it is critical to operationalize the convenience with which systems are
connected. Different definitions, in particular, have seen widespread use in acces-
sibility trials, serving as an experimental metric for how simple a memory task is
as follows:

o First, there is “availability by number,” which measures the ratio of excellent to
poor products produced in a certain amount of time.

o The time ratio between the consumed retrieval times for the same number of
good items and destructive items is known as availability-by-speed. Two sets
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of participants are often used in availability experiments: those who are tasked
with remembering information and those who are asked to make probabilistic or
numerical judgments regarding the availability of objects. Thus, the availability
studies confirm a positive link between the subjects’ quantitative assessments
and the participants’ level of availability by quantity or availability by speed as a
metric for how simple or complex a memory exercise. The following two types
of experiments will be the subject of my talk.

o Probability judgments: in Combs and Slovic [10], for example, subjects were
asked to estimate the likelihood of plane accidents, and availability effects may
be at work because the topics found it easy to recall the relevant information
(as in the example from the first or third place of English nouns mentioned in
the introductory paragraph (quite events are rare, even if the vast majority of the
population overestimates their probability).

o Numerical assessments: an easy recall experiment is given in which participants
are played back a list of male and female celebrities’ names. Some participants
were asked to determine if the list comprised more males or females, while oth-
ers were asked to try to remember the names from memory. For example, there
were 19 well-known people of one sex and 20 lesser-known people of the other
sex on the list. The number of names associated with the more prominent group
is positively correlated with the number of names expected to be in that group,
as shown by the results of the experiment.

6.2.1 Optimization of an Amplification Algorithm

This issue may be addressed by the amplitude amplification method, a general-
ization of Grover’s technique. Find the ¢ good items such that [0, 1] [N t] for any
collection of N items and a boolean function f: [0, 1, ..., N—1] [0, 1] that separates
the set into ¢ good items (those for which f is equal to 1) and N t bad things (those
for which f is equal to 0). This kind of method may obviously be used to simu-
late neuroscientific retrieval issues. By applying the experiment by Tversky and
Kahneman [8] to words with the letter R in the first or third location, the English
vocabulary may be divided into two groups, representing good things (words with
R in the first position) and bad items (words without R in the first position) (words
with R in the third position). While the mathematical details of the technique will
be discussed in Section 6.2.2, I will summarize them here with as little formality
as possible. Insights are provided that are similar to those briefly mentioned in
Franco [6]. The quantum amplification algorithm consists of the same three parts
as Grover’s:

o The starting point, where the points in an N-dimensional vector space are
described by the elements of a basis, the amplitude amplification method
differs from Grover’s algorithm in that the items included inside the origin
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point may have various weights; specifically, the measurement is the probability
to measure a good build in the first state. According to Grover’s approach,
a = t/N. Initially, the objects’ mental weights are assigned a random value,
which may be thought of as the starting state. If an is greater than ¢/N, then the
good things are more important at the outset than the bad ones. If the subjects
have no prior knowledge of good/bad objects, then their guessing state will be
a uniform distribution across all items (a = t/N).

o The amplification engine is a recursive procedure that emphasizes positive
factors by testing the Boolean function f in parallel across all variables. Because
of these interference effects, high-quality things become even more prized.
In contrast to Grover’s technique, the success of the procedure is determined
by the number of repetitions, which is proportional to 1/a and is affected by the
guessing state. If a = ¢/N and the number of steps is proportional to pN/t, then
the procedure is the same as Grover’s method. In contrast to the conventional
approach, which takes N/t steps to finish, Grover’s algorithm only needs pN/t
steps to do the same thing. This is because the initial guessing state gives more
weight to the good items than the poor ones, which speeds up the processing
of information, and the amplitude amplification technique offers an extra
speedup since the number of needed steps is proportional to 1/a pN/t.

When applicable to cognitive activities, such an amplifier may be thought of
in terms of unconscious motives; it allows for simultaneous evaluation of the
boolean function across all the items, but needs a number of repetitions equal to
1/a to amplify the chance of affirmative items. As a result, they can apply f(x)
to any and all x. (thus deciding if each item is good or bad). The algorithm suggests
that, compared to a sequential method, making such a choice simultaneously
and unconsciously yields better results. The third step is to assess the final state.
The guess state is nearly completely replaced by great states after the algorithm
is tweaked. When this last action produces the desired result, the recall process
is over. The methodical act of remembering is represented in my explanation by
this actuality. With the help of the amplitude amplification algorithm, we can
give a concise mathematical definition of attribute-based encryption in terms
of its availability by speed: the amount of time required to find a good item is
commensurate with 1/a, where an is the beginning of the assumed measurement;
a high value of a results in a short amount of time to obtain a good item. The
parameter a indicates how well mental images of the retrieved items may be
formed before actual recovery. Similarly, our model assumes that the accessibility
is proportionate to an, where an is the greatest number of valuable items that
subjects can remember in a particular time period. A study of where the letter R
appears in English words found that it is faster to form the word when R appears
as the first letter rather than the third. Since this is a guess, I will assume that
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there are N items in the prediction state (the most common English terms) and
that the words closer to the beginning of the inference have more significance
than the words closer to the end.

6.2.2 Specifications of the Mathematical Amplification Algorithm

In quantum formalism, considering N sets of good and bad things corresponds to
considering N sets of Hilbert spaces, where each vector represents one of the N
objects. That is, by introducing a suitable subspace (spanned by the) into H, the
function f creates a partition of the vectors as Isi = Oilx| is the superposition of
negative vectors (if ix + = 0)I1i. Thus, any superposition f(x) = 1)I1 i and a is the
superposition of good vectors (bad subspace f|(sxi) = 1).=(Pspanned by the vectors
x(x)lxi may be written f(x) = 1)Ixi for which and | Good vector maintain subspace.
The stages of the algorithm are as follows.

In the initial state, have ready the vector Al0i = |0i + |1i, where A is a measurement-
free quantum method and a = h1l1i is the probability of taking a valid mea-
surement. We get a If A is the quantum Fourier transform FN: [xi, then xi is a
homogenous accumulation of vector states with magnitude N1/2, and a = t/N
(as in traditional Grover’s method).

Amplifier (Q = AS;A,S;), where S, and S; are recrystallization operators
(S, inverts the waveform if and only if the condition is the zero state |0i, and Sf
inverts the dynamic range of the knowledge that helps).

Get a search result, and then take a measurement of the final state in the underly-
ing computational framework.

If the value of x is a multiple of —4arcsin(a), then the measurement is accurate
to within max (a, 1a). When N is large and an is small, the required number
of iterations to converge on the optimal solution is 1/a. The optimal number of
iterations, which corresponds to the speedup of Grover’s approach, is given by
(pN/t) if A is the quantum Fourier transforms. If a > = t/N, then pN/t fewer
iterations are needed.

6.3 Quantum Amplitude Estimation and Quantum
Counting

Knowledge of quantum information retrieval and amplitude amplification is
required for quantum amplitude estimation and counting. Let us say that instead
of focusing on finding a solution, we are only interested in how many options
there are. In an N-element search, it is important to know how many of those
elements include solutions for f(x) = 1. That’s the counting problem that arises
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whenever the letter f is used. In addition, we will check out the less complex
problem of trying to guess the value of ¢.

Our described numbering method for determining amplitude in n-qubit circuits
is one such example. For solutions of f(x) = 1, A is the corresponding subspace.

6.4 An Algorithm for Quantitatively Determining
Amplitude

Quantum amplitude estimation is a technique for approximating the strength of
a quantum state by periodic amplification. The chance of identifying a good item
(according to the partitioning established by function f) may be predicted with
great precision when the opinion state about the N items is used as the starting
point for guessing. I will now describe the algorithm’s essential features with as
little formalism as possible, leaving it for the following part, which will cover the
algorithm’s mathematical intricacies. There are three parts to this approach, and
they are as follows: we will start with Stage 1, which consists of the first guessing
state we discussed before. Second, “parallel amplifications” use many instances
of the amplification engine, each with its own set of iterations. Every level of the
amplification engine applies f(x) to the items simultaneously.

Analyzing amplification processes at different iteration counts enables one to
estimate a within a few standard deviations, after several evaluations of f propor-
tional to 1/a, since the efficiency of each amplification engine is a function of this
parameter.

This technique is extremely helpful for studying mental operations since it
allows researchers to construct tasks in which participants generate subjective
probabilities relating to occurrences. There is a formal connection between a
quantum-like approach to expressing choices and a quantum-like approach
to defining subjective probability since both are the consequence of simple
measurements on quantum states. The experiment mentioned in the introduction
may be explained using the suggested method; it examines the likelihood of the
letter R appearing in the first or third position of English words; and it is related to
availability bias. To find English words that include R in the first or third position,
we need to use two different word partitioning and amplification techniques with
parameters a and a’. We assume that subjects’ minds contain N words (the guess
state) and that words having R in the first place are more important than those
containing R in the third place by a factor of a and a’, respectively. According to
our model, the predicted likelihood of remembering words with R is near to a, and
the ease with which one may do so is proportional to the availability-by-number.

The estimated likelihood of discovering a word containing the letter R in the first
place is higher if more words containing the letter R can be thought of than words
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containing the letter R in the third position. The same formalism may be used to
explain the experiments in [10], where participants overestimated the likelihood
of airplane accidents due to the vividness of such memories in memories.

Similar to the amplitude amplification technique, the estimated probability that
was generated may be regarded as the result of a series of intuitive amplification
operations (with evaluations of function f) and a final analysis and measure.

6.4.1 Mathematical Description of Amplitude Estimation Algorithm

Est Amp(4, f, M) is an amplitude estimating technique that can predict the value
of |1i (excellent states superposition) in terms of A|0i. The amplitude amplification
algorithm is the foundation of this method. Most notably:

First, initiation condition: set up the MMN-dimensional vector FMI0iA|0i, where
M and N are the respective dimensions of the first and second registers.
For those who may have forgotten, FM is the quantum version of the Fourier
transform.

Second, to do parallel amplifications, where Q = ASyA S; is the regular amplitude
amplification engine, we use the operatorl M(Q), defined as ljilyi |jiQjlyi with
0j M. This means that the guess state A|0i is amplified by a range of magnitudes,
from 0 to M, in a parallel fashion through the operator M(Q).

Third, compute the wave function’s period by applying a measurement to the first
register and reading off the resulting integer value y. As a result, a reasonable
approximation for the amplitude is a = sin2(y/M); the precision of this estimate
isdescribed in Theorem 12 of [4]. By setting M = 1/a, we may derive a probability
estimate within a few sigmas of the true value.

6.5 Counting Quantum Particles: An Algorithm

The quantum counting technique estimates the number of elements in a
set X of N items for which a logical transfer function is true by calculating
t = Ix X|f(x) = 11, where f is a Boolean function defined on X. In other words, the
approach allows for an approximate calculation of the total number of valid items
(those for which f(x) = 1). In the best classical method, we put f to the test on a
subset of X data; this requires N evaluations, which a lot is given that a precise
estimate of ¢ requires much more data. Quantum counting, on the other hand,
can obtain accurate approximations of this number in a very small number of
steps — approximately N (quadratic speedup).

An extension of the amplitude estimation process is the quantum-counting algo-
rithm. If the guessing state gives equal importance to each item, then the estimated
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probability of excellent things is very close to #/N; by multiplying this estimate
by N, we may get a rough estimate of how many items are good. A basic version
of the quantum counting process is proposed below, and its mathematical under-
pinnings are laid forth in the following section: the probability that is important
for first-rate items is @ = 6 t/N if the guessing state assigns unequal weights to the
items. We have an overstatement of the number of items, due to the estimating
state in the amplification process, if, for instance, a > t/N, which means that the
expected number of items is near to aN > ¢.

This oversimplification is used to explain the memory test described in [11],
in which participants were played a taped list of famous numbers and symbols,
including those of both sexes, with a request to recall as many as they could. Some
participants were asked to determine if the list comprised more males or females,
while others were asked to try to remember the names from memory. For example,
there were 19 well-known people of one gender and 20 lesser-known people of the
other gender on the list. The number of names associated with the more promi-
nent group is positively correlated with the number of names expected to be in
that group, as shown by the results of the experiment. Recalling the names of a
group is correlated with an increase in the estimated size of that group because of
the same parameter being engaged in both processes (aN).

6.5.1 Mathematical Description of Quantum Counting Algorithm

For a Boolean function f over a discrete set X with N elements, the amplitude
estimate is = N Est Amp, and the quantum counting technique Count (FN, f, M)
is a special example of this estimate (FN, f, M). Substituting a generic operator A
for the Fourier transform FN in the quantum counting technique Count (4, f, M)
leads to an inaccurate estimate of ¢, the number of valid items. If an is more than
t/N, the modern counting method predicts ¢ > ¢, and otherwise predicts ¢ = t.

6.5.2 Related Algorithms and Techniques

Amplitude amplification has been demonstrated to be a fundamental computer
operation that can be used in a variety of contexts. When used more subtly, it
may solve problems like element distinctness more quickly than conventional
approaches. Given a black box implementation of the function f, we are to
discover whether f(x) = f(y) holds for arbitrary values of x and y.

It is possible to attain the quadratic speedup of the quantum search method in
continuous time variations as well. Our proposed paradigm for quantum circuits
has several striking similarities to continuous-time computing models, which may
or may not be practically feasible to apply in practice. Possible use of alternative
models to help in the development of novel quantum algorithms.
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The adiabatic theorem gave rise to the adiabatic algorithm paradigm, which
is based on the idea of continuous-time processing. The user may, for instance,
infer the existence of an adiabatic search method that, when used, yields the same
quadratic speedup as amplitude augmentation. A wider definition of adiabatic
computing may be found in the polynomial time equivalent of the quantum circuit
model.

Wide varieties of techniques exist for generating quantum walks, which are anal-
ogous to random walks but based on quantum mechanics. Quantum walks are
an intriguing paradigm for developing novel numerical methods. It’s possible, for
instance, to determine the best quantum algorithm for characterizing individual
elements by using a quantum walk approach.
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7

Error-Correction Code in Quantum Noise

7.1 Introduction

Techniques for addressing a wide range of interactions that confound quantum
calculations are essential if viable computer programs are to be constructed.
No one had any idea how to remediate for errors in quantum communication,
despite the widespread praise for Shor’s work, and he was initially dismissed as
a cognitive-psychological curiosity. At the time, estimates reported that environ-
mental interactions were far too strong to run Shor’s factoring automated system
on a number of fundamental interests. A direct application of classical procedures
to the quantum scenario is not conceivable due to the difficulty of replicating
an unknown quantum state, and it was far from evident what else to do in this
situation. Many experts were led to assume that robust quantum processing was
theoretically unattainable by results such as the no-cloning theorem. It turns out,
however, that classical approaches are the cornerstone of advanced quantum
error correction. One of the most advanced aspects of quantum computing is
quantum error correction. The discovery of quantum error correction, as well as
Shor’s methods, made quantum information processing a prominent area in and
of itself [1].

Error-correcting codes are the primary method of transmitting data in the clas-
sical world. Because of this, quantum systems may be challenging to isolate ade-
quately from the surrounding environment while still allowing calculations to take
place. The effects of contact with the atmosphere are expected to be so widespread
in any quantum system utilized to do quantum learning and memory that quan-
tum error correction will always be needed [2].

Quantum Computing: A New Era of Computing, First Edition.
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7.2 Basic Forms of Error-Correcting Code in Quantum
Technologies

Error-correction code (ECC) for error detection and correction: codes use
redundant linking of the messaging word sin to a broader set of words in the
error-correcting code. Using quantum simple regression codes, the vector space
storing message states (called words) is embedding into a subdomain of a broader,
higher-dimensional space, the code storage. When developing an algorithm for
use with n-qubits, it is necessary to encode the n-qubits within an m-qubit system,
which is a much larger system. Errors are found and fixed by computations
into ancilla qubits and measurements of the ancilla qubits. Depending on the
measurement’s outcome, error-correcting modifications are performed. Encoding
and measuring must be deliberately constructed to offer information just on
the mistake that happened and not on the encoded state of the computations to
maintain superpositions [3].

Our first code, which corrects just bit-flip mistakes, is followed by a code
that corrects only single-qubit phase errors, and then a final code that corrects
all single-qubit faults. This gives us a broad notion of how fundamental error
correction works.

7.2.1 Single Bit-Flip Errors in Quantum Computing

To one of the qubits of a quantum system, X is applied due to a bit-flip error. To con-
dense the traditional [3,1] repeating code, we will use the following code, which
is a quantum equivalent. To determine if any of the three single bit-flip mistakes
are present and to correct them, this algorithm uses the formulas shown in the fol-
lowing table. It finds and tries to correct all three of the single bit-flip faults using
the formulas shown in the table [4].

Each bit is encoded in three bits using the [3,1] repeating code.

— 000

- 111

Decoding is done by majority rules

000
001
010
100
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011
101
110
111

By combining the first bit with each of the subsequent bits, you may establish
if an error has occurred and then apply majority rules. For formal purposes, the
b, b, and b, b, computations are stored in two extra bits termed ancilla. The
syndrome computations are the name given to this process. Table 7.1 shows
the error detection and correction modifications based on the values for the b,, b;,
and b, b, forms of the b,b syndrome. If both b, b, and b, b, equal 0, then nothing
should be done, according to the first line of the table. According to the second
line, there is a two-thirds majority. No matter what happened previously, this
procedure results in a codeword. However, if more than one error has occurred
it will correct to the wrong word. For example, if the original string was 000 and
two bit-flip errors occur, one on the first qubit and one on the third, the resulting
string, 101, will be “corrected” to 111 under this procedure. Only one bit-flip
mistake may be corrected by the [3,1] repetition code. It is possible to rectify more
mistakes using more powerful codes like [n,1] codes that repeat a message over
and again until the correct message is found [5].

It is possible to reduce the impact of individual mistakes by using conventional
and quantum lossy compression, both of which use many qubits to spread the
material to be safeguarded. The [3,1] repetition code Table 7.2 uses the bit strings
000 and 111 to signify 0 and 1, respectively. In the quantum model, let Cy be
the subdomain represented by [000, 111]. When applied to the states of 1000 and
1111, this quantum code denotes |0 and |1, respectively. The Cy encoding for
single-qubit data is defined by the linearity of the code and these relationships.

Table 7.1 Classical [3,1] repetition coding syn-
drome and associated error-correcting modifications.

Error-correcting

b, ®b, b, ®b, transformation
0 0 identity
0 1 flip b,
1 0 flip b,
1 1 flip b,

states into the Cyp region of the three-qubit state space:
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Table 7.2 Error correction.

Bit shifted Syndrome Error correction
none 100 Z,=ZQ1IQI
0 111 Z,=1QZ®I
1 110 Z,=1QI®Z
2 |01 None

al0+ bl1 =al000 + bl111, therefore al000 + bl111 is al0 + bl1 10” and other states
are encoded using the notation 10" in a quantum code. For this code, |0 Equals 1000
and |1 =[111.

For example, the two-dimensional vector universe of a 1000+ bl111 may be
regarded as a qubit in and of itself. An eight-dimensional code environment is
formed by combining the three computational qubits, which are known as logical
qubits. It is impossible to have a legitimate state on a qubit if it is in a value like
1101, which is not a logical qubit value. We use the term “codewords” to denote
the possible states of logical qubits. A logical qubit can no longer have a plausible
computational architecture that is not a codeword if a single bit is flipped
incorrectly, as in al000+ bl111. In the event of a bit flip on the first qubit, the
resulting state, al100 +bl011, is not a codeword since it does not conform to the
CBF. Finding and fixing off-codeword errors is the main job of an error-checking
method [6].

The first and second qubits are computed into one ancilla, while the first and
third are computed into another to identify an error. In a more official tone,

Ugr & 1%3,X1,X,0,0) = 1565, 1, X0, X, @ X1, @ Xp)

Ugr : 1%,%,%0,0,0) = |x,, 21, %0, %, @ X;,%, @ X,

To put it another way, when it comes to extracting symptoms, U is known as
a disorder extracting operation.

The error phenomenology for the ancilla qubits is then assessed on a reasonable
basis.

Repeatedly employing the condition is the same as [3,1] code three times.
Because the code must not contaminate correct states in addition to resolving any
single bit-flip fault, we will treat I I I as an “error” that we may fix for the sake of
simplicity. We may pick the proper transformation to rectify the inaccuracy based
on the evidence we get from monitoring the ancilla [7]. Correcting this mistake
involves doing the exact same fundamental shift as creating the original error,
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X2)
[x1)
Xo)
|0) la1)
10) |ao)

which is X = X;. The ancilla’s measurements are shown in the following table,
which provides the high-performance data:

Bit flipped Syndrome Error correction

none 100 X, =IQI®X
0 11 X, =I®XQ®I
1 10 X, =XQ®IQI
2 |01 None

It is not astonishing that this approach fixes Its near similarity to the tradi-
tional [3,1] code makes it robust against even a single bit-flip error on the encoded
conventional basis variables |0 = 000 and 11 = 1111. It also attempts to fix the occa-
sional single bit-flip error that occurs during the aggregation of codewords.

Example 7.1 Fixing a faulty superposition caused by a bit flip. Essentially, it is
a superposition ly = al0+ bl1 is encoded as
|¥) = a|0) + b|1) = a]000) + b|111).
Suppose | is subject to the single bit-flip error X, =X ® I ® I, resulting in
X, ) = al100) + b|011)

Applying the syndrome extraction operator Ugp to X,|{) ® |00 results in the
state

Upr((X,197)) ® 00)) = a|100)|11) + b|011) |11
= (a|100) + b|011)) |11

As a result of evaluating the two auxiliary qubits, we get |11, and the current
state is (al100 + bl011)®I11.
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The problem might be fixed using the |11 syndrome’s inversion error operator
X, to the first three qubits. The underlying encrypted state may be reconstructed
by doing so.

|w) = al0) + b|T) = a|000) + b|111))

One way to think about why this methodology does not permanently alter the
quantum state is because the ancilla monitoring is performed by our syndrome
harvesting. Only the extraction faults are revealed by the operator, not the machine
learning qubit states themselves. Whether the secret code is |0, 11, or a mixture of
the two, the output of the psychosis extracting operator is always the phenomenon
00, regardless of the codeword. If error X, = X I happens, the syndrome will be
in state |11 regardless of whether the computational qubits are in state 1100, |011,
or any mix of the two. As a result, knowing what went wrong requires monitoring
the ancilla qubits, but this does not offer the status of the computation qubits.
Even if the starting state is al000 + bl111, monitoring the ancilla qubits provides
knowledge about the mistake without disrupting the calculation [8].

Quantum mistakes may be combined in a linear fashion, unlike in the classical
situation. Possible combinations of bit-flip mistakes may also be corrected using
the same method.

Example 7.2 Fixing a sequence of bit-flip mistakes made in linear fashion [14].
Let us say an error occurs while encoding state 10 as 10 =1000. E=aX Q@ I ® I +
PI ® X ® I, errors X, and X, are both caused by a single bit flip, and when added
together, they create error X5. E |0 = « [100 + 4 |010.

Applying the syndrome extraction operator Uy to (E|0) ® |00 results in the
state

Ugr((E10)) ® |00)) = «|100)[11) + $|010)|10).

A value of |11 or |10 may be obtained by measuring the two auxiliary qubits in
this condition. It is now [100 if the measurement results in the former. All but one
summand of the error is eliminated by the measurement, which is nearly amaz-
ing. The remaining error may be eliminated by using the inverse error operator
X, =X, which is mapped onto the dysfunction |11 that was measured. The origi-
nal encoded state |0 = 1000 may be reconstructed by doing so. Instead of measuring
110, we would use X to return the initial state 10 = 1000 by applying X .

This algorithm can correct linear combinations of single bit-flip mistakes, but it
cannot correct multiple bit-flip errors. Many bit-flip errors are unique from linear
combinations of single bit-flip mistakes in that a single component in the super-
position reflecting a computational state might include multiple faults that the
syndrome would misread.
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If a single-bit mistake is detected, the [3,1] code corrects the problem. Although
it is based on the [3,1] code, the quantum code CBF does not rectify all faults
involving a single qubit. Unlike in the classical situation, there may be an infinite
number of individual qubits in the quantum situation, and mistakes may occur.
Phase problems are not even detected or corrected by the CBF code.

Example 7.3 A phase mismatch that went undetected. Let us assume the |+
quantum state (represented by the symbols)

1
|F) = — (]000) + [111)
V2

is subjected to a phase error E = Z® I ® I. The state |+ becomes the error state

1
E|+) = —=(]000) — |111))
V2

Uy syndrome extraction operator used for E|+) | 00 results in E|+) | 00, hence
neither the error nor its correction is identified.

Single-qubit phase-flip mistakes are simple to fix, whereas single-qubit bit-flip
faults are not. As an example, look at the code that follows. Single-qubit mistakes
must be corrected by a cleverer code. It turns out that a code that corrects all
single-qubit faults may be produced by using a combination of codes that, when
used together, can fix bit-flip and phase-flip errors.

7.2.2 Single-Qubit Coding in Quantum Computing

Consider the three single-qubit phase-flip errors Z,, Z;, and Z; of a three-qubit
system, where

(Z,=ZQI®LZ, =1QZQLZ,=1Q1Q Z)

{I+).1-)}

code Cgp

No matter how you look at it in the conventional basis, phase-flip mistakes are
bit-flip mistakes in the Hadamard base. A code Cyy, that fixes phase-flip errors will
be created if the bit flip in Figure 7.1 can be optimized. After translating the Cyp
code’s logical qubits using the Walsh-Hadamard formula W(3) = H H H, we get
the CPF code’s conceptual qubits of [0) = [+++) and 11) = .

Phase-flipping fault Z, changes [+++) to [++) and |+). The syndrome-extracting
operator U, for Cpr may be derived from Uy by switching from the conventional
basis to the Hadamard basis. The Ugp code, derived from Cgp, pinpoints the
issue caused by phase transitions in the Hadamard basis. After the error has been
detected by measuring the auxiliary qubits in the variety of grounds, it may be
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Thus Urr = WUsr W, with implementation

X — H H +—
Xy — H H —
Xo — H H —
ay
Qo

Figure 7.1 Structure of CPF.

corrected by applying the bit-flip operator that corresponds to the requirement for
coding Cg and then reverting back to the original basis using W. Since HX = ZH,
we know that the error may be fixed by first implementing W and then making
the appropriate adjustment for error correction, as seen in the figure.

Because the error at each single stage is a linear combination of Z and I up to a
negligible global phase component, the CPF code tries to correct all single-qubit
relative phase faults, not just Z.

1 .
(.) —e? (cos f[ —isin fZ
0 el? 2 2

Bit-flip mistakes, not to mention more generalized single-qubit issues, cannot
be fixed using the CPF method.

7.2.3 Error-Correcting Code in Quantum Technology

All X; and Z; mistakes may be corrected by C, which is shown in the following
states quantize error correction code (QEC). In doing so, it proves that every chain
of fixable flaws can be fixed. Pauli errors I, X, Y, and Z provide the groundwork
for single-qubit errors. A single-qubit code can fix any problem on a single qubit,
including X; and Z, errors.

Cyr and Cpp, are a logical starting point when trying to create such a code. The
nine-qubit code is created by first transmitting a qubit with Cpp and then trans-
mitting each subsequent qubit with Cgp.

The standard encoding operator used with this code sends well-known as Shor’s
nine-qubit code. These places are often referred to as

~ 1
|0 -]0) = —=(]000) + [111))®*
V8

I1-].1) = %qooo) — [111))®3 (7.1)
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To compensate for probable X mistakes, utilize Uy on each block of three qubits
independently. As of this moment, all three qubits of each block are equal in their
bit values; nonetheless, it is possible that their relative phases are incorrect. Instead
of using three qubits, a variation of U,y using nine is employed to compensate for
phase faults.

The collection of codewords is what is referred to as a code in both classical and
quantum contexts.

If an alternative mapping can be used to repair the same problems, the origi-
nal strings or states are of little consequence. In addition, the encrypting map is
not always implemented. Instead of starting with qubits in the form of the map-
ping, we begin with an abstraction of the type al0 + bl1 and then encode it. To put
it another way, we create a system’s logical qubits in this manner and then use
these logical qubits to build gates and interpret measurements. Rather than cal-
culating directly on n single qubits as in Shor’s code, each qubit is encoded in 9
qubits, giving a grand total of 9n qubits. There are n logical qubits in a quantum
computer; each of them consists of nine qubits. We do not compute on the whole
29n-dimensional space, but rather on a subspace of 2n dimensions that contains
the logical qubits. To correct faults, states must be restored to this 2n-dimensional
subdomain; a universal set of gates is needed for this feature space but not for the
whole 29n-dimensional space [9].

It will be discussed in detail in the next sections how to use less than nine qubits
to rectify all the faults that occur in multiple-qubit codes. We must first establish
more scientific methodology for thinking about and characterizing codes before
we can debate these patterns.

7.3 Framework for Quantum Error-Correcting Codes

Linear, but not generally unitary, effects may result from interactions with the
environment or from errors in the computing system. It is possible to fix a unitary
inaccuracy because unitary transformations are invertible. Because of this, even
if we can identify the specific fault that happened and how to fix it, there may be
no clear way to do so when dealing with generic issues. Such problems may seem
impossible to fix without access to and control over the environment in which the
system interacts. Unitary quantum transformations applied to the computer sys-
tem alone cannot remedy these flaws, it is true. However, nonunitary mistakes may
be addressed by monitoring, involving extra qubits in the system, or introducing
chaos into the system.

When a system experiences a nonunitary change due to decoherence, it loses
knowledge about its initial state. This might result in a total loss of knowledge
about the atmosphere’s qubits, save for what can be derived from the computing
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system’s qubits, for example. There would be no way to know the qubit’s state if
it were totally statistically independent of the states of the other qubits. To pre-
serve information held in quantum fluctuations, it is common practice to place
the quantum states of interest inside a broader quantum system whose states are
strongly linked. This correlation must be fundamental; these variables must be
understood as complex states to adjust for generic quantum flaws [10].

One of the most challenging aspects of developing error-correcting quantum
codes is to determine how best to embed an n-qubit system with many logical
qubits so that measurements can correct for the most prevalent types of mistakes.
A one-to-one correspondence between the k-dimensional vector space of the em
algorithm and the n-dimensional vector space of the larger system is often used
to represent this embedding. We are simply looking at linear codes at this point.
Quantum codes have been developed to withstand a wide range of mistakes. Errors
on t or less qubits are the most common kind of error to be considered. These
types of mistakes are our primary focus after the presentation of a comprehen-
sive framework for quantum error correction. There is a great deal of potential in
developing physical quantum computers so that error-correcting codes and other
types of error prevention may be designed to defend against the faults that are most
common.

Classical block codes and linear quantum codes have a lot in common. We begin
by reviewing similar principles from classical coding before moving on to quantum
error correction. Because of this, the subsections in this section alternate between
brief explanations of classical error correction and longer explanations of quantum
error correction [11].

Classical error-correcting codes should be studied in full by anybody unfamiliar
with error-correcting codes to obtain a sense of the broad tactics applied in error
correcting. Group theory is used extensively in both conventional and quantum
error correction. It provides boxes with short summaries of groups, subgroups, and
Abelian groups. This chapter has a few more boxes. There are certain portions
in a group theory book that need to be studied by those who are new to group
theory. After this chapter, there is a reference section that includes recommended
readings [1].

For linear quantum error-correcting codes, this section outlines a noncon-
structive framework that specifies requirements for every code in the category.
This framework does not care whether or how a code is implemented effectively.
Whether or not the code is beneficial depends on how this problem is handled [12].

7.3.1 Traditional Based on Error-Correcting Codes

Ancient n-k block coding. C is a subset of the space occupied by strings of length k
bits, where n is an integer between 1 and 2". The set of n-bit strings is a group under
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bitwise addition modulo 2. When the subset C of size 2k is included, the code is
referred to as a [n,k] linear block code. It is crucial to choose a certain Zn2 encoding
function, where Zn2 approximates the original between Zk2 (the message space)
and C (the code space). In general, there are several encoding functions for every
code C. While this lack of an encoding function may appear weird, it is the only
way the code is specified. For this reason, the same set of faults may be repaired
regardless of the encryption algorithm that is used.

Ciphertexts that are longer than mk are encoded using ¢ to encode each and
every one of the m blocks that are k in length. Therefore, they are referred to as
“block codes.” One way to describe c’s decoding functionality is to look at it as a
multiplication of the n-by-k numbers G, where G is the matrix that is multiplied
by the message word and returns the secret code that corresponds to that com-
munication word. An autonomous binary word set may be found in each of G’s k
columns.

Example 7.4 Using the [3,1] code for iteration. As a subset of all 3-bit codes, the
[3,1] repetition code is specified to be C = 000,111 strings.

Under binary arithmetic subtraction modulo 2, this subset is a subgroup
of Z32.

If you are using an encoder, you will see the following:

0 — 000

1 - 111

Example 7.5 Hamming’s code of digits [7,4]. To represent the 7 elements of Z,
that are encoded as 4-bit strings in C, we need to use 7-bit strings. The subgroup of
Z, formed by the numbers “1110100,1101010,1011001,1111111” has the code C.
After some thought, the logic behind this structure becomes obvious. The output
of a single C encoding function is

1000 — 1110100
0100 — 1101010
0010 — 1011001

0001 — 1111111

Encoding is completely defined by these connections and linearity. For this
encoding, the generating matrix G is
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T
1110100
1101010
1011001
1111111

When using an alternate encoding algorithm,

1000 — 1000111
0100 — 0100110
0010 — 0010101
0001 — 0001011

with generator matrix G

1000
0100
0010
G=|0001
1110
1101
1011

7.3.2 Quantum Error Decode Mechanisms

This section demonstrates a quantum block code size of [n,k]. The state space
of an n-qubit system is represented by the vector space V, and a subspace C of
C has dimension 2*. A pair of quotation marks is required when contrasting
quantum and classical coding. The k-qubit message space W is a subspace of the
set V with the traditional basis consisting of all strings with the first nk element
set to 0. For encoding C, any unitary transformation UC: V from W to C might
suffice. So, when we design an encoding operator, we are more likely to specify
simply how UC works on W and not on the rest of the V states. As in the classical
situation, elements are referred to as communication words, while elements C
are referred to as codewords. Bit strings in W and coded messages in C are not
to be interpreted literally; rather, they represent state quantum mechanics with k
and n qubits, respectively.

Since the code is determined by the subspace C and not the encoding function,
the same set of faults may be repaired using different decoding mechanisms. Given
an encrypting mechanism and any state defined by, the image w of Iw is an n-qubit
state called the logical k-qubit state comparable to [13].
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Example 7.6 The bit-flip code revisited. The code C is the subspace spanned by
{1000), 1111)}. The standard encoding operator is UC: |0 — 1000
=111

So |0 =|000and |1 = |111
Strictly speaking, we should write

UC : 000 —|000

|001 —[111

To make things simpler to understand, we will omit the initial prefix string of
zeroes when defining encoding algorithms in this manner. This is because we do
not worry about how the decoding acts on states even outside.

Example 7.7 Analyzing Shor’s rule again. Specifically, Shor’s code is a [9,1]
code, where C is the two-dimensional domain bounded by

1
——(]000) + |111))®3
V8

and

1
——(]000) — |111))®3
V8

The standard encoding operator used with this code sends

~ 1
|0—10) = —(|000) + [111))®?
V8
- 1
|1—|T) = —(|000) — |111))®3
NG

It is also possible to encode a function that maps 10) and 1) in the subspace C
to two orthogonal axes.

The encoding and decoding routines do not need to be implemented in prac-
tice. A computational task begins by creating a legitimate starting state, and at
the conclusion, we derive the final conceptual state by interpreting the classical
intelligence gathered via measurements as well as the majority performing com-
putations on encoded data directly.

7.3.3 Correction Sets in Quantum Coding Error

To simplify, consider an n-bit string that performs bitwise addition to decode a
language. A classical error may be interpreted as inverting some of the code bits.
Almost all C code can fix errors, but not all. Confusion is caused by many mistakes.
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It is necessary that E has at least one error leading to w for it to be correctable, as
the errors e, e, > E and C and c;, ¢, > C are always equivalent to one another.

This condition is called the disjointness condition for classical error correction.
Usually E is taken to be a group under bitwise addition modulo 2, so E contains the
identity element, the non-error 00...0. The disjointness condition for e; = 00...0
means that a correctable error cannot take a codeword to a different codeword. For
any code C, there are many possible sets of correctable errors. Some correctable
sets of errors are better than others from a practical point of view.

Example 7.8 The [3,1] repetition code has repairable error sets. Variations in the
[3,1] repetition code C may be fixed if they fall under the set E =[000,001,010,100].
Errors in C may likewise be reduced to the set E =000,011,101,110. C cannot be
shown to have a correctable set in the union of E and E.

7.3.4 Quantum Errors Detection

Errors caused by bit flips are a small, discrete group used for conventional fault
detection. When considering quantum error detection and correction, neither the
modulated signal signals nor the likely faults can be thought of as a random subset.
Thus, it is more challenging to create student error sets for a quantum code C than
for a classical code. It is a relief that this is the case since it is a lot less complicated
than we initially thought.

Let BC represent a (orthonormal) basis for C: =lc;,...,Ic,. In unitary physics, the
affine transformation set E = E,,E,,...,.EL E;: Code C is said to have a correctable
set of mistakes, V — V, if and only if there is a matrix M with entries m; such that.

<Ca | BB | Cb) = Mybap (7.2)

forallIc,), Ic,) €C and E;, E; € €.

The description and reasoning behind it will be further discussed in the subse-
quent sentences. For a code C, there are about as many alternative sets of remedi-
able faults as there are in the classical situation. The maximum repairable set does
not exist; however; certain sets are more beneficial from a practical standpoint
than others. In order to execute error correction, a single collection of repairable
mistakes is selected, and the error correction techniques are constructed around
that set. If a method is available for code C, it may correct any superposition or
mixing of mistakes in the original morphology set E. General errors, such as those
outlined in Section 10.4, which may be characterized as probabilistic mixes of the
transformation matrix, can be corrected using this characteristic. Unitary mistakes
E may be repaired using the inverse transform E, which means that the errors of a
correctable set can be readily fixed. The correctable error set condition is explained
in detail in following two paragraphs (Eq. (7.2)).
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Like the classical case, Error E has two structural changes that lead two different
codewords to the same state. In light of this mistaken chain, rescue is impossible. If
E has two separate errors, then two errors must cause subatomic particles that are
orthogonal to one another. We need to make sure the two systems are orthogonal
because we need to take measurements to determine which mistake is more likely
to have transpired. This condition guarantees that, because the initial mnemonic
devices are separate, the images of two different codewords under errors in E
are distinguishable. All of the terms of this agreement have been documented
in writing.

c|ElE | c'> -0 (7.3)

for all E,,E; € E, and all Ic, ¢)eClsuch thatec'| =0.

Equation (7.2), the disjointness criterion for conventional error correction, has
an orthogonality equivalent.

To prevent quantum computing from being destroyed by error correction, an
additional requirement must be met. Error observations must not reveal the logical
state to preserve superpositions, rendering quantum computing pointless. As a
result, we need

Cq

E[E | ¢,) = (¢, E[E| e, (7.4)

for all Ic,), Ic,) € C and E;, Ej € &. According to this condition, there must be a
value m;; between any two indices i and j such that

i
¢ E; Ejc, mlj” =
Putting conditions 7.2 and 7.3 together results in the original Eq. (7.4):

;
¢, |E E;

Ca) MyiBap (7.5)

for all Ic,, ¢,) €C and E;, Ej € &|, where a significant part of the meaning
of this formula is that my; is independent of a and b. Condition 7.2 holds if
C, |EjEj| ¢y) =0 (7.5) for all Ic,, ¢,) €C and E,, E; € €| such that i#j, but this
condition is stronger than necessary.

If two separate errors E; and E, result in the same state, then applying (or equally
well) fixes the error, regardless of which error happened. In general, condition 7.5
holds for quantum codes. But this is not always the case. Degenerate error set codes
are those that do not satisfy this criterion. In E. Shor’s degenerated code, a mistake
in the first qubit’s frequency components has the same effect as an error in the
second qubit’s phase difference. Inherent complexities are increased by the exis-
tence of degenerate code. Unlike their classical counterparts, morally bankrupt
computational codes have no analogues in the field of quantum mechanics.
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All E; errors have a size of 2% because of the unitarity of the E;. A set E of correc-
tive maintenance faults for a hence has code can have a maximum size of 2nnk. k
if the complete design code has 2nk orthogonal similarity measure of dimension
2k, For those who are depraved.

Example 7.9 An update on the bit-flip algorithm. Errors that have accumulated
E ={E;;} with

Ep=IQIQLE;=XQ®IQLE,=IQX®I,E; =1®IQ®Xisacorrectable
error set for the bit-flip code.

The set of errors & = {El’J} with

El,=I®I®LE, =I®X®X.E,,=X®IQX.E,, =X®X®I

There is a novel kind of fixable error in the bit-flip code. In this case, it fixes
errors in two-qubit flips but not in one-bit flips. Since digital signal flip faults are
more prevalent than several bit-flip errors, a repairable problem collection has lit-
tle practical importance. The bit-flip error may be more prone to occur in pairs in
specific mechanical arrangements.

7.3.5 Basic Knowledge Representation of Error-Correcting Code

We will assume C is a traditional [n,k] block code, with a collection of correctable
errors called E. Errors are encoded as codewords. We would like to change the
letter w to the letter c. Consideration of code C’s cosets aids in the discovery of e
and c.

This section demonstrates that each coset has a typical mistake. Suppose that H
is a set of all the cosets of when an error occurs, the code word C is transformed
into a component of some C coset. Because of the disjointness criterion, coset e,
¢, and coset e, c, are distinct from each other. For this to be evident, consider the
case when e; and e, are both in the same coset. Then, e, ¢, c; = e, ¢, would exist if
c; C.

There are two different correctable faults that may lead two codewords to the
same word; however; it is not disjoint since ¢, c; are in C criterion, and knowing
which coset ec falls within informs us what kind of mistake has happened. Let us
be more specific about this.

All cosets form a group, H, since it is Abelian. It measures 2nk. H is isomorphic
to Z because every one of its components has order 2, making it Abelian and non-
trivial. Let us transform it into an isomorphism. In this scenario, the map (w (w
C)) directs all of the elements in C to the zero element in Z. The condition that the
two variables w and w belong to the same coset is necessary for the element h(w)
describes each coset. This coset is related to a single instance of the mistake e E,
as stated in the preceding paragraph. When the coset is characterized by h(w), so



7.3 Framework for Quantum Error-Correcting Codes

is this mistake. That is why it is dubbed the “error syndrome” or “syndrome” for
short.

An (nk)n matrix P may be used to realize h in more detail. Learn how to count
rows in a matrices by counting the linearly independent components pi that are
equal to zero modulo 2 in any one of the ranges ¢ — C.

pi
P=| :
Pyi

If you have a particular many matrices P are possible given a given code C (just
as there are many potential isomorphisms). Pw, the syndrome, characterizes the
w-containing coset C when seen as a binary column vector. The first P in each col-
umn is multiplied by the inner composition (mod 2) of w for each of these n-values.
The Ps in code C is a binary sequence, and the pis in the rows are parity checks. If
P(ei) = P, then the parity check matrix P can tell the difference between the two
classes of errors that can be fixed (¢j). If G is a codeword generating matrix and P
is an arbitrary (nk)n matrix, then PG is a zero-sum product and P is a parity check
matrix for C. The C-code represents not only the image of Z under G, but also the
kernel of P, the set of Zn2 elements transferred to 000 under P.

Hamming is one of the simplest classical codes, and it serves as a foundation for
many quantum codes. There exists a Hamming code C,, for every positive integer
n =2. Each nonzero n-bit string is represented in a column of a Hamming code
convolutional code. C, is a [2n — 1] — [2n — 1] Hamming code since its generator
matrix is (2n 1)[2n n1], which is the result of the parity check matrix of the Ham-
ming code. Single bit flip errors are fixed across the board in Buttering programs.

Example 7.10 Code C, of the Hamming distance. Hamming code C,, the code
with parity check matrix, is equivalent to the [3,1] repetition code.

P 011
101

For the same code, an alternative complex valued matrix is

110
P =
(101)

The shape of the matrix P is (AlI). Is a code generating matrix, as determined by
<£> Exercise 7.2. The resulting generator matrix, derived from P, is

1
G=|1}.
1

Since 0 =000 and 1 = 111, the code C, is referred to as a repetition code.
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Here is a case in point from Section 7.2: code C; of the Hamming distance met-
ric. Hamming code C, is a [7,4] code. The quantum Steane code is defined in
terms of C.

The [7,4] Hamming code’s parity check matrix is

0001111
P=(0110011};
1010101

The seven nonzero 3-bit strings that make up its columns are all there. The
search for a generating matrix is our next objective. P is orthogonal to itself because
each row includes an even number of 1s. These components are also orthogonal to
each other; thus, we may consider row P transposed onto the first three numbers
of G. One more orthogonal and linearly independent vector must be discovered.
The arrowhead

11111117

fulfills both of the criteria. So, generating matrices for the [7,4] Time-frequency
code may be found here.

T

0001111

, |o110011
“l1010101
1111111

It is also possible to use a more user-friendly use a complex-valued matrix to
generate a [7,4] Hamming code (AlI),

1110100
P=11101010
1011001

As seen in Exercise 7.2, this version of the parity check matrix corresponds to a
random number generator in which: (% ),
1000
0100
0010
G=|0001]{.
1110
1101
1011
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7.3.6 Quantum Codes as a Tool for Error Detection and Correction

In this part, we detail an approach for fixing bugs in quantum codes with a fully
completed design. Code quantum n(k) for n bits Suppose C is nondegenerate on
a set [[n,k]] of correctable errors. Therefore, if you have a codeword in C and an
error in E, the only way to retrieve |w is by using Eslv, your options are the only
two possible values for Es and |v. Since there are M subspaces in EsC, we may find
the state lw in one of them and repair the mistake by applying E to it. We must first
measure the state |w to arrive at this conclusion. Only one qubit may be measured
at a time in the typical quantum computing paradigm. Ancilla qubits and standard
basis observations may be used for any other examination, although only a limited
quantity of information can be effectively carried out in this manner. This section
serves as an overview. Throughout the rest of this chapter and the next one, we
will discuss development concerns for individual codes.

To find out where the state lw is in the error subspace, a measurement must be
performed. Suppose that W, equals E;C.

M-1
W=@Ww,
i=0

All mnemonic devices and all stages that depict codewords in a recognizable,
fixable format The subdomain of the functional space V transverse to W, where E;
E have orthogonal vectors, may be empty. Due to notational constraints, we define
WM to be equal to W. [w does not belong in WM since it is defined there as an error
E; applied to a codeword. Because W, is orthogonal, we can find an observable O
that has the same eigen subspaces.

Allowing U, to operate on n + m qubits and P; to be the projectors into the
subspace results in the following:

M-1

U, :[w)[0)y = D’ bylw;)j) (7.6)
Jj=0

where | is expressed as b;lw; = P;lw in terms of its constituents. To get the error
syndrome, the subspace index j, you need to take the measurements of auxiliary
qubits of type m in the conventional framework. The use of M as an index is forbid-
den in WM. After measurements, the state of the first n qubits is in the subspace
W; =E;C, therefore applying the operator E; fixes the error. Operator Uy is known
as a situation-separating operator because it serves a purpose similar to that of
the syndrome in conventional error correction. Standard error correction employs
a unitary operator called U, to carry out the parity check matrix P. Due to the
flexibility of the labels for the subspaces, many different unitary operators may be
employed to extract syndromes from a specified code C and error set E.

One may get a binary observable with two 2n1 eigen subspaces by isolating a
single auxiliary qubit (1), one in which the Ith bit of the encoding scheme of its
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index I is 0 and the other in which the 1th bit of the encoding scheme of its index I is
1. This is in line with a well-characterized qubit | operating in isolation to produce
abinary that has been validated experimentally. The syndrome extraction operator
may be seen as a collection of m explanatory variables.

Example 7.11 The bit-flip algorithm yet again. Consider the bit-flip code C and
the set of correctable errors E ={E;} with

Ep=IQI®LE,=XQIQ®LE,=I®X®LE, =I1Q®IQX

Moressimply, E,, =1, Ey, =X,, E;, =X, and E;; =X, where X is the operator X
applied to the ith qubit. The orthogonal subspaces corresponding to this error set
are Wy, =E,,C, Wy, =E,C, W,, = E,;,C and W, = E;; C with bases B, = {/000),
1111)}, By, = {/100), 1011)}, B, = {l010), | 101} and B,; ={l001,/110}, respectively.
The operator

U, 1155, %, %), 0,0) = |x5,%,, %0, by = X, @ X, by = X, ® X,

operates on C with error set E to retrieve syndromes. For example, in the consis-
tent schedule, monitoring the first For example, the eigen-spaces W, and W, are
distinguished from one another by the bit (b, in the consistent schedule). Measur-
ing b, is analogous to detecting W, W,,, and W, W, in that it may be used to
discriminate between deviations that lie in the W,, W,, and W, W, range. By
taking b, and b, as I and j, we may project the state into W;; = E;;C, where it may
be possible to apply Ej; to the situation at hand. Auxiliary measurements (B, ) and
(B,) both provide 0, thus we use transformations (X,) to arrive at the same result.

The observational Z I Z (resp. I Z Z) may be used to directly measure b, (resp. b, )
without the usage of bits. The standard parity check matrix may be compared to
this one.

P <1 0 1>
011
for the [3,1] code with the array

z 1 Z
I z 7

columns in which each factor is listed for both observables. For example, if the
word is a codeword, then the parity check matrix multiplied by the word equals
zero. When a non-codeword is combined with the binary sequence, at least one
row will not be zero. It is possible for a non-codeword to be present in both the
+1 and 1-eigenspaces for at least one of the observables in the quantum scenario.
Section 7.4’s stabilizer codes make use of this link.
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In order to better understand an alternative to the syndrome assessment, let us
look at this one first. Using ancilla qubits to rectify general faults in quantum video
processing is one of quantum computing’s most beautiful and startling features.
Unitary errors may be generated by calculating information into ancilla qubits and
then measuring them. We may use the inverse unitary operator to fix the remain-
ing unitary error when the measurement is complete. Alternative and comparable
methods include correcting errors by performing a supervised transaction from
the ancilla qubits to the calculation itself, rather than monitoring the ancilla after
they’ve already been computed. The ancilla may be used as the control bits in an
affect the duration rather than evaluating after U, has been applied to the com-
puter system and its peripherals.

Ve = Y B ® Is)s]

As a result, mistakes may be fixed without resorting to measurements.

Example 7.12 Code using bit-flip algorithm Cpp corrections are performed via
regulated methods. If universal bit flipping (Ugg) is employed instead of measure-
ment, then an ancilla-to-computational VP procedure may be performed, with
each of the three error-correcting transformations being carried out as the ancilla
qubits transition between states.

Ve =1® [00)(00] + X, ® [01)¢01] + X, ® [10){10] + X, ® [11)(11]

This regulated action is enabled by the circuit

[b2)

|b1)

|bo)
las)
|ao) I

Suppose an error E = aX, + X, has occurred. Applying this circuit to the state

Ugr(E|0) ® |00)) = a|100)[11) + £|010) | 10

results in @/000/11 + 41000110 = [000(a|11 + B110).
The two auxiliary qubits are not measured during quantum error correction, but
rather converted to 100 and reused in a later round of error correction.
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Example 7.13 Conditional Formatting

A second look at the phase-flip algorithm. You may remember that the bit-flip code
is the counterpart of the frequency and phase code introduced in Example 7.1.2
through the transformations W = H H H. An error correction algorithm for the
relative phase code may be derived by applying W to all states and substitut-
ing WTW for all transformations T utilized. Since X = HZH, the observables
corresponding to the syndrome operator U X®I®X I®X®X P are and,
which have a corresponding array which is related to the classical parity check
matrix

p— 101
011

In this case, errors can be corrected without measurement using

V), =1® [00)(00] + Z, ® [01)(01] + Z, ® |10)(10] + Z, ® |11)(11]

7.3.7 Quantum Error Correction Across Multiple Blocks

[[n, k1]
blocks of k
length mk bit thread as mn binary strings by codifying each of the m blocks of
k bits, also describes a quantum code (C) that codifies length mk bit strings as
mn machine learning bit sequence by codifying each of the m logical bits in C. a

While Section 7.2.1 describes classical [n,k] block codes that encode

superposition of logic like as
)= ) D ay(lw,) ® [w)))
L
is encoded as
) =Y Yayle) ® l;))
i

C’sinternal encoding function is represented by Ic; = U lw;. Such superpositions
need the use of quantum block codes that can remedy mistakes. The encoding state
must also be able to remedy mistakes of the type E;1 Eim if C can correct errors
of the form Eil Eim when applied blockwise. Throughout the rest of this section,
quantum error detection is shown in the two-block situation.

Suppose the encoded state |) = Zizjaij(lci) ® |¢;)) were subject to error
E, ® E,, where E, and E, are both correctable errors for code C. Applying the
syndrome extraction operator U, for C to each block separately, measuring the
ancilla for each block, and applying the appropriate correcting operators will
restore the state | y:
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Up ® Up((E, ® E, i) ® [0)10) = D a(Up(E,|c)0) ® (U (Eylc;)10)))
ij

= Y ay(E,Ic))la) ® Eylc) b))
7
where we have reordered the qubits for clarity. Measurement of the two
ancilla yields la) and Ib) respectively, with the computation qubits in state
Ip) = X a;(E,lc;) ® Eple;)). The syndrome lalb indicates that the error can be
corrected by applying Efl ® E; Applying Eg ® E; does indeed correct the error:

E,®E}|py = ) Y aylc) ® ) = |)
ij

7.3.8 Computing on Encoded Quantum States

After the states have been encoded, we must still be able to compute on them
for error-correcting codes to serve as a tool for quantum computing. Embedding
function for [[n,k]] quantum code C:V W:C:C:C:C:C You will need to discover an
equivalent if you wish to conduct general computation on encrypted states, you
need a unitary operator U operating on the encoded states, one that sends UC(Iw)
for each | to a corresponding unitary operator U (Ulw). Multiple V-functioning
unitary operators share this property quality since we do not worry about how U
acts outside C. There are several methods to implement a given unitary operator U
in terms of fundamental gates. There may be more economical ways to implement
one of the multiple logical analogs U: W: V than the other and some representa-
tions are more resilient than others for a particular U: W: W.

The encoding operator may be used to create one of these operators. Let
UC serve as the unitary coding function for transmitting | 0 to. A valid codeword
is sent to |. through the UC transformation. On the code space, the operator
U = UC(U I)UC has the desirable impact; on encoded states, U is the logical
counterpart of U. The state is unencoded when UC is applied, thus any errors
made at this time are visible. In general, this approach generates a U with weak
durability attributes.

7.3.9 Using Linear Transformation of Correctable Codes

Probabilistic mixes of linear transformations A; may be used to describe general
errors E, and these linear error transformations A; are not always unitary:

K
E:p— ZAipAlT
i=1
It is shown in this section that the code in question can correct mistakes that
include elements from a set E of correctable errors and have nonzero complex
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linear combinations. The term “set of correctable faults” usually refers to all poten-
tial linear connections of flaws that the code is able to correct through a unitary
translation. Measurement is used to map a conditional probability of mistakes onto
one of the correctable errors in order to implement unitary error transformation.
Additionally, it is analyzed to determine the source of any remaining experimen-
tal error. As is customary, there are many distinct maximum sets of correctable
defects for each given code, and certain of these maximal sets constitute distinct
subspaces.

Assume that the error is a probabilistic sum of errors, a correlation between two
errors E; from the set of solvable errors, such that in a more general setting, we
show that the error E is not uniform if it takes a codeword Ic| with the density
operator lcl.

p = |c){c|, to a mixed state p’=E pE*, we can correct the error. The mixed state p
can be written p' = |ai|2Ei|c)(c|EiT.

Since the E;lc is mutually orthogonal and contains a single trace and a hybrid
character. Since this is the case, is a probability distribution over the orthogonal
pure states. E;lc. Think on what can be seen O = ) ;A,P;, where I is a unique iden-
tifier and P; is a projector into the subspace E;C. Measuring with O, according to
the definitions, yields a condition with probability lil2. As a result of the measure-
ment, we now know the pure state E;|c, which subspace of E;C the state occupies
may be determined from the measured signal I when E; is used to fix a problem,
it becomes better.

7.3.10 Model of Classical Independent Error

Detecting non-codewords, finding the most probable mistake, and then imple-
menting a transition to fix that error are the three components of a generic error
correction technique in both quantum and conventional cases. An error model
is necessary for identifying the most probable source of a problem. In classical
computing, a common family of error models is the independent error model, in
which each bit has a probability of flipping the p 1/2. To flip a single bit incorrectly,
there is a chance of p(1p)*~!, to flip two bits incorrectly, there is a probability of
p2(1p)"—2, and the likelihood of no error at all is (1p)".

This paradigm is used to direct the process of fixing errors. Under this method,
there is no one kind of error that is more likely than any other, thus if a codeword
is received, we must conclude that it was not a mistake. Suppose we would want
to make w a non-codeword again. Let ¢ be the closest element of C to w in an
independent error model, and let e = cw be the most likely mistake that could have
occurred if cis unique. Since W is a member of the coset C in which k > C, we may
consider w to be another element of C. If ¢ is the element in C that is most closely
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related to w, then C experiences the same thing. If e is the most likely slip-up, then
w is also probably wrong.

Each of a coset’s subsets is a compact set that is no more than C units away from
C along any Euclidean path. Following definition c, the coset member with the
lowest Hamming weight is the most likely to be incorrect.

The syndrome calculation’s lightest member e is used to make the necessary
adjustments to the coset. If the actual error was somewhat different, we “correct-
ed” the erroneous phrase, because there is currently no other way to handle the
situation. We do not do anything if we obtain a codeword. Faults that cause words
to be converted into code cannot always be corrected by error detection and repair
codes. Therefore, it is unclear how to address the problem if there are several clos-
est components to w in C. The independent error model often makes use of E,, the
set of all words of Hamming weight ¢ or less, where ¢ is as large as possible with-
out increasing ambiguity or, similarly, breaching the disjointness criterion for a
collection of correctable errors.

The lowest Hamming distance between any two codewords is the code’s dis-
tance. Words with a length of k bits must be encoded as pairs of nk and k bits in
order to be represented in a [nk,d] code. The set of words that are no more distant
from c than the distance measure t is what we will call et(c), where v is the distance
between ¢ and the word. Included in et(c) are all the words v that result from sub-
tracting an error of weight ¢ from the given c. If every pair of codewords is disjoint,
then every weight ¢ error in the code may be fixed by mapping words in the set
et(c) to the codeword c. The sets et(c) are disjoint only when d = 2¢ + 1. This means
that errors with a magnitude less than or equal to [n,k,d]! may be fixed. If two
codewords could translate to the same error word under two different t-bit errors,
then the disjointness criteria would not apply, and hence the largest possible ¢ for
a distance d code C must meet 2t +1 d.

7.3.11 Independent Quantum Inaccuracies Models

Errors that may be corrected in a quantum code C might have different effects
depending on the code’s practicality. Reducing the interfacial tension sets are
preferable based on which mistakes have the greatest likelihood of occurring.
There are more quantum error models to pick from since there is a wider range of
quantum mistakes. The traditional autonomous given below, we provide an error
model motivated by the local and Markov assumptions that errors on different
qubits occur independently and that a specific qubit is impacted by an error with
probability p.

Only sets of correctable errors with unitary error transformations are utilized
since inverted transformations can correct only unitary errors. In particular, iden-
tifying a set of fixable errors using the generalized Pauli group G, is a common
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practice. Each member of the generalization Pauli group G,, is the product of two
Pauli variables contributing; hence, there are n-fold tensor products of Pauli group
elements. All G, may be represented as an international brand using the thanks
to technological advances of the Pauli group.

u(Xa, ® - ® Xa,)(Zb, ® - -~ ® Zb,,)

showing that every mistake can be written as a combination of mathematical oper-
ations where a, and b, are binary variables

A

i
tr (Ai ij)

An n-qubit system’s associated vector space, as modeled by linear equations, is
based on the generalized Pauli group G,.. The found in connective where E; G, may
be used to describe a generic error E on an n-qubit classical register. Generalized
Pauli operators are able to express any of the following that arise in an operator
sum decomposition in terms of homogeneous operators. Errors, which may be
rectified by a specific technique, are all fixed by the same procedure.

One qubit is transformed into another, while the rest remain unchanged: X;.

IQ  -QIKXQRIQ - QI
~—— ~——
i n—i-1

Y; and Z; have a similar connotation. The amount A Pauli miscalculation’s sig-
nificance is proportional to the number of nonidentity variables used in the tensor
product formulation. The error weight is only defined for Pauli errors.

The generic Pauli group may include useful properties. There is a high prob-
ability that stabilizer algorithms will make extensive use of the fact that Pauli
components g; and g, commute (either as an anticommute or as an example of
a transportation) if this is the case. As an added bonus, the correctable set E for
a code C may be expanded to include the Yi errors for all I if it already contains
the X; and Z; single-qubit bit flip and phase-flip defects for all I. If errors X; and
Z; can be fixed, then for any integer I, the following four formulas all evaluate to
zero under the non-orthogonality criteria of E and C.

It is sufficient to prove that for any I and j and for all orthonormal y values, the
Y, are acceptable repairable faults.

cl=|c,)eC
¢ ‘X;Yi’cz =0

o |ZJ~Y,‘ ¢, =0
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¢, IY;lc, =0,and forall j=i
G |YjﬁYz‘ Cz> =0

Multiplication in the Pauli group leads directly to these equality results. Reasons
why include, but are not limited to:

X'Y,=-X'Xz = -1z,
1 1

1

ch;Yic2 [|l==¢; |1Z;]c, =0

So, any method that attempts to fix X and Z errors will also fix Y errors.

The set of Pauli people with weight ¢ or less satisfies the corrective maintenance
error set condition up to a maximum weight, denoted by ¢.

It is impossible for any nondegenerate [[n,k]]-quantum code to repair mistakes
with more than the weight of t. A nonde generated code’s correctable set may
include up to 2™ entries, as seen. The weight’s total number of components

. n .
tis 3 <t . Thus, for any nondegenerate piece of code to be error-free below a

certain threshold, called ¢, it must conform to a quantum Hamming constraint.

t
>3 <n> <ok
i=0 L

When the quantum Hamming constraint is equalized, we have a perfect code
since it is nondegenerate. It discusses the classic Hamming bound. Degenerate
codes are exempt from the quantum Hamming constraint. This Hamming bound
is satisfied by every classical code. Quantum degenerate codes aggravate the
quantum landscape by making the quantum Hamming constraint inapplicable
to all codes.

Perfect codes are not always the best codes to employ in practice, just as they
were not always the best in classical cases. Code multiplication and the quantum
Hamming bound provide a measure of the limits of both encoding (the ratio of the
encoded state to the input message state) and error correction (the number of sin-
gle qubit errors the code can fix). Another factor that is quite significant in practice
is the efficiency with which errors may be uncovered. Several codes approach the
quantum Hamming limit but lack efficient error detection systems, as assessed by
the number of gates needed for syndrome extraction and the number of qubits that
must be monitored. Effective error detection strategies need substantial structure,
and this is true in both the qualitative and conventional settings. Quantum-based
error correction techniques that properly balance the need for more space for data
storage with the need for security are still a topic of active study. Stabilizer codes,
which make up the vast majority of quantum error-correcting codes, provide this
environment. CSS codes (Calderbank-Shor-Steane), which belong to the larger
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category of stabilizer codes, have an advantage over other stabilizer codes since
they may be built from pairs of classical codes that are coupled in a novel way.

7.4 Coding Standards for CSS

Bit-flip errors can be fixed by encoding a single qubit into three, and phase-flip
errors can be fixed by encoding the logical qubits again. As indicated, bit-flip
errors are feasible when X; = HZ;H. Phase-flip errors Z; are directly related to
bit-flip errors in the standard basis (Z; =0, Z; =1), which are phase-flip errors
in the Hadamard basis (Z; =+, Z; =—), and vice versa. Calderbank, Shor, and
Steane demonstrated that by exploiting this relationship, it is possible to produce
classical coding from any two conventional codes satisfying a certain duality
relation. This collection of rules, named after the creators of the system (CSS) as
the name implies, is termed CSS codes. By using a single encoding to correct all
phases and bit flip errors, we can reduce the number of qubits needed to repair
t qubit defects. Steane’s [[7,1]] CSS code only needs seven qubits to correct all
single qubits, whereas Shor’s code needs nine.

7.4.1 Multiple Classical Identifiers

Assuming the transposition of a convolutional codes is the generate matrix of
another conventional code. If the inner product of the two sets of terms (here,
vectors) is zero, then the assertion that V' and W are orthogonal holds. Assume
that we have two codes, C and C, and that each code has two matrices, G, P and
GT, P, for generating and checking parity, respectively. In other words, because G
is orthogonal to P and the codewords of C are orthogonal to one other, we may say
that the codewords of C are orthogonal to each other.

Example 7.14 It can be shown that the [7,4] Hamming code has a mirror code
in the [7,3] code C with two — dimensional array.

1110100}

Gt=PT=[1101010
1011001

and parity check matrix

1110100
1101010
1011001
1111111

Pt=¢GT=
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Since the rows of P are a subset of those of P+, it follows that C contains its
own dual: CL c C. The eight codewords of CL are the linear combinations of the
columns of GL:

C 1= {0000000,1110100,1101010,0011110,1011001,0101101,0110011,1000111}

The sixteen codewords of C are those of CL plus those obtained by adding
1111111 to all of the codewords of CL.
For any [n,k] classical code C,

k s
Z (1) = {2 ifxecC 7.7

o 0 otherwise

It is possible to establish this identification by linking it to the identity

E(_l)y,x_ 0 forx#0
b= S\ N=2"forx=0

The resultant vector of the twoT n-bit strings x and Gy is equivalent to the
weighted sum of the two k-bit strings Gx and y, as shown in Equation 7.1, because
xGy=GT xy.

2k—1

PG USEDWC S

ceC y=0
2k—1

= ) (o
y=0
2K if GTx =0
- { 0 otherwise

Identity 7.7 follows, since GT x = P Lx =0 precisely when x € C L.

7.4.2 Traditional CSS Codes Satisfying a Duality Consequence

It facilitates coordination of dual C codewords on the Hadamard basis and permits
the construction of states that are superpositions of abbreviated from a classical
C code on the consistent schedule. To further demonstrate their existence in the
states |h; where the I is smaller than C, we generate states |g that have amplitude
only in the states |h;, which are Hadamard basis components.

lh=W|i=H®---®H|i

This section demonstrates how the properties may remedy phase-flip and bit-flip
issues after it has been constructed.
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Let C, and C2l be[n,k;] and [nk,] classical codes, respectively, and sup-
pose both codes 1 2 correct ¢ errors. Furthermore, suppose C2l C C,. There
are 2k — k distinct cosets of Cl in C;; every ¢ € C, defines a coset c @ Czl =
{cdcd|deCl} andcd Cr = dEBCl if and only if

chde C’2l The set of cosets forms a group, the quotient group G = C, /Czl.
Since C; = Z’; and C; = le‘z, the quotient group G = Z’Z‘I_kz. For each element
g € G, define a quantum state

e, ®c)
%;2%

where C, is any member of the coset designated by g, and C, is the empty set. A
[[n.k, k,]] quantum code C, also known as the CSS code, is defined as the subspace
of dimension 2k, k, covered by the Ig for all g G. (C,,C,).

This paragraph demonstrates that Ig has amplitude exclusively in the C, code-
words when examined in the Hadamard basis. Hadamard basis components of Ig
are written as hilglhi = ilWIgWli.

Because of this, proving that Wlg is a superposition of codewords | is sufficient;
remember from Section 7.3.4 that

lwg) =

N-1
1
W) = — Z (=1y*
) L |x)

So

(-1 @®O* |
\/2_2 2 ’

Z(D“}krwwx

2"+k2 x=0 ceCy

= Z (=1)%% (2%) | x
V”%m@r

=LY e
V2rh sec,
where line 3 follows from line 2 by identity 7.7.

This brings us to the topic at hand: fixing the errors. Since each Igin C; is a string
of codewords, a quantum implementation of the C; syndrome may be used to fix
all t bit-flip errors. The parity check matrix (P, ) checks whether the sum (mod2) of
each bit is even or odd. Each column of the parity-checking matrix The controller
with value a, in Zn,; b, = ... indicates that introspection performs the same check
on quantum states Z whenever the parity check yields a 1 and an I whenever the
parity check yields a 0 in b Z. For each unitary transformation Q on a single qubit,

Wly,) =
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let Qb denote the tensor product Qbn; Qb; Qb,. If b is bigger than P, then b is a
row in P.

For the sake of materializing these explanatory variables in terms of single-qubit
measurements, each row b P, corresponds to an element of a quantum circuit on
n + 1 qubits, the n computing qubits plus an ancillary qubit. If there is a 1 in the
ith position of the row, then there is a C,, between the ith qubit and the accessory.

First, we need to make sure that phase-flip errors are really bit-flip faults
under W so that we can demonstrate how the algorithm handles phase mistakes.
Phase-flip faults are indicated by a string of bits called an e. This instance of Ig
gets renamed to Ig.

1 (e, ®0)
= D (D e e
V2% cect
which, after applying W, becomes
N-1

1 . .
Z (=1) (cge)c)z(_l)x (c,®0) | x= Z( 1)(ee>x) ¢ Z( 1)(e€Bx) ¢ x
V2t ceCt x=0 2"+k2 x=0 cecT

= D (=) | x
\Y% 2" k, x@eeC,

D1 |y @e)
4/ 2n k, yeC,

There is a bit-flip mistake in this state that corresponds to the string e, as opposed
to Wlg.

When faults occur in the phase-to-bit conversion, the original error is lost. A
quantum analog of the syndrome for C, might be used to correct phase errors
when W is applied to Ig. If the ith element of the parity matrix P, is a 1, then the
corresponding row in the quantum circuit must have a component with a C,,
operation linking qubit I and the ancilla qubit.

This design, on the other hand, establishes a direct connection between the
parity-checking matrix and the determination of quantum syndromes. Each of the
two extra circuits has the same effect on the ||0 conditions if 110 is a single-qubit
state.

|y — H T H —
|0) X
[¥) 4

|0y — H ! H {—
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You may expect the same result from ancilla measurements in any of these cases.
Instead of applying the Walsh-Hadamard transformations on the computational
qubits and then C,, from the supervised classification qubits to the ancilla, it is
preferable to use a Hadamard gate to regulate phase flips on the computationally
qubits. By manipulating the bit flips of the operational qubits using a Hadamard
transformation, we can fix errors caused by bit discrepancies.

An extension of CSS codes known as stabilizer codes may explain why the
right computational states are unaffected by the syndrome computations. As
a result, the CSS code has two nonzero-terminals, one for the Z and one for
the I, each of which is free of bit-flip mistakes. The CSS code also contains two
nonzero-terminals, one for each of the X and I, both of which are free of phase-flip
errors. A more logical approach would have been to start with the C, and C, code
explanatory variables, rather than superimposing classical codewords, and then
work our way up.

Section 7.4 on stabilizer codes will use this approach.

7.4.3 Code of Steane

Code C is derived from the Hamming [7,4] code. This code appears twice in our
book: the first in Chapter 12 as an illustration of a fault-tolerant technique, and
the second in Section 7.4, as an example of a stabilizer code.

Refer back to Example 7.14 to refresh your memory:

Ct = {0000000,1110100,1101010,0011110, 1011001,0101101,0110011,1000111}

And C includes 16 encoded communications, such as those formed by adding
1111111 to all of the abbreviations of C. Since C includes its own dual, the con-
ditions of the CSS construction are met by the equations C; = C and C, = C. After
assembling the CSS,

0=10)= =3 I

8 cect
= L\/_ (0000000) + |1110100) + |1101010)+ | 0011110
8
+ 1011001 + 0101101 + 0110011 + |1000111)
and

1 1) = >

1
\/g ceC,egCt

= i\/_ (J1111111) + [0001011) + |0010101)
8

+ | 1100001+ | 0100110+ | 1010010+ | 1001100+ | 0111000)



7.5 Codes for Stabilizers

Figure 7.2 An U, circuit for syndrome
extraction in the Steane programming
language.

For the Steane code, the U, asyndrome extracting operators is based on a [7,4]
Buttering code parity check matrices P.

1110100
P=11101010
1011001

A circuit diagram for S, is illustrated in Figure 7.2. The six Steane explanatory
variables are as follows:
S$,=ZQRQZQZQIRZRQIRI
$,=ZQRZRQIRZRIIRZRI
$;=ZQRQIQRZRZRQIIRIQZ
S, =XQXQXQRIRXQIQI
Ss=XRXRIQXQIQXQI
S, =XQIQXRXQIQIRX (7.8)

We will look forward to the future of calculating on encrypted states by studying
the evolution of stabilizers codes, the class of codes that encompasses CSS codes.

7.5 Codes for Stabilizers

In Section 7.4 of this document describes how to design a CSS code stabilizer.
An important first step in building this structure is realizing how easy it is to
describe collection of operators that maintains stability of a 2k-dimensional sub-
space embedded in a 2"-dimensional space.
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Example 7.15 The six observables S;, S,, S;, S, Ss, and S, of Eq. (7.8) serve
to stabilize the Steane code, and the two Steane code states, |0 and |1, are
+1-eigenvectors of all six.

7.5.1 The Use of Binary Indicators in Quantum Correction of Errors

An operator serves to stabilize the underlying vector space W. S: lw =Iw for
every |. Or to put it another way, the 1-eigenstate of S stabilizes W.

Subspace WV consists of all the operators that stabilize W. A collection of binary
observables on V' with only positive and negative values is known as S. This is
the biggest subspace C that is stabilized by all of the observables in S;SS. As a
quantum error correcting code, C might be desirable in certain circumstances and
unappealing in other cases. Examples include the zero vectors for various sets of
observables. By learning how to deduce an error set for C from the observables that
define C, our next goal is to figure out for which sets we obtain interesting code.

T is an anticommutator of S, therefore ST = TS if S stabilizes |v. As a result,
Since STIlv = TSlv = Tlv, Tlv is a 1-eigenvector of S. If Tlv is a codeword of the
stabilized code C, then for some I. Tlv is not a code word, as confirmed by S
measurements. A set E of unitary errors satisfying the criterion given by equation
is a convenient way to describe this fact. Suppose that S,...,S, specify code C as
the code to be executed. All pairs E; and E; are unique elements, therefore either
Cis stabilized, or there is at least one S, that anti commutes with E;E;. E is a series
of mistakes that can be corrected by C, as shown in the next paragraph.

The value of a and b in foralli Eq. (7.2) shows the quantum error assumption
denoted by E. It is degenerate with respect to E if the transformations is stable for
some I and j. A nondegenerate code C is one in which all I =j anticommute with
at least one Sl.

7.5.2 Using Pauli Indicators to Fix Errors in Quantum Techniques

According to Section 7.4, a generic method for building codes C and E from a col-
lection of operators meeting particular relations may be established. The commut-
ing relations of the generalization Pauli group makes finding sets of generalized
Pauli operators that fulfill these connections extremely simple. To put it another
way, every member of the generalized Pauli group Gn containing at least one even
number of Y terms, as well as any number of X and Z terms, is Hermitian.

Next, we will assume that S is a non-empty Abelian subgroup of Gn that does not
include I. All the constituents of Gn are square to either I or I, making it a special-
ized Pauli group. Due to the fact that subgroup S does not include subgroup I, all S
elements square to I, implying that their eigenvalues must all be 1. Isomorphism
between the Abelian group S and for some k is a precondition for its existence. Let
S;, S, serve as S’s generators. Reasonably stable subspace: C.
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It follows that Since all nonidentity items S of Gn have trace 0, and only +1 and
1 are the real numbers, the +1 eigenspace of S must have half the dimensions of
V. To compensate for V’s full size of 2" *+1, subspace C, must have a dimension
of 2" ~1. Given that the operator is a projector onto the +1-eigenspace of S;, then
C, =P,V foreverylI.S,’s + 1-eigenspace contains precisely half of C,, since C, has
trace zero. Thus, the dimension of C, is 2n2. DimC = 2nr is the result of induction
since C = Cr. To determine C directly, for each element S S, the set of elements
SSIS S = S since S is a group has the effect of stabilizing any n-qubit state, where |
is a single bit.

It is possible to identify mistakes that either stabilize or anticommute with at
least one S element by using the E-Gn set of errors. In a nutshell, here, the sub-
group Gn with elements that commute with each other is known as Z(S). E E
lcb = ab in Section 7.4.1 if it stabilizes C and anticommutes with a S;, then zero in
all other cases except for those where (i) = (j) and (a) = (b). All faults in the code C
may be corrected by a collection of defects in the code E that fulfill all E;,E; and/or
Z(S) when there are more qubits than this, all errors E; and E; satisfy this formula.

The smallest weight in Z(S)S is determined by the stabilizer code’s distance d.
The notation [n,k,d] describes the distance between n-qubit codeword representa-
tions of k-qubit message words. Double brackets are used to denote the difference
between quantum and classical coding. It is possible for a [[n,k,d]]-quantum code
to fix all errors with a weight of ¢ or less if d is less than 2/ +1.

7.5.3 Using Error-Correcting Stabilizer Algorithms

Allowing for the stabilization of S by S,, S, independent generator sets, let C be
the stabilizer code. No matter how many other S; have been measured previously,
the likelihood that a state is seen and interpreted as being in the 1-eigenspace of
S; is the same regardless of the number of ;. Subspace “Ve” of V' is divided into 2
subspaces, each with a dimension of 2. If Ve is in the S; + 1- or S; — 1-eigenspace,
the ith bit of the signatures says such. The length of the string specifies how many
bits are in the signatures.

V, = n(—1)%-eigenspace of S,
1

Each S, either commutes or anticommutes with any mistake E Gn that may exist.
First, we looked at the fact that any |v stabilizing by for all commuting states Elv,
S; is in the +1-eigenspace of S;, while for all noncommuting states Elv, S; is in
the 1-eigenspace of S;. Dimensionally, EC and Ve are equivalent in 2" for some
e. If E;,C and EjC are anticommutes with S or transverse to each other, then there
exists a subset of features that is orthogonal to both of them. If E;C == E|E, then
EjC == EjE. Observables, it is essential that in the first case S; distinguish between
E;C and E;C. Whether an error E; or a mistake E; occurred is irrelevant to the
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Figure 7.3 Measurement of the
|0) H T H @_ ancilla qubit.

) M

evaluation since correcting either one returns the system to its original state its
natural position. In E, each E; is linked to a certain E,.

Operators M that are Hermitian and unitary may be measured indirectly. If the
ancilla qubit is measured in the usual way, the resulting state on the quantum
register has the same probability as if it had been measured directly with M, using
a unique email address. After the S; has been measured, applying E; to any of the
E; with a signature of e would return the system to its initial condition regardless
of which error E; E occurred.

Let us pretend n qubits are subjected to an n-bit unitary Hermitian operator M.
Indirect measurements may be performed with the use of an additional ancilla
qubit and the Hermitian operator shown by the gray circle in Figure 7.3. Here,
operator Z is used to determine the size of the auxiliary qubit in the canonical
reference frame. The next paragraphs elaborate on how this circuit realizes M’s
objective evaluation.

Since M is both unitary and Hermitian, no more eigenvalues can be derived from
it. In other words, when expressing | in terms of M Eigenstates, the 1-eigenvector of
M and the normalizing factor, c |, cancel out in the resulting 1-eigenvector. The cir-
cuit takes use of this. To illustrate, 1 (M|) = P | if and only if M is a 1-eigenspace, and
1 (M) =P+ if and only if P is the projection onto P. It is possible that PP++ | [P++ |
and P+ |[P++ | [P+ are generated from an M-based direct measurement |.

According to this section, Figure 7.2’s circuit also produces these two states with
a same probability. The situation is as follows prior to the measuring device:

1 1
7(|+)|w+|_M|lI/>) = 5((|0> + 1)) +(10) — [1)M]y))
2
1
= 50)(1y) + Mly) + [1)(jw) = Mly)))
1/1 1
=3 (Z10)cv) + MIw)) + S 1) (w) - MIy)))
When the ancilla qubit is measured using Z, the resultis always 0. p, = (w|P* |y
and results in the n-qubit state c(ly + Mly ). The result of the measurement is also
1, with equal probability p— = wIP —ly resultingin ¢ (w M) | — | as the n-qubit
register’s current state. Another argument is that M =P+ —-P—andI =P+ +P —,

c(lw) + Mlw)) = c(P* + P)|w) + (PT = P)|y)) = cP*|y)
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An accurate determination by M has the same impact on the n computation
qubits as the circuit shown in Figure 7.2. We require m such circuits and m ancilla
qubits to monitor each S; for 1 I m. The string e is formed when these qubits are
measured.

7.5.4 Stabilizer State Encoding Computation

The operators U that are logically comparable to those in the Pauli group are
readily produced, and they may be found in a number of other places as well.
Errors may also be handled effectively with stabilizer codes. To design an encod-
ing, we first explore potential logical operations, rather than describing an encod-
ing function and then trying to find logical operators that work with it. In this
work, we develop encoding functions using Pauli amplifiers with a single logical
qubit, denoted Z,’,...",Z;”.

Common basis elements for k-qubit systems may be classified as either +1- or
1-eigenvectors of the various modes Z, ,...,Z,. This is because eigenstates of a given
state may be used to describe the state itself. Example: the stabilizing operators’
cluster zones are defined. The above-mentioned algorithm C brings any standard
basis vector |b; ...b, to the singular state that is a (1)b; -eigenstate of Z I for all I. The
five-qubit code is discussed in further detail below, along with a working example.

Example 7.16 The set of observables
S, =X®ZQZQXQI
S, =ZQZQXQI®X
S,=ZQXQIQX®Z
S,=X®IQX®ZQZ

establishes a [[55,1]] code. Each of the four observables 5 4 1 separates the
two-dimensional code space into two eigen spaces, resulting in a space of 2/2 = 2
code word dimensions when they are independent. If this code satisfies the
quantum Hamming condition, it will be the most efficient possible.

Consider the following: (S). Alv is a +1-eigenstate of all the S; since
S,Alv = AS;lv = Alv, which is the case for any |. It is nontrivial to operate
on C when A is in Z(S)S, but this is not the case for every instance of A in Z(S). A,
and A, act identically on C if A; = A,Sa for some Sa S. S/Z acts on C in different
ways for each of its members. Understanding the structure of the centralizer
Z will help us better understand how they interact with C (S). Gn’s symplectic
interpretation sheds light on Z’s structural details (S). For each Gn element there
is a 2n-bit (alb) string associated.

The phase relevant information is lost in the homomorphism h, which is a
four-to-one performance of the construction. Since S does not include il or il,
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and hence h is a homomorphism, it is one-to-one on S. No component S;, Sr of
Gn may be represented as a product of any other component until and until the
matching bit strings (alb) are linearly independent.

When (alb) equals the total of the bitwise matrix multiplication of the two ele-
ments, we say that the two elements are exclusively commutable. For those curi-
ous, “Symplicit inner product” is defined as mod2.

Example 7.17 When these four variables are combined, they provide a
16-element stabilizer group denoted by S:

S8, =I=IQRIQRIRIRI 5=X®ZQZRX®I
S,=ZQRZRXQ®IRX $,=720XQIQXQ®~Z
$;=XQIQRX®ZRZ SS i =-YR®IQY ®X®X
S5, =-YR®YRZQI®Z 55;=-I®ZQYQ®YR®Z
$5,=-IQY®XQ®X®Y S$5;=-Y®ZQIRZQY
5,8, =-YRXQXQ®Y QI 50515, =-XQRXQYRIQY
5)515:;=—ZQIRZRJYQ®Y S$05,5,=-ZR@YQYR®ZQI

55,5, =-XQ@Y®IQY®X 5,555, =IQX®ZQZQX

The following Table 7.3 describes the code’s error diagnosis based on the
explanatory variables. The observable S; measurements result after a single
mistake on a codeword is shown in the appropriate column for qubit 0 through 4
single-errors X, Y, and Z. S; measurements on that qubit provide either positive or
negative results, denoted by plus and minus signs (+/—). To accurately pinpoint
a mistake, we used four different metrics. All four observables are counted in the
final row, resulting in a distinctive decimal value.

Table 7.3 Error code diagnosis.

bit 0 bit 1 bit 2 bit 3 bit 4

x
N
<
x
N
<

X z Y X z Y X z Y

S + - - - + - - + - 4+ - - + 4+ +
S - + - - + - + - - 4+ + + + - -
S, - + - + - - + + + 4+ - - - 4+ -
S, o+ - - + + + - - -+ - - + -
6 9 15 3 4 7 1 10 1 8 5 13 12 2 14
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Consider the set S to consist of many different generating sets, S,...,S,. Generate
the r2n binary matrix.

(a |b)1
M= (a | b)z
(a |'b)r

with the columns (alb)i = h(S;). Because the rows of M are independent, M has
rank r, which is why the S; are. (alb) is transformed into a symplectic inner prod-
uct of (alb)i by the matrix M on the 2n-bit string (alb), which may be thought of
as a column vector. 2nr dimensions make up the kernel of M. All the stabilizer’s
constituents communicate with the kernel’s components, which are all compo-
nents of Gn. These values are irrelevant for the rest of the discussion because the
string (alb) that corresponds to each element in Z(S) is unique; thus, Z(S) con-
tains elements. The stabilizer subgroup for a [[n,k]] stabilizer code is 2nk. There
are 22nr = 2n + k elements in Z for a [[n,k]] code (S).

Any element of Z(S) that is independently of S;...S, may be taken as Z,. Add
the 2"-bit string equivalent to the (rn) binary matrix M, as an extra row. A com-
plete rank of r + 1 is found in the matrix M,. This is a collection of binary strings,
regarded as column vectors that are in the kernel of M, and have a size of 22"+
(r+1). So, every bit string in C, that is represented by Z(S) may serve as Z,. To cre-
ate operators Z,...,Z, that communicate with each other and with every element
of S, we may repeat this operation k times in the other direction. S will be used as
the M, kernel.

Let us take a look at conventional basis vectors that are unencoded. K-qubit state
100...0 is the only Z, ...Z, ,,-eigenstate. It may be expressed more generally: The
sole feasible state that is an a-eigenstate of Z; for any and all I is given by the stan-
dard basis vector |b, ...b,. Any k-bit string b, ...b, possesses a distinctive property
thatis a (1)bi -eigenstate of Z; for all I; the explanation why there is a unique advan-
tage is comparable to the argument that showed C’s dimension. Encoding Uy is
described for the code C that takes conventional basis components to components
of C that have comparable eigenstate connections with logical versions Z of the Z;.
The following is the encoding for the Ak-qubit state:

2k—1 2k—1

Ue: Yalxy— Ya,l|x (7.9)
x=0 x=0

where |X) is the unique element of C that is in the (—1)x; —eigen space of Zi for all
0<i<k.

The (r + k) X 2n = n X 2n matrix Mk has full rank; therefore for any i, there is a
bit string (alb) that, when viewed as a column vector <§ ), yields the n-bit string e;
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which has a 1 in the ith place and 0 elsewhere: in particular, there is a 2n-bit string
(alb) that satisfies

b
M <a> =€

Let X, be the element of Z(S) with bit string (alb) that yields e, when multiplied
by M,. Construct M, by adding as a row to M, the bit string corresponding to
X,. Let X, be such that its bit string (alb) satisfies

b
M4 <E> =6

We can continue in this way until we obtain X,....X,. By construction, X; anti-
commutes with Z;, and commutes with all of S, all X ;»and all the Zj forj # i.

Example 7.18 For the [[5,1]] code of Example 7.17, the binary matrix corre-
sponding to the independent generating set {S;} is

The bit string (alb) = (11111100000) is independent of the rows m € M and sat-
isfies M}, =0, so we may take

Z=72QZQZQZQZ
and, since (bla) is orthogonal to (alb) and all rows of M, we may take
X=X®@X®X®X®X

Let |2;) be the unique state in C that is a —1-eigenstate of Z, but a +1-eigenstate
for all the Zj with j #i. Forj#i,

ZX le)y=XZ¢)=X1¢)
soX; | ) =is a+ 1-eigenstate of Z; for j #i. ForZ,
Zif(i | éi) = _XiZi | éi) = _Xi | éi>
soX; | ¢ isinthe + 1-eigenstate of Zi as well. This calculation suggests that X7 is

the logical analog of X; for C with encoding U.. A full proof is straightforward.

Example 7.19 For the [[5,1]] code of Example 7.16, the +1-eigenspace of Z is
spanned by the standard basis states with an even number of 1s. Thus, we may
take |0 to be
= %(|ooooo>-+|1oo1o)-+|00101>+-|01010 +]10100) — |10111) — |11000)
—00110 — [01111) — [10001) — |11110) — |11101) — |00011)
—[01100) — |11011) + [01001))

to be a superposition of all basis vectors with an odd number of ones.



7.6 A Stabilizer Role for CSS Codes

For a stabilizers code C, the development of logical counterparts of other
single-qubit gates and multiple-qubit gates is more difficult. For the Steane code,
it gives structures for a universal approximation set of logical gates that may be
used in any programming language.

7.6 A Stabilizer Role for CSS Codes

Itisreasonable to assume that ¢ faults can be corrected by the classical code C, and
[n,k,] by the code C,. Moreover, imagine that. In order to create a [[n,k, k,]] CSS
code, these codes must meet a requirement. The stabilizer perspective is described
as an alternative to the CSS code architecture described.

We will call this matrix P, (respectively P,) (resp. C,). Construct an observable
X, = Xb, Xb, for each row of P, as a bit string b = b,...b,,. There are n —1 inde-
pendent variables since each row of P, is linearly independent. Z, = Zb, — Zb,, for
each row of P, is likewise constructed. Nk, observational variables, as well as 2nk;
observational variables (X and Z), are all independently observable. S is a stabilizer
code if and only if the group S formed by these observables is Abelian.

The CSSrequirement implies that S is Abelian, as shown in this paragraph. All of
Xala P, commutes. Similar to this, all of Z;|P,’s elements are on the move. Group
components X and Z only commute if and only if a b is even, as they are anti-
commuting. As a result, for all rows a and b of P, and P,, the components of S
commute. 0 mod 2 guarantees this equivalence. The generating matrix P, is C, C.
Because 1 + 2 = 0, we may conclude that. Consequently, S is Abelian, and C is an
abelian stabilizer code in S.

Section 7.3.2’s CSS(C,,C,) code is stabilized by S. It is known that a subset of
the dimension 2n(2nk, k,) equals k; + k,, and this subset is stabilized by S, since
S contains n + n independent generators. CSS(C;,C,) is the stabilizer code for S
because it has dimensions k; + k, n.

Example 7.20 The Steane code revisited. The parity check matrix

1110100
P=11101010
1011001

defines the [7,4] Hamming code. The Steane code takes the [7,4] Hamming code
as both C; and C,. To obtain stabilizers for the Steane code, define an operator in
G7 for each row in the parity check matrix that has a Z in every place a 1 occurs
and an [ for every 0:

ZQZRZQIQRZRIRIZRZRIRZRI
®ZQI
ZRI®RZRZRIIRIRZ
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For each row in the parity check matrix, also define an operator that has an X
wherever a 1 occurs:

XQXQXQIQXQIRQIXQXRQIRXQI
RXRI
XRIXQRXQIQIR®X

These six observables stabilize exactly the Steane code C, so the Steane code is a
[[7,1]] stabilizer code.
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8

Tolerance for Inaccurate Information in Quantum
Computing

8.1 Introduction

The robustness of quantum processing can only be achieved via the use of
quantum error correction (EC). The term “robust computation” refers to the
ability to do calculations of any length with any level of precision. In quantum
EC, approaches were examined on the false premise that they were carried out
flawlessly. Gates used as part of computation may also transmit faults that cannot
be corrected by the error- correcting code, even if the environment interacts exclu-
sively in ways that the code can manage. Quantum EC must be used in conjunction
with fault-tolerant methods to provide resilient quantum computing [1].

Here, we describe an approach to quantum processing that is both error
correcting and fault tolerant. Quantum computing in the traditional equivalent
circuit and other paradigms of communication both include other ways to achieve
resilient quantum computation.

An error model threshold theorem finishes the chapter. According to threshold
theorems, quantum computers may do arbitrary lengthy calculations with
arbitrary high precision as long as the error rate is below a certain threshold.
Fault-tolerant quantum computing is shown in this chapter by using a basic error
conceptual framework. The technique is to replace a circuit with a more resilient
expanded circuit; if the failure probability of the original circuit was O(p), then
the expanded circuit has only probability O (p2). Concatenation may be used to
create an arbitrarily low probability of failure by concatenating bigger and more
resilient circuits. This process, known as concatenation coding, can be repeated
until the required degree of precision is obtained. Concatenated coding has the
advantage of using just polynomial resources to achieve rapid results with a low
failure probability [2].

The area of fault-tolerant quantum computing is as well developed as quantum
EC. Theorems and techniques for a wide range of error models and codes have

Quantum Computing: A New Era of Computing, First Edition.
Kuldeep Singh Kaswan, Jagjit Singh Dhatterwal, Anupam Baliyan, and Shalli Rani.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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been devised and proven. Researchers are still working on fault-tolerant quantum,
computing and like quantum EC, it will continue to progress as more quantum
entanglement processing technologies are produced, more realistic error models
are learned, and more advanced quantum computer topologies are established [3].

8.2 Initiating Stable Quantum Computing

To keep things simple, we will simply be looking at [[k,1]]. Even if more qubits and
more operations are involved, the chance of a faulty calculation is lowered if a par-
ticular [[k,1]] quantum error-correcting code is used in a fault-tolerant manner to
encode any circuit made of those universal gates. How to construct logical proce-
dures on the processing qubits, syndrome extraction operators, assessments, state
preparation, and correct decision manipulations in such a way that the resulting
computations is more robust than the original one? (p2). We must first consider
when and how to simulate faults in quantum EC procedures before moving on to
fault-tolerant approaches in more depth [4].

Consider a quantum circuit called QO, which is designed to ensure the robust-
ness of a certain computation. We divide up the passage of time such that no more
than one gate may affect any one qubit at a time (Figure 8.1). There are other
ways to divide the time period in this circuit: instead of applying the single-qubit
gate to the first qubit in the first time interval, the first time interval might have
been divided in half and the two-qubit operation conducted in the second. QO is
partitioned into two sections, one for the logical gates and the other for the syn-
drome measurement and EC transformations. Each time interval extends into two
parts, one for the implementation of the logical gates, and the other for EC and the
measurement of the syndrome (Figure 8.2). Both of these procedures may require
ancill a qubits [5].

1 1 1 1 1 1
i I I I il I
el D: =il
1 1 1 1 1 1
T ® i%i \ \ \
T T T I[—ll ‘ T
1 1 1 ILJI 1
1 1 1 1 1 1
[ ® | ] | |
[ S 1 [ . 1 1
i =
] ® V_H
L L

Figure 8.1 Computation of single bit.
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Figure 8.2 Structure of quantum code.

This simplified figure illustrates the high-level design of an extended circuit for a
([[7,111) quantum code and includes details such as the subdivided time intervals.
The augmented circuit switches back and forth between logical operations and EC.

An ancillary qubit may be needed. To ensure that no qubit is affected by more
than one gate at a time, the enlarged circuit is divided into smaller periods. There
was a time when we could have used mistake correction less often. After every
logical operation, we have opted to use it. It’s possible to choose from a wide
range of options. How the logic gates are constructed and how syndromes and
error-correcting transformations are implemented are crucial in determining if
the expanded circuit Q1 is more robust than the initial circuit QO.

We utilize a model in which mistakes only occur at the beginning of periods to
describe fault-tolerant algorithms. According to our model of flawed single-qubit
gates, a single-qubit error is followed by a flawless gate. Faulty C,, gates are also
represented as excellent C,, gates consisting of two single-qubit errors [6]. The
combination of quantum EC applied locally to each sequence and our robust
fault tolerance algorithms enable C, translations across qubits in different
components, so we may disregard correlations between these mistakes. Only at
the beginning of a time are errors due to the exploration of the environment.
We will start with the local and Markov error models for our first discussion.
There are no past interactions between any of these qubits and their surroundings
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Figure 8.3 Structure of environmental interactions shows each qubit.

at the beginning of each time interval, and each time interval is entirely uncorre-
lated with the preceding ones in Figure 8.3. A broader error model is used in the
threshold theorem presented in [7].

8.3 Computational Error Tolerance Using Steane’s Code

Medical professionals take an oath to “first, not harm.” The error rate of a quan-
tum processor increases when more qubits and gates are used for EC, as described
in the previous chapter. The examination of quantum error detection and cor-
rection made the erroneous assumption that all steps in correcting errors were
executed without a hitch. In a minute, we’ll see that if you follow the instructions
for doing quantum EC from the preceding section to the letter, you’re more likely
to make problems than you are to fix them. No fault tolerance can be achieved
using these techniques. Fortunately, these technologies can be adjusted so they
don’t create more issues than they solve. To demonstrate fault-tolerant quantum
EC, we show how to make the Steane seven-qubit code robust with correction
approaches. Fault-tolerant approaches include safeguards to prevent a single fault
from spreading to numerous qubits, as Steane’s algorithm cannot rectify multi-
ple errors. As an alternative, a group of parts that only fail when there are two or
more mistakes will be used to replace any failed parts that were initially part of the
ensemble. This will result in a costume that only fails when there are two or more
problems [8].



8.3 Computational Error Tolerance Using Steane’s Code

8.3.1 The Complexity of Syndrome-Based Computation

Calculating syndrome has the potential to be harmful to the computing state.
Our Steane code parity check circuit, illustrated in Figure 8.4 (the first of six),
is an example.

In Steane’s seven-qubit code, this is one of the six pathological computational
circuits. The first four encoded states and the first ancilla qubit are impacted.
If one of the qubits is off by one bit, Steane’s method can fix it. We want to make
sure that if there is a mistake in the process of selecting the error, it will not make
things worse for the consumer. The objective is to prevent the widespread corrup-
tion of encoded qubits due to a single mistake in the quantum error-correcting
procedure. Errors caused by bit flips on auxiliary qubits may result in the “cor-
rection” of an error that does not exist. Even though it’s irritating, a single-qubit
mistake in the coding qubits introduced by the “correction” is not life-threatening.
As long as no other errors arise, the next round of EC will fix the problem. To
avoid propagating errors, the ancilla qubit must be reset to |0) before it may be
utilized again. Later rounds of mistake correction may miss some of the more seri-
ous flaws in the coding qubits, rendering them unfixable. To determine if you're
thinking about quantum circuits in the proper quantum or classical manner, take
a moment to see if you can detect the issue [9].

Quantum code syndrome extraction operators often use controllable gates.
Computing from the computational qubits to the ancilla qubits sounds like it
would be a safe operation on the appearance. Please be aware of the following:
Concepts of from and to are ground-dependent; in the Hadamard ground, the
control and target qubits of C,, are swapped, phase flips become bit flips, and
simultaneously. Consider the case of a ZH mistake occurring before the syndrome
computation has begun, after the qubits in the state |[+) have been utilized for
encoding. All four ancilla qubits (b1, b2, b3, and b5) are flipped to the | state as a

Figure 8.4 Structure |b
processing units.
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result of the error because it puts the ancill0061 qubit in the state |, making it the
control bit for each C,,. If there’s only one flaw, it may lead to several problems
in the error-correcting qubits [10].

8.3.2 Error Removal and Correction in Fault-Tolerant Systems

According to the example an ancilla qubit should be coupled to no more than
one basic programming qubit for fault-tolerant error detection and correction
in Figure 8.5. We need to use a circuit like this to construct Steane’s code in a
fault-tolerant manner.

Although it is possible to get programmed qubits’ quantum states, another
related measurement is likely to have a detrimental effect on the state of the
encoded qubits if the ancilla qubits are measured. A single-qubit mistake on qubit
B5 in the encoded form would be an example. However, the superposition of
qubits b5 has been ruined. Thus, the correcting operation will “restore” this qubit
to a state of either |0) or |1) instead of correcting it to the proper state [11].

The idea is to place the ancilla qubits in a condition where it is difficult to
learn anything about the current computational state. If you measure all four
ancilla qubits, just one piece of information must be gained - the matching
syndrome operator’s value - from the non-fault-tolerant circuit’s four qubits.
When a single-qubit bit-flip mistake occurs on any one of the system’s four qubits,
an appropriately constructed initial start-up state |0) for the ancilla transforms
into a second state |e), yielding only one bit of information. Consider

1
log)=——= D, %)
24/2 d(x) even
strings with equal Hamming weight are included in the total.
1

lp)=—= Y X
22 dy(x) odd

Figure 8.5 Structure of fault-tolerant error detection
© and correction.
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The ancilla stays in state |0) even if the encoded qubits include mistakes that
would have resulted in the original syndrome state |0). The ancilla ends up in state
|e) in the event of faults that would have resulted in |1). In the no-error situation,
a random even-weighted string is generated, but in the error case, an arbitrary
odd-weighted string is generated. Only one piece of information may be gleaned
from this measurement.

To get a fault-tolerant implementation of the Steane code syndrome measure-
ment, one more issue must be resolved. The state |0) must be prepared before the
solution can be applied. Our preparation of |0) must be fault-tolerant. We must
ensure that this is the case. If a prepared state deviates too far from |0}, we will not
utilize it. Our primary goal is to ensure that any faults in the preparation of many
coding qubits are not caused by a single mistake. For cats, the Walsh-Hadamard
transformation yields |0). Using the circuit shown in Figure 8.6, the cat state is
built in a non-fault-tolerant manner. By anticipating potential failure modes, this
design may be made more robust [12].

A failure in one cat state qubit should not lead to a loss in another, and so on,
in any of the coding qubits. Errors in the basic design of the ancilla state are not
an issue. The worst that can happen is if the phenomenology is erroneous, in
which case the “repair” matching for this condition will only affect one qubit.
It is essential to avoid making any mistakes that might lead to many phase faults
since this could contaminate the coding qubits. To prevent the spread of bit-flip
errors, the first part of the circuit must be thoroughly tested before applying
the final Hadamard transformations. No matter which qubits are affected, a
bit-flip mistake may be propagated across this circuit. As an example, if the
first and fourth qubits were flipped, they would have negative values, but in an
error-free situation, they would be equal. Using a check for equality between
these variables, if the check fails, we may reject the current state and start over
from scratch.

This test is shown in Figure 8.7 as part of the cat state ancilla preparation.

In order to determine whether qubits 1 and 4 have the same value, the Z mea-
surement is performed. If this evaluation is unsuccessful, the state is discarded,
and the state preparation process is restarted.

Figure 8.6 Non-fault-tolerant
construction of a cat state.
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H Figure 8.7 Fault-tolerant cat state
I ancilla preparation.

J
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8.3.3 Steane’s Code Fault-Tolerant Gates

A system as a means for performing unrestricted quantum calculations on the
logical qubits of the Steane code, we need a set of fault-tolerant logical gates
that can approximate any unitary operator on the logical qubits. Because a
single flaw might affect several qubits, even the simplest implementations of
logical single-qubit gates may not be fault-tolerant. Even if it’s not ideal, a logical
single-qubit operation may be conducted in the simplest way possible by decoding
the logical qubit, executing a real single-qubit operation on the resulting qubit,
and then reencoding. If a mistake is made in decoding even one qubit, that error
will be repeated when re-encoding all seven qubits. For logic gates with many
logical qubits, fault-tolerant methods must also prevent a single error in one block
from propagating to multiple faults in another [13].

Fault-tolerant implementations are provided for several gates in the Steane
code, such as X, H, and C,,,,. Other gates, such as the Toffoli gate and the /8-gate,
are more challenging to find fault-tolerant implementation for since the only
known responsibility to fix implementation need more qubits. To implement
logical X in a fault-tolerant manner, it is helpful to keep in mind that the logical
qubit |0) is the equal-weighted superposition of all elements of C, and that |1) is
the equal-weighted combination of all components of C. Keep in mind that the
non-C elements are formed when 1111111 is added to the C elements. When
applied to each qubit in the seven-qubit block, the logical X gate flips them from
|0) to |1)"" and |1)” to |0)”. In Figure 8.8, the C,, operators are applied across
the qubits of the two blocks, allowing the logical to be achieved by adding any
component of C to any component of C as illustrated. If there is an error in one of
these implementations, it will not propagate to other blocks. In these cases, gates
are only deployed across pairs of connected qubits in the blocks, a transversal
strategy that fails under most conditions.

Finding a fault-tolerant implementation when the transversal technique fails
might be quite difficult. Fault-tolerant processes can only be built using a certain
kind of code. Codes for which fault-tolerant implementations of particular logical
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Coot |X)[¥)

|v)

Figure 8.8 Fault-tolerant C,.

gates are not known exist. It’s impossible to transversely perform most single-qubit
operations even using the Steane code [14].

A fault-tolerant implementation can be achieved by applying each qubit indi-
vidually. However, this is not always possible. By way of illustration, not only does
applying to each qubit not lead to anything, but it is also impossible to implement
in any cross-sectional method. There is no known transversal implementation.
Only ancilla qubit implementations are known to be fault tolerant.

According to Figure 8.9, since there are only three qubits across the three blocks,
a logical Toffoli gate T cannot be constructed using Toffoli gates. In the same way
that the gate can only use nontransversal T implementation, the Steane code can
only use nontransversal T design and implementation.

For the Steane code to be used for fault-tolerant computation, we must show that
a sequence of fault-tolerant gates may indefinitely closely mimic all logical unitary
operators. We give robust arithmetic and logic such as the Hadamard gate H, phase
gate, controlled-not gate C, ,,, and the previously described globally approximation
gates. They have been covered extensively before. The logical Hadamard gate H
may be implemented transversally by executing H on each of the qubits in the
block. Locating a fault-tolerant architecture is more complicated.

Since not all modifications have built-in fault-tolerance mechanisms, several
distinct fault-tolerant techniques include using an ancillary state. The trick is to
measure everything. One possible use of these methods is a fault-tolerant /8-gate
integration. It is possible to implement this using the state 1/4 = +|. The circuit
shown in Figure 8.10 may carry out the operation P under any input state |. Since
we are familiar with fault-tolerant representations, it is not required to prepare the
encoded form in this circuit in a way that makes it resilient to errors. The first stage
in creating a fault-tolerant environment is conducting a foolproof assessment.
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%)

|v) *T|0[)2)

|2)

Figure 8.9 There is no transitive Toffoli gate T that can be constructed using this

method.
Figure 8.10 Circuit operation.
‘7‘:/4> Pn/2X

The designing of circuit of quantum work as on fault-tolerant versions.
The result of the measurement using Z determines whether or not P/2 X is used.

8.3.4 Measurement with Fault Tolerance

Indirect measurements may be made with the help of the following circuit
if M is Hermitian and unitary: this architecture is not fault-tolerant since a
flaw in the ancilla qubit might potentially affect all n qubits. To make this
design fault-tolerant, as shown in Figure 8.11, we employed measurements of
the fault-tolerant phenomenon in a cat condition. The exact requirements for
fault-tolerant EC in electromagnetism must be met for an n-qubit Cat state
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Figure 8.11 Measurement
of fault-tolerant \O> H
measurement.

‘E>> —— Y

to be utilized in fault-tolerant creation. If they are not met, the state must be
verified and destroyed. If M is well governed by the cat state, it may be used as
a clear indicator that can tolerate failure. If M can be implemented in terms of
transverse operators, then it is straightforward to construct a controllable variant
by manipulating the corresponding cat state qubit to ensure that all single-qubit
operators are run, or none. The state | 4’s fault-tolerant preprocessing is a good
illustration of where this structure may be used.

8.3.5 Readying the State for Fault Tolerance

By finding an inexpensive measurement operator M that is both likely to be
implemented and fault-tolerant, a state | fault-tolerant may be created. In every
fault-tolerantly constructed state that is not perpendicular to la, the chance of la
being generated is positive. It is possible to employ a fault-tolerant gate to change
an incorrectly acquired eigenstate into a desirable one if these measurements
yield an inaccurate result. The procedure may be maintained until the destination
is reached.

Starting with a basic insight about operators, we can get an inexpensive and
fault-tolerant implementation for the state. The eigenvectors of PXP1 also have
eigenvalues 1 and 1, consistent with the fact that X has eigenvectors | + and | with
eigenvalues 1 and 1. The fact that n/4 is an eigenstate of may not appear relevant
at first glance because we are really attempting to build P/4. The commutation
connection, however, suggests that

M=P,  XP, =e PP, X=e"P /)X

We'’re also familiar with the fault-tolerant implementation of P/2 and X.
To accomplish the indication of the amount, it is not necessary to design
completely controlled implementations of these gates but rather ones that are
adequately controlled by the cat state utilized to considerately execute the mea-
suring system. In Measurement function, it is a considerably simpler undertaking
an indirect measurement by M with a logical analog may be obtained by first
performing seven controlled P/2X gates between each pair of associated cat states
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and ancilla qubits, followed by one controlled phase gate. This completes the
P/2X implementation. Afterwards, the cat-state structure is dismantled and the
remaining qubit is measured in a regular way. It is possible to achieve the desired
condition when the measurement result is 0. Applying Z results in a state that is
the intended state if the measurement yields a value of 1.

Let’s take a look at each step of this circuit to determine whether it can
measure M. C,, operations and the Hadamard transformation produce state.

Cat’s qubits control the following eight gates, which execute M on the state’s
qubits, resulting in the state.

L2(|o>®7|¢> + )R [77))

\/_

The six C,, result in the state
1 ~ ~
—(10)®7]) + [1)[0)*°M|§))
V2
applies M controlled by the cat state, then the cat-state construction is undone
and the first qubit of the cat state register is measured. Either |t/~4 or Pr2 | —is
obtained. In the latter case, a Z operator could be applied to obtain |x/~4.
The ultimate Hadamard transformation yields a condition known as

1 ~ ~ o~
SUDI0Z 7+ - 10®@6M | )
which is equal to

L (10)I0)2°(17) + M1i7)) + 11)I0)®°(1i7) — M17)))
22

When the first qubit is evaluated in the consistent schedule, one of the
eigenvalues of M is acquired.

8.4 The Strength of Quantum Computation

Code that repeatedly replaces circuits with bigger and more resilient ones is
concatenation. Concatenation levels are also analyzed to illustrate the increasing
potential for exponential precision growth when more resources (qubits and
gates) are made available.

8.4.1 Combinatorial Coding

QO will be considered a time-separated circuit for the sake of this discussion.
A success rate of 1 or more is desired. We need Qi +1 to use Steane’s code
to encode its qubits, Qi to have its gate logic replaced by fault-tolerant logical
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analogues, and Qi to do EC after each of its mode of existence logical equivalents.
The circuit Qi is derived from the initial QO by a series of concatenated encoding
operations. Concatenation happens on two different levels here. Mistakes on
blocks equivalent to the final logical qubits occur less often than errors on blocks
of seven qubits, and both types of blocks need EC. This hierarchical EC allows
for exponentially high resilience to be achieved with just quadratically many
resources, qubits, and gates.

As shown in the above paragraph, an exponentially small amount of resources
is sufficient to achieve a polynomially large level of accuracy. To put it in terms of
an error-correcting code, we may think of it as an ensemble of components that
only fail when there are two or more errors, rather than just one, replacing the
parts that fail when there is a single mistake in the qubit. If a component fails at a
given moment with probability p, then the ensemble fails with probability cp2.
A machine M0 has N parts, and each of those parts will break with a certain
probability (p) at some point during the T intervals that the machine will be in
operation. How likely it is that M will be implemented without a hitch is denoted
by NT. While individual components still fail with probability p, the ensemble of
K components fails to complete the intended operation with probability just cp2
for some constant less than or equal to 1. Machine’s essential parts may now be
replaced by ensembles of K individual parts. Machine M, succeeds with a probabil-
ity of (c2i1p2i)NT in the long run if and only if, after I tries, it fails to carry out the
planned operation with probability at most c2i1p2i. The accuracy improves twice
as rapidly as the number of components Ki in the hierarchical ensemble corre-
sponds to a single component in machine M0, which grows only exponentially in I.
For the ensemble to attain a failure rate of less than (1/2)r, we only need to encode
) , the failure rate is less that (1/2)r because

log,c—r
log,(cp)

O(log, r) times. For any i > log, (

log,c — r>
i>log, | ————
& ( log,(cp)
implies that
. -1
iy r —log,c
—log,(cp)

The denominator —log,(cp) is positive, since cp < 1, so schematic diagram with
circuits QO0, Q1, and Q2 showing two levels of concatenated coding.

Schematic diagram with circuits QO0, Q1, and Q2 showing two levels of concate-
nated coding. The number of qubits is only suggestive: for the Steane code, the
circuit Q2 would use forty-nine qubits for each qubit of QO.

—2ilog,(cp) > r —log, ¢, which implies

21
—r > 2'log,(cp) — log,c = log, <(CI::) )
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Thus,

21‘
s (cp)

G

2

where (1/2)" is the failure rate we computed for an ensemble in machine Mi that
replaces a single part in the original machine MO.

8.4.2 A Threshold Theorem

Threshold theorems are given, and their significance is described in the first para-
graph of this section. After a brief conclusion, we go on to a set of more gen-
eral threshold arguments and numerical approximations for the aforementioned
thresholds.

For each [n, 1, 2t + 1] quantum error checked, a theorem on the threshold pT
guarantees the following properties. When working with C, we use a number of
qubits and time steps proportional to a polylogarithm of C, where C is the total
number of possible locations.

An error-correcting code has a full set of fault-tolerant procedures if it includes
fault-tolerant operations for a comprehensive set of universal logical gates, error
detection steps, state preparations, and measurement. If a circuit C is divided into
discrete time intervals, then each qubit may undergo just a single preparation,
gate, or measurement at any one moment. C-locations include things like gates,
checklists, gauges, and forecasts (for the identity transformation storing the
qubit for the next step). In a fault-tolerant protocol, each step is replaced by an
error-correcting procedure that relies on a robust error-correcting code and a
variety of other fault-tolerant processes. The circuit C in the threshold theorem
is built by repeatedly using the fault-tolerant protocol and exchanging the gates,
preparations, and measurements from the previous round. The number of
iterations required to achieve a certain level of accuracy.

The probability of an error at each point in a set decreases exponentially with
increasing set size, as shown by local stochastic error models. To put it another
way, for each subset S of locations in a circuit C, the maximum chance of a fault
happening at any given site is 1, p;, where p; is the fixed probability of a fault occur-
ring at place L. If the sum of the error probabilities at all possible locations, p;, is
less than p, then the error rate is less than p. Assuming the error was intentional
will help you prepare for the possibility that your opponent specifically targeted
these spots in order to throw off your calculations. Defects in a stochastic system
are distributed arbitrarily.

The L1-distance is used to determine how different two probability distributions
are when the probabilities of each of the N possibilities in P are equal to p; and g;.

N
e=IIP-Qll, = Y Ip; - ql
i=1
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Let’s pretend the ideal circuit is built to perfection and the resulting state is
quantified in a consistent way. In this case, we will assume that the measurement
results follow a normal distribution, denoted by P. In the presence of local unpre-
dictable noise at a rate p, implementing C and then observing the logical qubits
yields a probability density function denoted by Q. Before taking any measure-
ments, the output state of C may be modeled using ideal and noisy scenarios using
density operators and. The statistics distance between the distributed ability and
the standard basis is equivalent to the trace distance between Hermitian opera-
tors. Hermitian operators’ trace distance (or trace metric) is computed using the
trace norm ||A||. Tr of A may be summed up as follows: ||A||Tr = tr|A|, where
Al = \/ATA is the positive square root of the operator AtA. Let p and p be two
density operators. The trace metric d,(p, p') on density operators is defined to be

e=dp(p.p)=llp =0 lly, =trlp—p'|

Threshold theorems have also been derived from other error models, including
more extensive models. For error modeling, there exists threshold information and
knowledge in which each basic gate is substituted with an interactive one that is
near the real gate but still interacts with the user. Every elementary gate has a
corresponding model, such as U I for an action on the computing system and I U
for an action on the external world. In which the system and surroundings of the
computer are subject to a unitary operator V, and V must fall inside the interval T
of the unitary operator U models each immaculate gate’s noisy equivalent.

||V — U ® I||Tr < nT for a certain cutoff value T. Despite its simplicity, this noise
model is quite versatile. Even the local stochastic error model is subsumed.

Several codes, fault-tolerant processes, and error models have yielded estimates
of threshold levels such as pT or T. In the beginning, the thresholds were in the
range of, but they have now been raised to. To get to the value of implement-
ing trials, we will have to make more advancements. More realistic noise models,
sophisticated error codes, and fault-tolerant approaches and analyses will all help
to raise these numbers.
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Cryptography in Quantum Computing

9.1 Introduction of RSA Encryption

This form of strong encryption may be used to encrypt or scramble a message using
a key distributed between two parties. The communication may be decrypted or
recovered later using the key. A mathematical procedure is used to produce cryp-
tographic keys that are difficult but not impossible to break. As an alternative,
quantum cryptography (QKD) relies on the rules of physics to generate a key for
distribution. Despite the fact that quantum cryptography is not completely secure,
it has a number of benefits over other approaches [1].

First, let’s have a look at a toy example of how communications may be
encrypted before we go into quantum encryption. Let’s say that Alice and Bob
desire to send each other a secret message. If you are looking for an easy approach
to jumbling up the message, all you need is to produce an encryption key called k.
Each character in the message may be given a value of k, which will result in
an unintelligible muddle. Let’s pretend that we are utilizing a binary code to
represent the alphabet’s capital letters. Because 26 + 25 = 32, the alphabet must
be encoded in binary using at least five bits. If we start with the first four letters
of A, B, C,and D as 0, 1, 2, and 3, the letters may be encoded as follows:

A — 0000

B — 0001

C - 0010

D — 0011
An eavesdropper (often referred to as Eve) may easily record our chat if we
just sent our message through a public communications channel (such as a
mobile phone). So, how can Alice and Bob keep the message secure? To make the

communication more secure, we may simply add a key k to each character before
sending it. After that, the message is encrypted and transferred across the public
Quantum Computing: A New Era of Computing, First Edition.
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network. In order to decode or retrieve the original message, Bob subtracts k from
it. A private chat between Alice and Bob may be shared with Eve if she does not
know k [2]. This means that Alice encodes the message, which is called m, with
the key k by producing the sent string ¢ in the following manner:

t=m+k

To be more precise, let k =3 = 0011. This is added to each character in a message
that we are working on. As a result, the strings above are transformed into

— 0000 — 0011
— 0001 — 0100
— 0010 — 0101
— 0011 — 0110

For our encoding system, this means AD, BE, CF, and DG. Using the key, Alice
can encrypt the word BAD and send E D G to Bob. Public channels are used to send
this data. A nonsensical jumble of letters and numbers appears as Eve attempts
to touch the line. Bob, on the other hand, is aware that the critical m = t k may
be used to decode the signal. Someone may discover k by chatting with Alice or
looking through Bob’s hard disk if we use the same key every time. It is possible to
reduce the danger by switching the key regularly, such as every time we send an
email. A one-time pad approach is what we are employing when we often swap
out the key [3].

9.2 Concept of RSA Encryption

Obviously, in the actual world, such a rudimentary system would never be used.
Rivest, Shamir, Adleman (RSA), a standard encryption technology, is one of the
many protections required to protect our data. The RSA algorithm uses two keys,
one public and one private, to encrypt data. There are two things you need to
decode a message: the private key and multiple integers that are difficult to fac-
tor. To get around the mechanism, you’d have to factor in the numbers. Starting
with two prime numbers known as p and g, we begin our analysis. There are only
two ways to divide a prime integer p: by itself and by one. 2, 3, 5, 7, 11, and 19 are
examples of tiny primes. Because 9 is divisible by 9, 3, and 1, it is not a prime num-
ber. There are only two ways to divide the number 13: 13 and 1. There exist highly
huge prime integers p > 10100 that make factoring impossible in RSA encryption.
For huge prime numbers, it turns out that considering their products would take
billions of years to complete in theory, regardless of how fast or powerful a com-
puter we create. So, it should be noted that this has not been proven, and thus it is
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conceivable that someday a mathematically efficient program may break down big
prime numbers on a classical computer. A quantum computer can factor numeric
values with ease; hence, additional cryptographic techniques (quantum cryptog-
raphy) must be utilized to protect communications [4].

An RSA scheme that is basic enough can be tested. We begin by taking the prod-
uct of two huge prime numbers, p and g, and writing it down as

n:n=pq 0.1

Finally, a composition that some numbers of philosophers have dubbed the “to-
tient” is computed.

pm)=@pP-1)@g-1 92)

We now need to make sure that the only component in e and (n) that is equal
is 1. Together, n and e provide the basis for the public key. It has already been noted
that

1 mod ¢(n)

The novel’s private key contains only two characters, d and n. Recognize that
because we currently know e, folks could decode the information if we knew d.
To clarify for the uninitiated and unfamiliar, here’s a brief primer on how mods
work. The leftover we obtain when we divide two numbers by two is known
as the compressive strength. 7 divided by 5 yields 1 with a residue of 2, for
example [5]:

7 mod 5 = 2is the answer

As a result, we may complete a division using the mod function. A secret mes-
sage known as “m” is encoded as follows:

c=memodn 9.3)

The secret key d is in the hands of the intended recipient. The communication
may be decrypted by them, since

cd = medmodn

Due to the fact that n = pq, med = m mod p med = mmod q 9.4)
According to pure mathematics, we may conclude that this is the case.

cd=mmodn (9.5)

Example 9.1 Using a tiny number as an example, we can understand how the

system works in theory. A message m =6 with p =3 and q =11 is encrypted and
decoded using the aforesaid RSA technique.
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Solution
We begin by constructing the product

n=pq=3)11) =33
The solution is the next step
p=0C-1)1A1-1)
=(2)(10)
=20
Let e > 1 such that e and ¢ = 20 have no common factors except 1. The smallest

number that satisfies this criterion is e =3. To find d, we use (9.3) and find the
smallest x such that.

de=1+xp
For m =6, the secret message is sent.

¢=memodn
= 63 mod 33
=18

It is best to calculate mod equations using MATLAB. To Bob, who possesses the
private key d =7, Alice sends this message. Using the encryption program

m = cd mod n
= 187 mod 33
=6

In today’s world, the RSA encryption technique may be used for various
purposes. Since n = pq can be calculated, Shor’s approach shows that a functional
classical computer can quickly break an RSA encryption system. In terms of
encryption, is there a better method? Quantum mechanics, it turns out, has a
number of applications.

9.3 Quantum Cipher Fundamentals

Quantum cryptography uses quantum physics to produce a secret key rather than
relying on standard numerical techniques. Quantum cryptography, or QKD, is the
name given to this process. Between Alice and Bob, two communication chan-
nels are utilized to accomplish QKD. Included in this category is a standard public
route, such as the Internet, a mobile phone, or even your house phone. Communi-
cations over this line are secure. In addition, a quantum communications channel
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is employed to disseminate the quantum key as a second component of the QKD
jigsaw. Individual photons with distinct polarization states are used in practice.
Measurement upsets a quantum state, a fundamental concept of quantum theory.
A measure must be taken to decode the information in a quantum state containing
a key. In other words, if Eve connects to the line, she will have to take measures
that will cause Alice and Bob to become aware of her existence [6].

The BB84 protocol is our first foray into the realm of cryptographic algorithms.
The method was supposedly named after its inventors, Bennett and Brassard.
These three tenets form the backbone of BB84 QKD:

According to the no-cloning theorem, it is theoretically impossible to make an
exact clone of a superposition state. Since Eve cannot intercept a quantum com-
munication channel, replicate the quantum states required to produce the key, and
then send it to Bob, the key cannot be delivered to Bob. The breakdown of the state
is caused by measurement. To construct a bit string in QKD, a variety of bases will
be needed. To avoid state collapse, we must perform measurements on just one of
the two bases provided. Disruption to the system is caused by obtaining informa-
tion about its current condition. It is impossible to go back and change the results
of a measurement.

If the system is in a state that conforms to points 2 and 3, then you should take
note of those things.

_ 1)+ 1)
V2

With a computationally measuring device, we discard the system’s original state.
Let’s pretend we get a measurement of 0. The state is now different from what it
was initially in the | basis:

I+)

I+) +1-)
V2
There is only a 50% chance of finding |+ if we measure in the |+ basis—the state
has been irreversibly alter.
To generate our key in the BB84 protocol, we rely on both the computational
and the | basis. To recap, these two pillars are linked by means of

_ 10+ |1)’ ) = 10) — 1) (9.6)

V2 V2

Alice starts by generating a random string of 2" qubits to use as the key. One of
the four provinces is used to construct each qubit:

10) =

[+)

10}, [1), 14), =)
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Table 9.1 Conversation between two objects.

Alice bits 0 1 0 0 0 1 0 1
Alice basis  {l0), I1)}  {l0), 11)} I+ {loy, 11y} {0y, 11)} 1= I+ I+
Bob basis {loy,11)}  {lo), 1)} I+ I+ I+ {loy,11)} I+ I+
Match Yes Yes Yes No No No Yes Yes
Keep Yes Yes Yes No No No Yes  Yes

and may be used to represent logical 0 in each case. After then, the qubits are
physically sent to Bob. In order to obtain accurate readings, Bob chooses a basis or
a | basis for each qubit as he measures it.

There are two possible qualities for each piece of the string, and Alice will select
one of them at random. Standard probability theory demonstrates that about n
bits will be made in the basis and »n bits will be generated in the | basis. When
comparing their notes, the only thing Alice and Bob talk about is the reasoning
behind each decision they made. By switching to a new basis, Alice and Bob may
safely dispose of the qubit. When bits from Alice and Bob’s keys are discarded, the
resulting key is referred to as the “sifted key.”

Example 9.2 An 8-bit string is created by Alice

[0 D-H10)0) =) 1+)1-)

In the following sequence, Bob involves measuring the bases {l0),I1)}{I0),I1)}
{l+)1£)}+£)10),11)I+)I+), and explain informational strings of bits that Alice and
Bob keep track of.

Solution
In Table 9.1 shows Bits 1 through 8 are discarded while counting backward to
determine whether Alice and Bob utilized used the same or different foundations.

The final bit string is created by keeping the bits in locations 1, 2, 3, 7, and 8 and
throwing out the bits in positions 4, 5, and 6. The filter key is s =01001.

When Alice and Bob have finished creating the filtered key, they must verify
it again to ensure it is error-free. It is possible for an eavesdropper to infiltrate a
communication channel and induce mistakes, such as bit flip and phase flip errors,
to occur [7]. Eve may be listening in if the mistake rate is too high. Alice and Bob
examine the prediction error and destroy the key if it exceeds an agreed-upon level.
For the sake of argument, let’s pretend Eve had measured bit 8 in Example 9.2. The
computation and the | bases have a 50% probability of being picked by her to make
her measurement. She may have chosen a computational framework. Then

10) — 1)

-y = ==

V2
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When Eve performs her measurement, the qubit will be in the state. Consider it
to be. Alternatively, this might be worded as follows:

[+) +|-)

V2

Even if Alice sets the qubit in the | state, Bob has only a 50% probability of seeing
the right answer when he does his measurement. Eve’s existence may be inferred
if a high number of qubits are included in our string. Using the bit string 01001 as
an example, Alice knows she made it. The bit string 01000, on the other hand, is
in Bob’s possession. Errors may also be caused by noise on the quantum channel.
Those qubits can be repaired via quantum error correction.

0) =

9.4 The Controlled-Not Invasion as an Illustration

Suppose that Alice is in this situation.
[04) +114)
V2
This condition cannot be replicated in any manner by Eve. There is a possibility

that Eve sought to create a state that both Alice and Eve could measure in the same
way. From this starting point, Eve can establish a product state.

[04}10g) + [14)[05)

\/5

Look at what happens if Eve uses Alice’s quantum computer as the signaling
bit, with Eve’s qubit serving as the control destination to apply a controllable NOT
gate to the state. As a result, the state

[04)105) + |1A>|0E>_) [0,)105) + [1,)11E)

Vi

For Eve, we need to know that Alice’s measurement is zero. Eve will have one if
Alice gets one. How does the | basis affect the results? Then there’s

[04)10g) + [14) (1) _ 1 [( [+4) + I_A>) <|+E> + |_E>)
i vl V2

.\ < |+A>\—f2|—A>> <|+E>\;§|—E>>]

= é (%) [|+A>|+E> + 1+ =g) + =) +e) + =) —E)
+ |+A>|+E> - |+A>|_E> - |_A>|+E> + |_A>|_E>]
= L(|"‘A>|‘*’E>"‘ [=a) =)

V2

[+4) =

[+4) ® |0g) =
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Alice and Eve’s relationship has remained consistent! Both Alice’s and Eve’s
qubits have the same quantity. Instead, imagine if Alice

104) — 114)
V2

Whether the association is still valid is the question. If we follow the same steps,
we will wind up in the same situation.

=)+ =a)HE)
V2
Alice and Eve’s measurement findings are, as we can see, opposed. Eve, on the
other hand, does not know in advance what Alice’s condition was; therefore, her

measurements are worthless. In general, Eve cannot use a controlled-NOT gate to
build a product state and discover what Alice possesses.

|_A) =

ly)

9.5 Cryptography B92 Protocol

The BB84 protocol has been simplified using an updated version of the QKD pro-
tocol. There are no orthogonal bases this time around. We use the mathematical
fundamental for one of the foundations, which we call “ the basis,” as is customary.
Here’s the bare-bones rundown of what must happen:

Bob involves measuring the qubits using a random advanced computer foun-
dation, or basis. Bob is a stickler for only taking measurements using the metric
system [8].

In step two, Bob builds a key using the measured bit locations.

Bob broadcasts the locations of bytes, while Alice receives them over a public
channel.

In the parallel computing model, Bob will get what Alice builds if he measures
it. Assuming his length measurement begins at ground zero, he will be granted.

If Alice constructs a and Bob measurements it in the supercomputing basis, then
Bob gets it. He receives | if he calculates on a | basis. Assume Alice generates the
8-bit string shown below:

0)[0)10)10)]0"}10}10)|0")
If Bob measures using

0)[0")107)]0)[0)10)[0")|0")
The result is

0)[1)]0}]0)[1)]1)[1/)]0")
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Regarding the key, Bob says he will be holding on to spots 2, 5, 6, and 7. Com-
paring this with BB84, it is easy to see the changes. Alice creates a key in BB84.

Whenever Bob gets results obtained, the key is produced. Alice utilizes just two
states to construct the key instead of the four states that were previously utilized.

9.6 The E91 Protocol (Ekert)

Ekert’s quantum entanglement-based cryptography is the last approach we
will look at. Bell states are created by delivering send Bob the other half of the
Einstein-Podolsky-Rosen (EPR) pair and Alice the first. Assume that the EPR
pair’s state equals

|00) + |10)

V2

Then, we can be confident that Alice and Bob’s measurements will be correlated.
When it comes to the status of affairs, on the other hand, this is not the case.

|01) + |10)

V2

Therefore, the measurements performed by Alice and Bob will be utterly dis-
cordant. The qubits of Alice and Bob are measured on a random basis. A normal
channel is utilized for communicating, and the bit locations they use are deter-
mined from that. To make the key, they will need these pieces.

If an unauthorized individual is present, Alice and Bob will be able to tell
because their findings will be perfectly correlated or perfectly anticorrelated.
Potentially, regular errors might be fixed using quantum error-correcting
techniques.

Every single case using QKD employs privacy amplification to provide a more
secure key. Instead of trying to quantify them, as Eve could have done, these qubits
are being wasted. To construct the refined key, all Eve has to do is eliminate the
six bits she is aware of, leaving a key length of 14 bits [9].

|ﬂoo> =

|ﬂ01> =

References

1 Chang, J.B., Vissers, M.R., Cércoles, A.D. et al. (2013). Improved supercon-
ducting qubit coherence using titanium nitride. Applied Physics Letters 103:
12602.

2 Diamanti, E., Lo, H.-K., Qi, B., and Yuan, Z. (2016). Practical challenges in
quantum key distribution. npj Quantum Information 2: 16025.

221



222

9

3

Cryptography in Quantum Computing

Ursin, R., Tiefenbacher, F., Schmitt-Manderbach, T. et al. (2007). Free-space
distribution of entanglement and single photons over 144 km. Nature Physics
3: 481.

Nielsen, M.A. and Chuang, I.L. (2010). Quantum Computation and Quantum
Information. Cambridge: Cambridge University Press.

Jiang, L., Taylor, J.M., Nemoto, K. et al. (2009). Quantum repeater with encod-
ing. Physical Review A 79: 032325.

Kimble, H.J. (2008). The quantum internet. Nature 453: 1023, arXiv:0806.4195.
Diir, W., Lamprecht, R., and Heusler, S. (2017). Towards a quantum internet.
European Journal of Physics 38: 043001.

Ritter, S., Nolleke, C., Hahn, C. et al. (2012). An elementary quantum network
of single atoms in optical cavities. Nature 484: 195, arXiv:1202.5955.

Bernien, H., Hensen, B., Pfaff, W. et al. (2013). Heralded entanglement between
solid-state qubits separated by three metres. Nature 497: 86.



10

Constructing Clusters for Quantum Computing

10.1 Introduction

In the cluster-state quantum computing concept, the processing is done without
requiring quantum gates. On the other hand, this measurement-based model may
be used to replicate the dynamics of quantum mechanics. The cluster state model
may simulate or perform quantum computing since quantum gates are built using
unitary operators [1].

Cluster states are multiqubit states that undergo a sequence of measurements
to be processed. The outcome of each experiment is used to choose the basis for
the next experiment, creating a feedback loop in quantum computing. Two phases
may be used to summarize cluster state quantum computing

To begin with, the qubits must be put into a specific condition. Start with, for
example, the states beyond which controlled phase gates are applied [2].

On some bases, calculate the qubits. Repeated measurement creates a feedback
loop by determining the foundation for the next size based on past findings.

One computationally controllable stage of operation is the controlled-Z gate,
which uses a linear transformation.

1 0 0 O
1
cz=|% 1 0 0 (10.1)
0O 01 O
0 0 0 -1

Using a controlled phase gate causes the states to get entangled.

10.1.1 State of Clusters

Graphs, a collection of connected components, are used to represent cluster states.
The vertices represent programmable phase gates, while each vertex is a qubit.
Figure 10.1 depicts one such instance.

Quantum Computing: A New Era of Computing, First Edition.
Kuldeep Singh Kaswan, Jagjit Singh Dhatterwal, Anupam Baliyan, and Shalli Rani.
© 2023 The Institute of Electrical and Electronics Engineers, Inc. Published 2023 by John Wiley & Sons, Inc.
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: : : : Figure 10.1 Cluster structure.

After setting up each qubit in the |+ state, we may begin performing cluster state
quantum computing. Following that, qubits in the graphs are governed by phase
gates [3].

10.2 The Preparation of Cluster States

Cluster state preparations begin with the creation of a product stage in Figure 10.1
[+)c = 1+)®" (10.2)

The two vectors in the network recognize two qubits, and the line linking them
represents the single regulated capital investment project done to them in figure.
Then, the first product state is produced (Figure 10.2).

[+)e = [+) ® |+) (10.3)

We must use a controllable phase gate to proceed to the next step. We may, for
example, use a “controlled-Z” gate offered by

S=%(I®I+Z®I+I®Z—Z®Z) (10.4)
to obtain

SI+) ® |+) = %(I®I+Z®I+I®Z—Z®Z)I+)®|+)
=1[(|o>+|1>><|0>+|1>)
v N\

10) +11) ) ( 10) +11)
+(EZ®D
() ()

Edges are cphase Vertices are qubit
gates &

Figure 10.2 A graph represents cluster state quantum computation.




10.2 The Preparation of Cluster States
0)+ 1|1 0)+|1
P SUEIAYAUEIIY
V2 V2

()2

- %HOO) +101) + [10) — [11)]

Example 10.1 Consider three qubits arranged in a triangle. What states result
in creating the graphs?

Solution
It is called qubit 1 for the top qubit and qubit 2 for the bottom qubits on the left
and right, respectively. It is the result of the starting state.

USRI <|o>\75|1>> <|0>\75|1>) <|o>\+[2|1>>

- %(|000> +1001) + [010) + [011)

+]100) + |101) + |110) + |111)) (10.5)

Let’s have a look at how the constrained gate works. In this example, the first
qubit is the controlling qubit, while the second is the manipulated qubit. If the
value of the primary qubit is zero, the subsequent qubit is not affected in any way.
The second qubit goes via a Z gate if the first qubit is 1 [4]. Remember,

Z10) =10), Z|1) =—[1) (10.6)

Qubits 1 and 2 must first be put via the dominated gate before moving on to
qubits 2 and 3. We get (10.5) by qubits 1 and 2 are subjected to the CZ gate.

ly'y = 1 (1000) + |001) + |010) + |011) + |100) + |101) — |110) — |111))

(10.7)
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Each term’s control is the term’s first qubit. We do very little to the destina-
tion in the first four terms since the control is set to 0. This is a 1 in the final
four terms, but the target is a 1 for the last two terms. As a result, it’s a 0 in the
target.

CZ gates are applied to qubits 2 and 3 now. In other words, the second qubit
is in charge, whereas the third qubit is the intended recipient. We can come up
with

lw,) = % (]000) + [001) + |010) — |011) + |100) + |101) — |110) + |111))
8

(10.8)

Lambda state: The graph looks like a (tilted) lambda. Therefore, we’ve named it
that.

To produce the second graph, we must connect qubits 1 and 3. The CZ gate is
used for these two qubits in the current state to accomplish this (10.8). We will be
done with this when it is done.

lw,) = i\/_qooo) +]001) + |010) — [011) + |100) — |101) — |110) — |111))
8

(10.9)

To bring the subsequent qubit into this state when the original qubit was 1, we
employed a Z gate. This is how the graph looks at this point.
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10.3 Nearest Neighbor Matrix

A numerical solution is a matrix-based representation of a graph. The graph’s ver-
tices are used to name the columns and rows of the underlying matrix. Matrix
elements are either one or zero, depending on whether or not an edge connects
the points symbolized by a specific row or column entry [5]. For instance, have a
look at

We’ve made things easier for you by giving each vertex its own label. The adja-
cency matrix will be 33 if there are three vertices. Between 1 and 2, as well as 2 and
3, there are several edges. To summarize, we may say that there will be 1’s in the
following mixture components: (3, 2). The remainder of the matrices will be set to
zero, resulting in

010
A=(101
010

In the last example, we looked at a situation where

Now that coordinates 1 and 3 are linked, the (1, 3) and (3, 1) matrix entries must
each have 1s added to them. Adjacency matrices are so defined.

011
A=1101
110
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10.4 Stabilizer States

Stabilizing a state requires an operator, A ly) if

Aly) = ly) (10.10)

In other words, a stabilizer is a simple operation that has an eigenvalue of 1. This
shows that the identification of operators is a stabilizing factor, as it is the only one
on the list [6].

Ily) = w)
Now consider the state.
|0) + [1)
+) = ——

V2

X|0)+X[1) _ [1)+10) _ 0)+ 1) _

V2 V2 V2
Therefore, X and I are the |+ state’s stabilizers. It is usual to write X, I as a symbol
for this concept. The stabilizer for this one-qubit state has two operators. For n
qubits in a state, 2n commutes operations are used to maintain the state [7].
Take the Bell state, for example.

|00) + |11)

V2

Notice that

X|+) = I+)

|ﬂoo> =
Notice that

X ® X)|foo) = X10)X10) + X[1NX[1)) _ [11) +|00)

V2 V2

(ZIONZI0) + ZI1)Z[1))
V2
_ (10)(10) + (=11)(=11)
V2
00 11
_00+ D,y

V2

Therefore, there are two stabilizing factors for the Bell state 15,,) are

= |ﬂ00>

It’s also true that

(Z ® Do) =

HXQ®X, +2ZQZ

The letter “A” represents a set of qubits. Components of this set have a segmen-
tation state that is defined by a type stabilizer.

—1kXa @ Zi (10.11)
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to the extent that neighbor of a. The following are possible formulas for n-qubit
data aggregation state stabilizing agents:

S1=X1)Z(2)

Sj=Z(j-DXjiZj+1 j=2,3,....n—1
Sn=2Zn-1Xn) (10.12)

In this context, an implementation of operator A on the jth qubit is denoted by
the notation A( j). Some examples of catalysts for cluster states of qubits are shown
below:

S1=X1)ZQ2), S2=Z1)X(2) (10.13)
Let’s use the state’s stabilizing force as an example.
ly_) = % [l00) + |01) + [10) — |11) (10.14)
Now
[v-) = CZ]++) = 3CZ(10) + [1))(10) +]1))
- %CZ(|OO) +101) + [10) + |11))
= 2(100) + [01) + [10) = [11))
We search for operations that meet our criteria to discover the stabilizers.
ADBICZ| ++) = AVB?|y_) = |y_)

CZ = CZI = CZXX because the Pauli operations squared to the identification.
CZXX = YYCZ may be shown, indicating that

lw_) =CZ|++)=CZXX|++) = YYV)CZ| + +) = YY|y_)
So Y'Y is a stabilizer. We can also show that

CZ=CZXI = XZCZ

CZ=CZXI = CZIX = ZXCZ

This demonstrates that XZ and ZX both fulfill XZ. ly_) = lw_), ZXly_) = ly_).
Then,

CZ=CZII=1ICZ

So, the state’s stabilizing factor is {YY, XZ, ZX, II}.
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10.4.1 Aside: Entanglement Witness

The number of entanglement qubits in a cluster state may be as high as n; hence,
the question is: how can we tell whether or not a form with multiple qubits is
entangled? An observation called an entangled witness might be used to try to
address this issue. To employ a quantum superposition witness, W, we might ana-
lyze its corresponding value for a specific state. It’s possible to separate the state if
it is recoverable [8].

(W) =(w|Wly)>0 (10.15)

We may learn via the attached witness that the state is entangled from time to
time. It’s called “deleterious hope” when the value of the anticipation is negligible.

(W) =(y|Wly) <0 (10.16)

Let’s take a closer look at this for two different scenarios. Three qubits are inter-
connected in the GHZ state.
|000) + |111)

V2

An entanglement witness is

%1 — |GHZ)(GHZ|

|GHZ) = (10.17)

w

%1 - %(|000>(000| +]000)(111] + [111)(000] + |111)(111])  (10.18)

Next consider the separable state

) = (|001) + |111)> _ (|00) + |11)> 0
V2 V2

As a result, qubits 1 and 2 have become entangled, but qubit 3 has not. As per
(10.8), the anticipated value of W for this state is something we are curious about.
‘We now have

W)= |W|y)
_ <<001| +(111] ) W<|001> + <111|)
V2 V2

l001) +[111) \ 1, 1
W(T) = [51— = (1000){000] + |000)(111] + [111){000|

Now

2

+|111)<111|)] (M>

V2
_ (|001) + |111>> 1 (|001>+ |111))
V2 2 V2
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So, the expected value is

(W) = ((001I +<111|> l(|001>+ |111)) 1 (|000>+ |111>>]
V2 V2 2\ V2

0011001y (111[111) (111|111) (001 |001) 1

V2 V2 V2 Y

Since
1
(Wy=—>0
2
We are aware that the position may be divided. What about the GHz region?

That’s the case.
(W) = (GHZ| (%1 - |GHZ)(GHZ|) |GHZ) = (GHZ| <%|GHZ) - |GHZ))

— (GHZ| (—%|GHZ)> = —%(GHZ | GHZ) = —% <0

This shows that the GHZ state is intertwined, as previously thought. So far, W
seems to be an excellent eyewitness to the connection.

10.5 Processing in Clusters

Either the Z eigen basis, the X eigen basis, or the Y eigen basis are all examples
of how cluster state processing works [9]. To accomplish this, we will use a linear
cluster, which is to say,

The middle qubit, symbolized by the edge of the circle from the left, will be the
subject of measurements in the following instances. This is followed by an eval-
uation of the Z eigen basis value. The operators are written at the vertex of the

structure.

o The cluster is affected in two ways by measurements in the Z eigen basis:

o Disconnect the qubit from the rest of the cluster by cutting all of its interconnec-
tions (edges).

o Remove the qubit. First, we’ve got this:

— OO0 OO0
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In step two, the clusters have been recreated.

—O00 OO

It is now essential to take a completely new X eigen basis measurements.

— O OO0

The following are the two measures to take in this scenario:

o Eliminate the qubit
o Create a single logical qubit by combining the qubits that are closest to each
other.

Eliminate the qubit as the first step.

The second step is to combine the qubits that are next to one other.

Each possible value of 0 and 1, [++ and |, is represented in the same logical qubit.
When everything is said and done, we consider preprocessing through eigenvalue
measurements.

— OO0

Discard the offending qubit and establish connections among the other mem-
bers of the cluster. We’ve made some progress by completing the first stage.

Now we link the two neighbors:

— O O0—00
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One more refresher: before we set up the cluster, we generate an initial product
state consisting of a large number of qubits in the |+ state. As a further step, phase
gates are implemented between the neighboring states. A circle or vertex may be
used to represent a qubit in the |4 state in a diagram, while lines connecting circles
symbolize programmable phase gates between the qubits.

Processing may be done on measurements in the Z, X, and Y axes. Once a qubit
has been measured, it is no longer needed and is therefore withdrawn from the
group. If the measurement was taken on the basis of Z, then the cluster’s con-
nections to that qubit would be broken. When an X-based measurement is taken,
a new logical qubit is generated by using the |++, | root. When taking measure-
ments from a Y-based perspective, it is acceptable to include all of the neighbors
who were left out of the tally [10].

That’s why cluster-state quantum computers rely on single-qubit observations.
Since the procedures disrupt the entanglement, using a cluster state can only
be done once. One-way quantum computers is a common name for this kind of
machine.
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Advance Quantum Computing

11.1 Introduction

Before this section, all of the algorithms in the Section 10.1 used supercomputers
in a largely classical manner: in each algorithm of part I, the quantum computer’s
output is not a perturbation theory but a regular basis vector. As a result, the par-
allel computing state is seen in a way that is consistent with classical theory. These
algorithms don’t make use of the superposition or entanglement of sets of qubits.
There is a quantum circuit that can execute the same computations at a compa-
rable level of capability as a classical circuit. As a further step, we’ll demonstrate
that mathematical modeling is more effective than classical cognition. Specifically,
this section focuses on real quantum algorithms, which exceed conventional algo-
rithms in terms of performance [1].

Simple gates from quantum analogs of classical processing are included in these
algorithms, as are other, more general unitary modifications that do not have a
classical analog. When it comes to the geometry of n-qubit quantization alter-
ations, they are always 2"-dimensional complex state rotations. It was shown that
all quantum transformations might be accomplished using basic gates by perform-
ing processes on nonstandard bases, whereas classical quantum operations only
permute the standard basis elements. We now focus on quantum modifications
that can be done quickly and how these changes help speed up specific computa-
tions. The key to creating a true quantum algorithm is to maximize the efficiency
of these nonclassical fundamental unitary gates.

In the following sections, we will be discussing quantum computing using the
conventional circuit model that we introduced in the area. We allow basic uni-
tary changes with no classical equivalent, and in the same manner, we specified
quantum analogs of classical computations by providing large sequences of simple
quantum gates. Due to the similarities in the calculation processes, comparing the
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efficiency of conventional algorithms is straightforward. While the circuit model
was used to develop the first quantum algorithms, it is not the only or even the
best framework to utilize when planning the structure of a quantum algorithm.
Different from the taste of the algorithms used in the classic coupled inductor
of quantum cryptography, the algorithms used in the various quantum comput-
ing models provide something new to the field. Some promising efforts to create
quantum computers and new kinds of quantum cryptography may be seen in these
models [2].

Circuit complexity, which includes the qubit count and the number of funda-
mental gates utilized, is a key metric of quantum algorithm effectiveness under a
typical circuit model of quantum computing. In other cases, we want to know how
well other components are being used, so we track the number of bits or qubits sent
back and forth between two parties to complete a job or the number of incidents
a function is called. For this reason, black box and oracle procedures are often
used to describe these parts, which are so named because they are supposed to
be impenetrable, only revealing their output when used. There are many ways of
describing complications.

11.2 Computing with Superpositions

At the very least, many optimization algorithms use quantum analogs of con-
ventional processing. Quantum algorithms often begin with the construction of a
superposition state, which is then used to feed a classical circuit’s quantum equiv-
alent Uy, which computes the function f. If an algorithm were to stop here, it
would have no benefit over a classical one. However, the quantum concurrency
configuration leaves the system in a suitable starting place for quantum algorithm
developers. With the translational concurrency setup, both Shor and Grover’s algo-
rithms begin [3].

11.2.1 The Walsh-Hadamard Transformation

One of the initial steps in many quantum algorithms is to construct a permutation
of all input parameters by using the Walsh-Hadamard transformation, which is
an extension of the Hadamard modernization L2(|0> + |1)). All 2" standard foun-

dation vectors, which may be seen when n qubits in state |0 are overlaid with the
encoding scheme of the numbers 0 through 2", [4].

H®H® ---®@H)|00...0
1
=—(10)+ 1) ®(0) + 1) @ - -- @ (|0) + [1)))
‘/zn
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The Walsh, or Walsh-Hadamard, transformation is the metamorphosis W =
H H H that appears to apply H on all the qubits in an n-qubit setup. Using N =2",
we may express this as follows:

N-1
1 Z
W|0) = —
0 \/ﬁx=o|x>

Understanding the impact of W in quantum cryptography may be better
understood with a different manner of expressing W [5]. This matrix W, called
the n-qubit Walsh-Hadamard matrix, has entries Permodalan nasional berhad
(pnb) and is of dimension 2" in the consistent schedule, such that

1

\/Z_n

S and R each have an odd number of common ones (r) and an even number of
odd ones (s), respectively, that vary from zero to 2". In order to demonstrate this
equality, take notice of the fact that

W(r)) = Y Wyls)

Wsr = Wrs =

(-1y

A resulting value of r may look like r,_,...r,, while a resulting value of s could
look like s,,_;...5,.

W(lN=H® - QH)r,_,)® - ®Ir,)
1
= |0>+(—1)r"’1|1> R Q |0>+(_1)r(,|1>
1/2)1 ( ) ( )

2"-1
1 S, I, Sol
= Z(_l) n-1 n—llsn_1>®...®(_1)00 |S0

\/Z_n s=0

2"-1

1
= —= ) (=1)""Is)

11.2.2 Quantum Parallelism

For input values of type a Ix, any linear innovation of the form U, = lx,ylx.y f(x)
from Section 11.1. operates as follows:

Up: D alx0) = Y alx.fex)
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Take into account what happens when Uy is applied to the aggregation of values
between 0 and 2" that is the result of the Walsh reinvention:

N-1 N-1
Uy (W10) ® [0) = —= 3 1)10) » —= 3" [x)f (0)
\/ﬁ x—0 \/]T] x=0

All 2" values of f(x) are now interspersed with the input values x after only a
single application of Uy to the superposition. This phenomenon is known as quan-
tum concurrency. By storing an exponentially large number of computed values in
a proportional amount of space, quantum concurrently circumvents the trade-off
between temporal and spatial that characterizes traditional optimizations. This
effect, however, is not as significant as it may appear at first [5].

To begin, the aggregation provides just a limited amount of data: the 2n val-
ues of f are not available separately. It is only possible to learn about a system’s
current state by observing it, but only one information pair, and a random one at
that, can be used to project the end state onto the system. The following simple
example highlights how pointless the raw combination resulting from quantum
parallel processing is, without any extra adjustments, in the context of this simple
example.

Example 11.1 Combining two numbers is a breeze with the help of T, the
controlled-controlled-not (Toffoli) gate

) |x)
y) y)

[0) e Ay)

You will need a single qubit register to hold the output and a concatenation of all
possible x and y bit configurations as inputs. This input state is constructed using
translational parallel processing in the usual manner:

W (100) ® [0) = —=(10) + 1)) ® —=([0) + [1)® | 0
2 V2

\/_

= %(|000> +1010) + |100) + |110))
Combining these inputs via a Toffoli gate T produces
T(W|00) @ |0)) = %(|000) + ]010) + |100) + |111))

A truth table for conjunction may be constructed from this composition. It is
possible to measure the truth table using the works by having and yet getting a
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single line of the truth table. Using quantum concurrency to compute and then
measure on a conventional basis has no benefit over classical concurrency: just one
result is achieved, and even worse, we have no control over which result we get [6].

11.3 Notions of Complexity

According to complexity theory, a computation’s asymptotic resource require-
ments, such as time or space, may be calculated. The formal computing model
provided by Turing machines is often used to argue about the complexity of
computational systems. To build quantum Turing machines, first David Deutsch,
then Andrew Yao, then Ethan Bernstein, and ultimately Umesh Vazirani it
possible to formalize quantum complexity and compare it to classical findings. A
variety of additional models, such as the circuit model, may be used to express
complexity concepts in both quantum and classical contexts. Most of the research
on quantum algorithms has focused on the complexity of quantum circuits;
thus, this book follows suit. Quantum query complexity is another prominent
complexity metric used in the investigation of quantum algorithms. The difficulty
of quantum communication protocols may also be assessed using a variety of
other metrics [7].

There are a number of circuits in this family, and the circuit Cn is indexed by its
maximum input size, which is n (bits or qubits). It is necessary to specify the set of
simple gates to be considered when determining the C-complexity of a circuit. Any
of the finite sets of gates introduced so far may be used, as may the infinite set of
single-qubit operations and the C, .. With an upper bound of O(f(n)), the asymp-
totic number of simple gates in the circuits has a complexity of O(f(n)). O(f(n))
time complexity is associated with counting the asymptotic number of simple gates
in a circuit family C = Cn. All the simple gate families we have covered so far have
the same asymptotic circuit complexity.

In models of nonuniform hardware implementation, larger input sizes need the
use of other, more robust circuits. Both quantum and classical Turing machines
offer a single computer that can process input of any size. Circuit complexity is
harder to express than Turing machine complexity due to the nonuniformity of
circuit models. This is because the complexity of constructing circuits may hide
the complexity of the circuits themselves (Cn). Uniformity conditions must be
implemented if we want to achieve meaningful complexity metrics, such as cir-
cuit complexity measures that are comparable to Turing machine-based ones. The
homogeneity requirements used by both quantum and classical circuit complexity
are the same [8].

Additionally, circuits Cn within a circuit family C must operate consistently
in order to meet the uniformity criteria as well. A common way to express this
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condition is to use the formula g(x), which claims that all circuits Cn-C with input
x yield the function g(x). It is a frequent misconception that this criterion limits
the g(x) functions that may be calculated by a circuit family. The reason for this is
because the consistency requirement need not include a function g directly; rather,
it may be easily generalized (x).

Being consistent is essential. Both in a quantum and a classical circuit, the result
of the circuit Cn applied to the input x of size m must be the same as the result of
C,, applied to the same input. If the results from Cn’s circuits are reliable, then Cn
is completely compatible. This homogeneity criterion is based on the polynomial
one, which is the most prevalent.

Uniformity condition: A quantum or classical circuit family C ={C,} is
polynomially uniform if there exists a polynomial-time classical algorithm that
generates the circuits. In other words, C is polynomially uniform if there exists
a polynomial f(n) and a classical program that, given n, constructs the circuit
Cn in at most O(f(n)) steps [9]. Because of the homogeneity criterion, no circuit
may have an arbitrary level of complexity.In both the conventional and quantum
settings, it is widely known that the complexities of a Turing computer are
proportional to the number of elements in a family of uniform and consistent
circuits. Every classical function g(x) that can be calculated in O(f(n)log f(n)
time on a Turing machine has a family of classical circuits that are uniform
and consistent, and their complexity is polynomial in f(n). In contrast, a Turing
machine may model a consistent collection of Boolean circuits with polynomial
uniformity. Yao has shown that each conceivable computation may be carried out
on a quantum Turing machine by a family of polynomial-sized quantum circuits.
Every known family of quadratically uniform, dependable quantum circuits may
be shown to be easily mimicked by a quantum Turing machine. Since we are only
interested in discrepancies of at most a polynomial in log(f(n)), we study quantum
computational complexity of hardware implementation with the polynomial
homogeneity criterion rather than using quantum Turing computer systems.

11.3.1 Query Complexity

Black box or oracle issues are solved by the first quantum algorithms. f(x) is the
output of a classical black box when x is fed into it. Like Uy, a quantum black
box’s output upon receiving an input from an effective implementation of theoret-
ical entities such as black boxes is impossible to predict. Because of this, they are
referred to as oracles. For example, if you want to solve an issue, all you must do
is look at what comes out of a black box; you cannot see inside. When discussing
black box issues, query complexity is the most prevalent sort of difficulty: how
many oracle calls are necessary to solve the problem?

An efficient implementation of the black box is required to employ low-
complexity black box algorithms, such as algorithms that solve black box
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problems with a minimal number of calls to the oracle. To put bottom constraints
on a problem’s circuit complexity, however, the black box technique is quite help-
ful. It is necessary to have an adequate level of circuit complexity if the minimum
of (N) requests to the oracle are required to answer a single question (N).

Black boxes have been used to prove that the number of telephone calls to a
quantum oracle necessary to solve certain issues is strictly smaller than the num-
ber of calls to a classical oracle required to solve the same problem.

The first optimization algorithms have the potential to address black box
problems: such puzzles include the Deutsch-Jozsa conundrum, the Bernstein—
Vazirani puzzle, and the Simon’s puzzle. The most well-known finding for query
complexity in unconstrained search over N things was discovered by Grover; it
only takes O(N) calls to a quantum black box to get what you are looking for (N).
To what extent does Grover’s approach’s superior query complexity contribute to
real-world applications [10].

11.3.2 Communication Complexity

The minimal number of bits or qubits that can only be communicated to fulfill a job
is a typical complexity metric for network topologies. Some additional resources,
such as the quantity of various pieces exchanged or the rate at which quantum EPR
pairs may be of relevance as well, depending on the application. Depending on
whether experimental or classical knowledge must be transferred, whether qubits
or bits may be conveyed, and which associated components can be employed, sev-
eral concepts of communicative complication exist.

We have previously seen a few instances of the effects of communication com-
plexity. Dense coding is concerned with the number of qubits required to transmit
n pieces of information as a measure of complexity. The transmission of n bits of
information via conventional protocols requires n bits of data, but only n/2 qubits
are required with quantum protocols. When it comes to EPR pairs (also known as
ebits in the communications protocol environment), the number of pairs needed
is n/2. Instead of sending qubits, as is the case with teleportation, it tries to do it
using a conventional channel that can only convey bits. The basic idea is the num-
ber of bits needed to transmit n qubits’ worth of subatomic particles. With the help
of quantum entanglement, it is possible to transmit the state of n qubits using just
2" bits. For every n-qubit teleport, » is the number of ebits involved.

There are no bits or qubits involved in the distributed computing protocol
described, but it does need n ebits to do an enormously massive bit string
computation work, bit strings of length N =2". In order to implement a classical
solution, a minimum of N/2 bits must be sent. We will just briefly explore
network communications difficulty in this book since this is a book on quantum
computing not on classical telecommunication.
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11.4 A Simple Quantum Algorithm

This is the first time we can talk about a quantum algorithm. In 1985, David
Deutsch demonstrated that quantum computing may outperform traditional
computation using this approach. The algorithm developed by Deutsch deals with
a mystery. If you want to know how many calls to the black box you need to make
to get to the answer, you need a quantum algorithm that can do it with much less
effort. Algorithm is too simplistic for practical usage but incorporates a few crucial
features of inherently quantum computing, such as the use of non - standard
work foundations and classical operations applied to combinations, which will
be used in more complicated algorithms.

11.4.1 Deutsch’s Problem

It is up to you to figure out whether the Boolean function f: Z2 Z2 is constant.
U; does a single invocation of the quantum algorithm developed by Deutsch
(described below) to resolve the problem. In any system of equations using Cy,
each input value requires its own call to a classical black box. Superposing the
second qubit of input into the black box is the foundation of Deutsch’s method,
which uses functions such as providing. In this case, the extending is performed
by the subroutine.

One bit function f may be represented by a change in time of two qubits, as we
saw in Section 6.1. For this reason, when ly =10, the application of U yields Ix|f
(x). The algorithm Uy is applied on the two-qubit state |+), which consists of two
values for each qubit that are overlaid to produce a single qubit |—). The results
that we are able to achieve

U1+)1-)
= U; (50100 + 110y - 1))
= 20001 0@ ©) = 1O +[1)(0&f M)~ 1&f D))

In other words,
1

U= = 3 X1 0@ () — 11 &) When f(x) =0, (0@ () -

x=0

|16 f(x))) becomes \/%(I(D — 1)) =l-. When f(x) =1, %(IO ®f() — 1@ f(0)))

1 1
becomes «%“1) —10)) = -1 -). Therefore U, (\Lﬁx§0|x>|—>> = \/Lixgo (-1y®
| x | — f(x) I+) is the only possible state for which (1) is a physically meaningless

global phase. Because the term (1) negates one of the terms in the quantum
system when f is not consistent, and the state is up to a global phase. Using the
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Hadamard transformations H, we can confidently determine whether the initial
qubit is |0) in the first instance or [1) in the second. If f is a constant, we can
determine that with a single call to U;. A quantum algorithm that outperforms
all other algorithms is now a reality!

For those who are unfamiliar with quantum physics, it may come as a
surprise to learn that this method can provide results with a high degree of
accuracy. We currently understand that the first of these assumptions does not
do because we research quantum analogs to classical calculations. The solution
to Deutsch’s dilemma demonstrates that even quantum phenomena need not be
unpredictable.

11.5 Quantum Subroutines

Now we will take a look at some useful nonclassical techniques that may be per-
formed on an optimization technique. Specific procedure is utilized in Grover’s
algorithm and most basic quantum algorithms, including the Deutsch-Jozsa prob-
lem, an extension of Deutsch’s issue with more than one bit. Although these stored
procedures are not utilized all across the manual, we explain them here to show
how to deal with computational quantum mechanics in more detail.

11.5.1 The Importance of Unentangling Temporary Qubits
in Quantum Subroutines

To save space in classical calculations, underline the need of uncomputing tem-
porarily utilized bits. Even when saving space and recycling qubits is not a concern,
it is critical in quantum communication to uncompute momentary qubit scans
because doing so prevents entanglement between the combinatorial qubits and the
momentary qubits, which might lead to calculation failure. Subroutine promises
to calculate state only if it has the ability to do so. ) ; «; x;1, it is not okay I fit actually
computes Y; «; X; y;|| and until there is wave-particle duality between the two fre-
quencies, discard the qubits holding ly;. If, then there is no tangling. }; a; x; y;|Ii,
which can happen only if ly; =ly; for all i and j. In general, the states a;lx;ly; if
we have information to only one register of the second frame, which addresses
quantum components, we may speak about the distinctions between these two
conditions without looking at the computational repercussions. As an example,
we will explain how utilizing the first state while anticipating the second might
lead to unexpected results in this paragraph. To be more specific, we demonstrate
that if we use the black box for Vi instead of Uy in Deutsch’s issue,

Viilx,ty) = It ®x,y @ f(x))
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Deutsch’s algorithm is no longer applicable. As before, the first qubit is in the
I+) state, while the third is in the | state. Using V', will allow you to gain.

1

1 1 > 1
V,(0I0) =) =V [ ==Y I010)-) ) = =Y (-1/@px) | x| -
(| +)10)] =) f<\/5;0x>>> ﬁZO x) | x

The first and second qubits are now intertwined. Because of this interference,
it is no longer possible to measure the first qubit after administering H. Example:
The state is (100+/11) when f is consistent and executing results in the environ-
ment

2(100) +[10) + 01) — [11))|-)

Previously, the second and fourth terms were annulled, but this is no longer
the case. The initial qubit may now be measured as either |0) or |1). A similar
computation reveals that the initial qubit may be measured as either 10) or 1)
when the function is not constant. This has led to the inability to differentiate
between the two. When used as interference, the qubit |t destroys the quantum
computer’s ability to do calculations quickly and accurately.

A valid uncomputed state after the computation would have allowed the method
to function asintended. As an example, let’s say that f is a constant. %(lOO) +(10) +
|00) — |10)) In this situation, (100))| would be the resulting word. In order for a
quantum procedure to claim to create a state |, it cannot generate a state that is
associated with other qubits. Furthermore, any qubits used in the subroutine must
not be intertwined with the other qubits after the subroutine is complete. Because
of this, the following subatomic stored procedures are cautious to uncompute any
supplementary qubits so that they are always in state |0 at the conclusion of the
computation.

11.5.2 Phase Change for a Subset of Basis Vectors

Aim Change the phase of terms in a superposition ly Y a;i=| depending on
whether i is in a subset X of {0, 1,..., N — 1} or not. Instead, we are looking for an
effective way to apply the quantum transition.

N-1
st Zax|x) - Zaxei"’lx) + Zax|x)
x=0 xeX xgX

An arbitrary unitary progression was discussed without consideration of effi-
ciency. The integration of Sy would need more than N =2" simple gates if that
method were used mindlessly. An efficient implementation of the transformations
Sy is shown in this section for every efficiently quantifiable subset. The S, imple-
mentation technique allows some of the quantum cryptography; we will talk about
later to surpass its classical counterparts.
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Only if the Boolean expression can be used to compute memberships in X can
we expect to build Sy in an effective manner. f: Z," — Z,, where

f(x):{l ifxeX

0 otherwise

It must be a polynomial in #n that can be efficiently computed. This trait is absent
from most of X’s subsets. The major conclusion of Chapter 6 indicates that an
efficient quantum circuit exists for U, for subsets X with this feature. Sy can be
computed with a few more steps if we have an implementation of Uy like this.
Uncompacting the temporary qubit’s value removes any remaining entanglement
with the rest of the state. Thus, we utilize the value of the momentary qubit in the
phase transformation.

Since

Tewmmwm=<é(;>

If bit an is one, then steps (3) and (4), which introduce the single-qubit opera-
tions, shift the phase by e!. Even though technically step (3) is superfluous since it
results in a useless global phase shift; nevertheless, it does make it easier to notice
that our objective has been met. Steps (3) and (4) may be omitted in favor of a
single step | |, where I can be any of the qubits in register x, since adding a phase
into any product term is equivalent to introducing it into any other term. In order
to guarantee that register |x is in its desired state, free of the relatively short-term
qubits, the interaction between Ix and the qubits must be uncomputed in
step (5).

For the special case = another, surprisingly straightforward approach general-
izes the technique employed in the solution for Deutsch’s issue to accommodate
the crucial particular case =. Given Uf as described above, the transformation may
be realized by computing into a temporary qubit b initialized to |=. Consider |y
Dxex® X =]+ Y 2 xa,|x, and compute

lWW®F»=%<Z%M®PO+%(Z%M®P0
xgEX

xeX

=— (Zax|x) ® |—>) + (Zax|x> ® |—>)
xeX xeX

= (S5ly)) ® I-)

In Figure 11.1 superposition may be achieved using the following circuit,
which modulates the n-qubit state |0 with the help of a qubit in state I1.
wy) = X (~1/Plx):

The circuit becomes more attractive if we want to execute a last Hadamard
reconfiguration on the ancilla qubit so that it may be reused (Figure 11.2).

245



246

11 Advance Quantum Computing

‘ Figure 11.1 Circuit of qubits.
0) w %)
Ur
1) H -)
|0) w %)
Us
1) H H 1)

Figure 11.2  Structure of ancilla qubit.

Invention relationship between perceived to the straight line Sy is a reflection
of the N-dimensional k-dimensional hyperplane into the higher-dimensional
k-dimensional space defined by: In a hyperplane, a reflection of a vector| v
perpendicular to the hyperplane becomes its antipodallv. Each U undergoes the
same alteration. Grover’s approach is based on this geometric representation
of Sy, which is the hyperplane corresponding to the higher-dimensional space
spanned by the vectors Ulxlx and X.

If we apply this to the conjunction W10, we get the following expression as a
result:

1
—= 2 V¥ |x
VN )
where f is a Boolean function indicating whether or not X is a member,

f(x)={1 ifxeX

0 otherwise

Instead, if we are given a Boolean function f, we may write Sf as Sy, where
X =xlf(x)=1.

11.5.3 State-Dependent Phase Shifts

Invention redounding to when thinking about the N-dimensional hyperplane in
the higher-dimensional space of k, Sy is a straight line of reflection. When a hyper-
plane is reflected, a vector orthogonal to the plane becomes a vector horizontal to
the opposite side of the plane. No matter whatever U you choose, the translation
is the same. Grover’s approach is based on this geometric representation of Sy,
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which is the hyperplane correlating to the space of higher dimensions spanned by
the vectors Ulxlx and X.
The outcome of applying the conjunction W10 may be written as follows:

o~ ZRJ% @(x)

Constructing f can only be as efficient as f if f is expensive. Along with these two
applications, a quantum circuit that conveniently implements U, may also allow
us to achieve the state-dependent frequency response in O(s) steps. Unlike most
functions, f can be rapidly calculated, which is a very useful property.

This section demonstrates how to optimally plan for an activity that shifts the
phase of an s-conventional qubit’s basis state Ix according to the angle = %x(p(x)_

Let

p) = 10/2k0/2 = (3 0)

When bit 1 is set, this transformation changes the phase of the qubit; when bit 0
is set, nothing happens. It is a thing define Phase la[s]) = fori €[0...s — 1] performs
the s-qubit transformation phase:

la) - exp(iZn% ) |a)

The accompanying program incorporates the Phase program as a subroutine:
transmutation of qubits Stage is the last stage.

11.5.4 State-Dependent Single-Qubit Amplitude Shifts

Each word in a permutation may be approximately represented by a single-qubit
rotation R((x)), where the angle (x) depends on the quantum state of the other
register. Fundamentally, what we’re after is a transformation that sticks around
for quite some time.

Ix) ® |b) = |x) @ (R(F(x))|b))

where g (z f(x)i—'fx). It is easy to compute an approximation function f: Zn Zs.
with a good implementation of Uy, this change can be made in O(s) time plus two
calls to the function. The function takes the value in the register and multiplies it
by an auxiliary translation Rot to increase the size of qubit b.

a;la) ® |b) - |la) ® (R <a%) |b)> Up to a precision of 2, the elements of
the S-qubit register provide the anglé that may be rotated Figure 11.3 depicts a
Rot-enabled circuit, as shown. Our program nomenclature allows us to express
this change in a more compact manner.
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RED) R(ZZ) RED)

Figure 11.3 Circuit for controlled rotation.

Define for i €[0...s, 1]lai control. The software may carry out the required rota-
tion, as defined by the function. Define RotIx[k])Ib[1]) = qubit a[s] an s-bit tempo-
rary register Uylx)la) compute f in a Rot la,b perform rotation by 2xa/2s Uf‘1 [x) | a
uncompute the value of function.

11.6 A Few Simple Quantum Algorithms

A few elementary quantum algorithms are introduced here. The first three prob-
lems are examples of what are called “black box” or “oracle” challenges, and the
quantum solution excels in terms of query sophistication. With regard to the fourth
problem, the quantum protocol explanation is more effective than the difficulties
themselves. Although they may seem artificial, these problems have basic numer-
ical approaches that may be shown to be more cost-effective than any possible
classical methodology. Deutsch is difficult to learn. Methods like Deutsch’s pro-
vide concrete answers to such problems.

11.6.1 Deutsch-Jozsa Problem

There is a quantum technique for the issue described below, which is an extension
of David Deutsch’s previous situation. A function f is said to be balancing if it
returns 0 and 1 for an equal number of input values. It is possible to establish
whether or not using either a fixed frequency or a balanced functionality Z, and
the phenomenological oracle, we may determine whether or not f is a constant or
symmetrical. To the might of x and y, with love, uf: xy xy f (x)

Phase-change procedure excludes all of the aggregation terms pertaining to basis
vectors that have f(x) equal to 1. The state is returned by the function.

N-1
1 .
— (_1))‘(1) ;
lw) ~ igo i)
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In state |, a temporary qubit is used in the subroutine. That qubit must be unen-
tangled from other qubits at the conclusion of the subroutine, as seen in Deutsch’s
method. The output may then be obtained by applying the Walsh transformation
W to this state |.

1 N-1 N-1
— (@) i
19 =52 ((—1>f ’ Z<—1)Uu>>
i=l Jj=0
For a fixed value of f, the (1)f(i) = (1)f(0) phase transition and the state | are
equivalent:

YOS Y| DD ) = CDOL Y (17j0) = (-1 ©) | 0

JEZ\ jeZ} JEZ]

because, as box shows, Ziezg(—l)i'f =0 for j#0. For f balanced

b) = 212 (2(—1)” - Z(—niv‘) i
jezr \ieX, igX,

In the limit when X, = x|f(x) = 0, we have the following. For once, when j =0,
the amplitude is zero:

QDI = Y (D=0
JjeXy JEX,

Accordingly, if f is constant, monitoring state | has likelihood 1, but monitoring
state |j will produce a nonzero |j when the command is executed, with the same
frequency.

Despite the fact that 2"*! +1 iterations of f are required to solve the
Deutsch-Jozsa problem using standard methods, one may do it using our
quantum solution, which just requires one examination of U;. Consequently,
there is an exponential difference in query difficulty between this fundamental
method and any plausible conventional algorithm that answers the issue with
confidence. The issue can be solved with less evaluations using traditional
methods, but only with a proven track record of completion.

11.6.2 Bernstein-Vazirani Problem

An unsuspecting bit string u of length n is to be valued, with only q u enquiries
allowed for some query string q. O(n) calls to fu(q) = q umod2 are the best con-
ventional algorithm. Using a computer program, a quantum method can locate u
in only one call to Up,: on a quantum computer, you can find u precisely with a
single iteration. Deutsch-Jozsa (in superposition). Let fu(q) = g umod2 and then

Up T I@)1D) = @)D & f,(@))
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0) w %)

1) H H 1)

Figure 11.4 Structure of Bernstein-Vazirani problem.

The following circuit (Figure 11.4) solves this problem with certainty using only
one call to Ufu. To understand how this circuit works, recall from that in the special
case @ =m, the phase change subroutine can be accomplished by the circuit.

As a consequence of implementing this circuit, the following state is achieved:

1 1
lyx) = —= ) (-1Vi@g) = —= ) (-1)*? | a
at the lowest key possible. The Walsh-Hadamard transformations W may
be applied to this condition to obtain the state shown in the next couple of
sentences. |u.
— 1 1)y
Recall that W|x) = \/2722( 1)*?|z). Thus

1
Wlwy) =W/ — ) (-1)*?|q)
Y (ﬁz q)
1
= —= D (-1““Wlq)

= 2%2(—1)” (2(—1)‘“|z>> (11.1)
q 4

A fact from box tells us that (—1)*929 = (—1)(u @ z)-q. The only component that
remained is the u = z term, as shown by Eq. (11.1), which states that the external
total is zero unless when uz =0 in Figure 11.5.

w (|Wx> = 21 > (Z(—l)“‘wq) # zZ|u)

< q

o) w w |u)

1) H H 1)

Figure 11.5 Algorithm circuitry based on the work of Bernstein and Vazirani.
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Thus, the use of a consistent foundation for measurement provides lu with
a level of assurance. Quantum algorithms may be explained by computing on
all possible inputs at once, utilizing quantum parallelism and then managing
the resulting superposition effectively. The Bernstein-Vazirani algorithm may
be understood from our description of this setting. The quantum superposition
interpretation of algorithms may not be the most fruitful. To back up our claim,
we provide a new interpretation of Mermin’s original technique.

Mermin’s algorithm explanationsrely on the Hadamard basis. For Uy, the quan-
tum black box described by the Hadamard basis behaves as if it included a circuit
with C,, transactions from some of the qubits to the ancilla qubit: this circuit
contains a C,,, from the ancilla to qubit I only if the ith bit of u is 1. Remember
the Hadamard techniques for reverse control and endpoint qubit leadership roles
(Figure 11.6):

Starting with state 10...0I1, the Bernstein—Vazirani algorithms work Hadamard
modifications to each qubit before and after calling Up,’s black box. A circuit com-
prising exclusively of C,, transactions the 1-bits in u from the supplemental qubit
to the entangled particles that correspond to them is how the Bernstein-Vazirani
algorithm operates. Figure 11.7 illustrates this point.

When u is set to 01101, the black box representing Uy, acts as if it were equipped
with the following circuit, which consists of C, gates for each 1-bit of u in
Figure 11.8.

For u = 01101
(o

not

Figure 11.6 Structure of Hadamard.

Figure 11.7 Structure of Hadamard
modifications.

251



252

11 Advance Quantum Computing

Figure 11.8 Circuit of Hadamard.
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The Bernstein—Vazirani algorithm mimics the behavior of a system built up of
small circuits, one for each bit of u. When viewed in this way, the circuit guar-
antees that the qubits will reach the lu state. You can get the right idea with this
far less complicated explanation that does not include quantum superposition or
“computing on all possible inputs.”

11.6.3 Simon’s Problem

Simon’s problem: locate a hidden string when given a two-to-one function f such
that f(x) = f(x a) for all. In contrast to the O(n) calls to U, and extra O(n?) steps
required by the method described by Simon, which can identify a, conventional
algorithms are limited to O(2"/2). He came up with a technique for factorization
that is now known as Shor’s algorithm after he was inspired by Simon’s algorithm,
we shall see that Shor’s algorithm and Simon’s automated system have consider-
able overlap [11].

Making the superposition allows us to find a. When we take a reading from the
right side of the register, we may extrapolate the value of the left register as, where
f(x,) is the reading, we took from the right side. If we use the Walsh-Hadamard
transform W, we get

1 1 1
W —=(x) + 1% @a) | = — > (=17 4 (=) ®0)] >>
(\/5 e ) \/5<\/2_" v ( »

1
D (DRYA 4+ (=1)™)]y)
V2 5

2 Y 1)

2n+1 y-a even

If we generate a random y such that y-a =0mod2, then the unknown bits a; of a
must satisfy the equation y, a, y,; a,; =0. Keep going until you’ve found n char-
acteristic equation arithmetic and solved them all. Every time this computation is
performed, there is a 50% chance that the resulting equation will be linearly inde-
pendent of the equations that came before it. After 2" calculations, 50% of the time
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you’ll have an independent equation. These equations can be solved for in O(n?)
time steps. Finding the secret string an is expected to take O(n) calls to Uy, and
O(n?) steps to solve the resulting equations [12].

11.6.4 Distributed Computation

An entirely new kind of quantum algorithm is discussed in this section, one whose
account for the differences is an issue. Entangling pairs may be disseminated
beforehand and are not considered as qubits transferred during the computing
of the problem, like dense programming and transportation, yet even after
accounting for them, the savings growth rate remains exponential.

Each of Alice and Bob is provided with an N-bit number, u or v, as shown below.
In order to do this, Alice must calculate n-bit number a, and Bob must calculate
n-bit quantity b.

dy(w,v)=0—-a=>
dyw,v)=N/2—>a+#b

else — no condition on a and b

When comparing two points u and v, the Hamming distance, denoted by dy;
(u,v), is used. Alice and Bob are looking for an algorithm that would produce a
and b given any two inputs, with the following properties: if u =0, then a =0, and
for any two inputs where the distance measured between them is more than or
equal to N/2, then a =0.

Due to the fact that u and v are substantially larger than a and b, this is not an
easy operation. With sufficient entanglement pairs, this problem may be solved,
while a conventional solution requires communications between Alice and Bob of
at least N/2 bits.

Let’s suppose that Alice and Bob have n entangled pairs of particles (a;,b;) in
state + 111, and that Alice can connect directly a; and Bob can access b;. Because
of this, we can represent the full 2"-qubit state by writing a,, a4, ..., a,,, by, by, ...,
b,, where Alice controls the first n qubits and Bob controls the final n qubits.

The following is a method by which the issue may be fixed without the need
for further dialogue. Alice applies the Walsh transform W to her n qubits after
performing the phase change procedure described in Section 11.5.2 with f(i) = ui.
When Bob uses f(i) = vi on his n qubits, he, too, is able to execute the identical
calculation. As a unit, their particles have joined the universal state.

1 N-1 >
ly) =W —= D, (=D"®"i)i)
17 <\/N§ iyli

Alice and Bob now measure their respective part of the state to obtain results a
and b. We need to show that a and b have the desired properties. a b measurement
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has a probability of | x,x|I2. It is our goal to demonstrate that H (u,v) = 2 only holds
if and only if u = v. The superscript in W(l) denotes that W is functioning on a
l-qubit state, thus we can write down the simplified state as follows:

ly) = We» — 2( 1)@ |i)]i)
i=0

N-
— L Z l)u DY, (W(”)|l) ® W(”)|l))

\/_=o

—1IN-1IN-1

2 DDA 1) k)

N Nz= 0 j=0 k=0

Now

N-1
x’xlw> = ;N Z(_l)ui®vi(_1)i-x(_1)i~x

(1) x,x | y)? =
N\/NZ

11.7 Comments on Quantum Parallelism

Our remarks are aimed at dispelling some of the misunderstandings about quan-
tum parallelism’s function in quantum computing. The encoding

1 N-1
— | x’f(x)
VN ;
quantum operations on superpositions do exponentially more computing, accord-
ing to this study Y, x, 0|.

o f(x)can be computed more quickly with a classical computer than this. The next
paragraph shows why this idea is incorrect, and quantum computing is so pow-
erful. Like the exponential growth of the classical specifically, the state space cor-
responding to the n-qubit superposition state shows that quantum parallelism
can always provide exponential gains in speed. In general, this assertion is inac-
curate; however, in certain particular instances, quantum processing may yield
speedups. Here, we provide a short explanation of each of the assertions [13].

e Only one input/output pair may be retrieved from the superposition formed
by quantum parallelism. There is documentation that can only be retrieved to
the extent of m bits from an m-qubit state, and there is no way to get more
input/output pairs. The same number of U, computations is needed to obtain
all 2" values of f(x) in the classical situation, even if they all appeared in the
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same fair and equitable way. A quantum computer may be able to perform in a
single step any conventional process that requires 2" steps to generate n bits of
output. It is well established that no quantum technique can produce an increas-
ing increase in speed for problems of this kind, as shown by Grover’s algorithm’s
optimality over conventional approaches. There are other findings showing that
quantum processing cannot give any speedup for various tasks. Although the
notation suggests an exponential speedup, quantum parallelism and quantum
processing in general do not.

o Asaresult, a superposition is merely one of many possible states in the place of
quantum states. Given an n-qubit state space, an effective quantum algorithm
cannot provide even a rough approximation of the vast majority of states. An
effective quantum algorithm cannot access the overwhelming largest number
of states in dynamical system. The complete state space cannot be used by quan-
tum parallelism or effective quantum algorithms as a result.

o Even if the Bernstein—Vazirani algorithm may be described in terms of quantum
parallelism, this does not necessarily imply that quantum parallelism is the most
important aspect of the algorithm. The field of quantum entanglement still has
a long way to go.

e When describing algorithms, how the algorithm knows how to manipulate the
state produced by quantum parallelism is at the heart of the program in this
context. Nontraditional programming approaches are required to do this kind
of manipulation. To get you started, here are a few ideas:

o Amplifying any interesting data points at the output. The goal is to increase the
amplitude of the values of interest and, hence, the likelihood that they will be
measured by altering the state. This strategy is used by Grover’s algorithm in
Chapter 9, as well as many other roughly similar algorithms [14].

o Determine the attributes of the set of all values of f (x). A quantum Fourier trans-
formation (QFT) is used in Shor’s method in order to retrieve the period of the
function f to solve Deutsch-Jozsa, Bernstein-Vazirani, and Simon’s problems,
the algorithms use this technique.

11.8 Machine Models and Complexity Classes

Classifying complexity of the algorithm requires a vocabulary and computers capa-
ble of understanding that language. In this context, machines refer to any com-
puter device, quantum or conventional, that runs a single algorithm counted in
terms of the number of computation steps and storage cells. Each of the finite
strings of elements may be represented as a subset of alanguage L over an alphabet.
Machine M recognizes a language L if it is able to identify whether x L is for each
string. Depending on the equipment under consideration, we may have a better
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idea of what decide implies. In the case of a classical deterministic machine, the
answer may be Yes, x L, no, or the machine could run indefinitely given an input x.
Quantum and probabilistic machines may be able to accurately respond yes or no
with a specific probability. In this article, we’ll look at five different types of clas-
sical machines: those that are either deterministic, pseudo-random, randomized,
probabilistic, or both (BP). Each of the classical machine retypes has a quantum
equivalent (EQ, NQ, RQ, PrQ, and BQ). Quantum-limited probability of mistake
machines and quantum-randomized (precise) machines are particularly interest-
ing (BQ). Multiple resource-restricted complexity classes are defined in using this
sort of machine. Now, we can more precisely explain how various robots under-
stand a language.

One LM may be used by each kind of machine M to communicate with one
another. Deterministic machines are those that always respond “yes” when given
a certain set of inputs, such as “yes” or “no.” The language is recognized by the
deterministic machine D [15].

For all, the probability P(D(x) = True) is equal to zero. When presented with the
same input, it is possible to construct an error-prone machine that will respond
Yes or No to the question with a probability of 1/2+ or no more than 1. There are
bounds on the probability of mistake, thus the LBP = xIP(P(x) = Yes) LBP.

For certain inputs, a computer may not be able to produce a response at all. For
each machine type that we will be looking at, the criteria are shown in Table 11.1.
The chance of a quantum machine recognizing a language is equal to that of a

Table 11.1 The likelihood of a machine of a certain kind responding when x is known to
be a language element L, then yes.

Prefix Kind of machine P(xel) P(x &L)
Classical

D Deterministic 1 0

N Nondeterministic >0 0

R Randomized (Monte Carlo) > % +e 0

Pr Probabilistic > 1 < 1

2 2

BP Bounded probability of error > % +¢€ % —¢€
Quantum

EQ Quantum deterministic (exact) =1 =0

BQ Quantum bounded probability of error > % +¢e < % —¢€
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Figure 11.9 Relationships of containment Pr

between several machines. /

classical machine. Figure 11.9 depicts the relationships between different types of
machines in terms of containment. This implies that any D machine is also a R
machine by definition, for example.

This means that every sort of machine can identify any language, provided there
isone that can. The list of languages that can be spoken by the machines we’ve cre-
ated does not rely on the specific value. A Pr machine M, for example, may respond
“yes” with a possibility of. EwPr machine M can be built where M is executed three
times, and the response is “Yes” if and only if M has a “Yes” result two of the three
times. Following that, M will assent to the stipulations of the contract.

Both conventional and quantum machines, as well as machines with a time and
spatial complexity of x L, satisfy these relations. Some writers choose to stick with
a simple number like 4. Because no polynomial number of repetitions can guar-
antee an increase in the success probability beyond a defined threshold in the first
example, the scenario P(x L) > 1/2 differs significantly from

11.8.1 Complexity Classes

As well as considering the likelihood that a machine would provide an accurate
response, complexities paper also explores how much time and space a machine
expends to arrive at its conclusions. It takes a computer O(f) step to identify a
language L if it can respond yes or no for every string of length n and ¢ > O(f). For
a computer to identify a language L in space O(f), it must respond “yes” or “no”
to a string of length n using at most s(n) storage units (f).

The collection of languages that a certain kind of computer can recognize within
a given set of resource constraints is referred to as a largely divided. Regarding the
classes mTime(f) and mSpace, we specifically look at D,EQ,NR,PrBP, and R (f).
if an m-type machine can identify L in time O, then L belongs to the mTime(f)
difficulty category (f). A language L in location O is assigned to the difficulty class
m by a machine M of type mSpace(f).

A multiplication number of resources is of special importance to us, as is smaller
but still, significant available resources are only used exponentially. For instance,
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the class P = DTime(nk) of machines that only take O(nk) time to reply to an input
of length n is of interest to us. Commonly used abbreviations include:

P DTime(nk)
EQP EQTime(nk)
NP NTime(nk)
R RTime(nk)
PP PrTime(nk)
BPP BPTime(nk)
BQP BQTime(nk)
PSpace DSpace(nk)
NPSpace NSpace(nk)
EXP DTime(kn)

Since the function f provides an upper bound on the possible runtimes, it may
be safely believed that machines will always finish operating. However, machines
with a high space complexity may continue to run forever in response to certain
inputs. To this end, we identify the set of communications in which all m-type
stopping machines in space O participate as belonging to the mH Space(f) cat-
egory (f). This is because mSpace(f) = mH Space(f) (f). The circuit simulation
model does not include any math. Nonstop pace classifications, for instance, need
the use of quantum Turing computers in order to study their complexity [15].

11.8.2 Complexity: Known Results

Some of the confinement connections concerning quantum sophistication classes
have informal justifications presented. Figure 11.10 displays the well-known link
between classical and quantum time complexity classes. The relationship between
BQP and NP or PP has not yet been established.

P CEQP any classical polynomial-time computation may be carried out by a
family of circuits with a polynomial size. Given enough time and space, every clas-
sical circuit can be turned around, and any procedure that takes polynomial time
may be transformed into a mathematical model that is correct to within a constant
factor.

As an alternative method of stating the same thing, BPP is superior to BQP.
Each BPP computation that a machine M does may be roughly approximated by
a machine M that only makes a single binary decision at each step. There are a
polynomial number of choices in this tree, and each one may be represented by a
bit string of length c. It is equivalent to feeding M into a random machine M when
c and x are fed into a deterministic machine M d. In the case of a deterministic
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Figure 11.10 Containment relation PSpace
involving classical and quantum
complexity classes.

PP BQP

N

NP BPP EQP

R

AN

machine M d, it is possible to employ a quantum computer with a time complex-
ity suitable for superimposing all random mistakes and choices c on . (¢,x). When
M q is applied to x, all the possible computations of M on x are executed in paral-
lel. A positive answer from M q may be read with the same expectation of approval
from M x.

It’'s not really apparent that BPP BQP should be included. The question
of whether or not BPP = PSpace would be settled if it could be shown that
BPP = BQP. Space in the P-quadrant equals the B-quadrant machines that
operate in PSpace may take up to k steps before evaluating the results. The
machine’s journey, which starts at |0 = |0, has n stages. A computer like this can
be reproduced with a surprising degree of fidelity, and if you’ve ever wondered
how that’s possible, we have excellent news: It is possible to do so in polynomial
time. The state after doing Step I will be referred to as State I here. Each possible
state li, I =0 may have an endless number of basis vectors layered on top of it. In
contrast, a space polynomial in n may be used to determine the amplitude akj of
a particular basis vector in the final superposition Ik.

In each iteration, a basic quantum gate Ui may be operated with a maximum of
dljin state3 quantum bits. In this paper, we show that the amplitude |i + 1 of the
next state |i is solely reliant on the magnitude ai,j of the bits being operated on by
the gate to vary from |j, and that this is true even if the number of basis vectors is
constrained to be just 2ai + 1,jdof basis vectors 8. Take the latest d quantum bits to
be affected by the universal function U = Ui + 1. We will refer to x and y by their
abbreviation, x y, and we’ll use the symbols 2dx + y and let Ig stand for the basic
elements |r and |q of the usual two-dimensional basis [16].

|Wi+1> = (In_d QU) |y,
=Y a0 QU |j

P
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> N a,,lp)®Ulq

p=0g=0
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= Zzai»pq'p) ® Z”qr I
P q r=0

241

= ZZ Z uqrqi,p»q |p)|r)
p

r q+0

It follows that each amplitude a
2d amplitudes a;,pq are relevant.

We propose that i2¢ amplitudes must be stored in order to compute a single
amplitude of state li. Since we already know 0, it takes up no more storage space
to compute the amplitude jlO for each j. We just showed that the amplitude a; + 1,j
may be computed from the 2D amplitudes of. Since we can only calculate this fre-
quency and amplitude one at a time, we need to save at least two values for the
i2-amplitude before we can compute the corresponding 2¢-amplitudes. I + 1)2¢
amplitude measurements must be taken and reserved for use in this process.

To get to the desired accuracy after the computation, we require a maximum
precision of M at any given stage. Mistakes at each phase may add up to no more
than the sum of all the errors at that step. After the final superposition, the ampli-
tude of any basis vector may be determined in M2¢M space, with M growing only
linearly with the number of steps needed. Since k is assumed to be polynomial in
n and d is capped at 3, computing a single value of the final state |k is possible in
polynomial time.

Create a random basis vector |j and calculate its amplitude to verify the method.
If the produced number is between 0 and 1, it is less than lakjl, and the outcome
is |jl. Otherwise, empty the whole area, choose a new basis vector, and start again.
If time is not an issue, iterate as many times as necessary to get a basis vector.
Because of this, it is possible to implement a classical approximation of any BQP
computation in polynomial time.

d
= 22:51 u,.a; .. Only the previous state’s

i+1pr q=0 Ugr%ipq-

11.9 Quantum Fourier Transformations

When it comes to the quantum realm, QFT is the most important subroutine. It
and its variants are used in several quantum algorithms that provide significant
performance improvements over their conventional counterparts. As part of this
discussion on extensions of the quantum Fourier transform, it is proven that the
Walsh-Hadamard transformation is a generalization of the Fourier transform. As
a result of its foundation in the classical discrete Fourier transformation (DFT)
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and its efficient implementation, the fast Fourier transform (FFT), the QFT is a
powerful tool in the study of quantum mechanics (FFT). Short discussions of the
classical DFT and the FFT are included before the presentation of the QFT and its
amazingly efficient quantum implementation (FFT).

11.9.1 The Classical Fourier Transform

The Fourier transform with discrete values functions with discrete complex values
may be transformed using the DFT, which returns another instantaneous com-
plexity value. The discrete Fourier transform of a function a:[0,...,N—1] C yields a
function A:[0,...,N—1] C defined by

N-1

1 kx

Ax) = — ) ak) exp(2ni—>
VN IZS N

The Fourier coefficients of the DFT are the entries of the matrix representation
F whose rows include the numbers 0 through N — 1.

Example 11.2 Let the periodic function a:[0,...,N—1] C have some frequency u
that divides N evenly. So long as the function is not constant, we have: 0 < u < N.
This function’s Fourier coefficients are

N-1 o
Ax) = % Za(k) exp<2niﬁ>

k=0

N-1
- L Z exp<—2niu—k> exp<2nik—x>
VN N N

N-1
= 1 Z exp<2nik(x ) )
VN N

k=0
N-1

It is a well-known fact that sums of the form exp(znikﬁ) vanish unless
k=0

r =0modN. (We prove a more general) Since u < N, A(x) = 0 unless x — u =0:
only A(u) will be nonzero.

The sum of partial derivatives with frequencies that are multiples of u may be
determined by performing the Fourier transformation on a computationally inten-
sive periodic function. Since the proposed technique is linear, the Fourier coeffi-
cients A(x) of any constant value are the sum of the frequency components for
residential and manufacturing uses. The Fourier coefficients A(x) will be nonzero
only if x is a multiple of u = N/r, assuming that N is evenly divisible by 7. If r does
not equally divide N, this is only a rough estimate; the highest values are at the
closest multiples of u = N/r, and the lowest values are at the furthest multiples
of u.
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Counterintuitive Radon measuring implementing an FFT with N equal to a
power of two, i.e. N =2", may lead to a compact DFT representation. The key to
success lies in the use of Fourier transforms to deconstruct F(n) for lesser powers
of 2.

The Nth root of unity is denoted by; thus, we may write. For the N = 2" dimen-
sional Fourier transform, the elements of the N N matrix F (n) are simply, where
we index the entries of all N N matrices by i =0,...,N—1 and j =0,....N — 1.

If we want to do a 2*-dimensional Wavelet transformation, we need a 2k 2k
matrix, which we’ll refer to as F (k). The matrix of identical elements, of order k.
Consider D(k) to be the diagonal matrix of size 2F 2¥ whose rows and columns
range from 2(k+1)...i to position(k+1). Let the permutation illustrated in
Figure 11.11, in which the elements of the vector Ati+1 moved to position
i +2 k1, consisting of I and k as indexes, be used. The elements of the R(k) 2k2k
matrix are as follows:

1 if 2i=j
Rg‘) ={1 if2(i—2k)+1=j
0 otherwise

That, as the observer may check,

k-1 k-1 k-1
R _ 1 JiG pk-1) F=1 0 RO
2 \ k=D —_pk-1) 0 F&k-1
If you're interested in seeing an implementation of the FFT based on this recur-

sive decomposition that requires just O(nN) steps, you may find one in any of the
authoritative references on the topic.

— Figure 11.11 The R shuffle transform shown.




11.9 Quantum Fourier Transformations

11.9.2 The Quantum Fourier Transform

Like the FFT, the QFT is a discrete Fourier transform version that operates
under the assumption that N =2". We shall refer to the amplitudes of each given
quantum state as a function of x henceforth and write them as a, (x). Whereas
the discrete Fourier transform of a(x) contains A(x) Fourier coefficients, and
x is an integer between 0 and N—-1, the quantum Fourier transform acts on a
quantum state via transmitting. Immediately after the Fourier process, if the
state were assessed in the standard basis, the probability that the succeeding
state would be IxI2 would be instead of using a separate output register, Uy
incorporates the output of the classical configuration into the final complex
frequency and amplitude, making it fairer and more equitable than the quantum
Fourier transform’s extrapolation of a binary classical nonlinear function.

Applying the quantum Fourier transform to the amplitudes of a periodic func-
tion, a(x) = ax with period r, yields |, where A(x) is zero unless when x is greater
than two. One of the basis vectors, denoted by the label Ix|, would represent the
result of a standard basis measurement performed at this time. If the period is not
a power of 2 (N =2"), then it is very likely that states labeled with numbers near
to multiple copies would be seen using a quantum transformation technique. The
more precision required by the approximate transform; the more power is used.

In contrast to the FFT, which needs O(nN) operations, the quantum Fourier
transform may be completed in O(n?) operations. The quantum Fourier trans-
form is only one example of a larger class of quantum transformations that may
be implemented efficiently and effectively.

11.9.3 A Quantum Circuit for Fast Fourier Transform

We demonstrate a practical method for quickly implementing the quantum
Fourier transform Uy (n), defined for N =2" as

With N equal to 2, the quantum Fourier transform is the well-known Hadamard
transformation:

N-1
U jo) H\Lﬁ;ew = éum +11)

N-1
1 ; 1
1) = —= 2 e™x) = —(0) - 1))
2;3 2

V2 V2

Using the recursive decomposition,

(o
g L ©  p® Ut Ok REEFD,
F Va2 JI® o -p®)\ o U

we can compute Up(n).
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Each and every one of the constituent vectors is a unitary structure (the prefix
multiplication factor is related to the first matrix). Whether a quantum computer
can efficiently integrate these parts is still up for debate.

The procedure is as follows:

The rotation R**Y) may be represented as

2k-1
R = 3" i)(2i] + i + 2°)(2i + 1|
i=0
To illustrate, qubit O is transformed into qubit k, and qubits 1 through k are
inverted to take on the values 0 through k + 1. In this case, rearranging the k + 1
qubits are all that is needed to get the desired result. This permutation may be built
using k + 1 swap operations.

e The transformation

U(k) 0 ®
(5 u ) =1

The quantum Fourier transform may be applied iteratively to qubits 0 through
k to perform this algorithm.
o The 2k 2k diagonal matrix of phase shifts D(k) may be recursively decomposed as

0 ®@g

o The transformation D(k) may be realized by applying to qubit I for 1 I k using
this recursive decomposition. It follows that k single-qubit gates may be used to
construct D(k) in total.

o If D(k) is implemented as described, then

1 < 0 p® >
=\ 1« k
\/5 1®  _pk
can be implemented with only k gates.

1 (1% D®Y 1 w1

= (H[0)(0) ® I® + (H|1)(1]) ® D®
= (H Q@ IM)(|0)(0] @ I® + [1)(1] ® DY)

When bit k is set to one, the transformations (10 OII use D(k) to affect the
low-order bits that are within its control. Each of the single-qubit operations that
comprise D(k) may be applied to bit I, which is controlled by bit k, using a series
of k randomized treatment gates, as shown in Figure 11.12.



11.10 Shor’s Algorithm

Figure 11.12 A quantum 0

circuit that iteratively 1 0

performs the Fourier 2 Ur(k) D(¥) 1

transform. k_» k-3
k-1

A
11.10 Shor’s Algorithm

In 1994, Peter Shor was inspired by Simon’s method to develop a limited probabil-
ity polynomial time quantum algorithm for factoring integers. It has been a goal
of researchers since the 1970s to find faster ways to factor numbers. The number
field sieve is the most effective classical approach currently in use, and it has an
input size complexity that is super-polynomial. The algorithm is given as input
the number M to be factored. Since the input M is given as a string of its digits,
we assume that the size of the input is m =log M. Using the number field sieve
takes O(exp[m, /3]) steps. The computational difficulty of factoring is crucial to the
security of many cryptographic systems, including the ubiquitous RSA algorithm.
The scientific community at large became fascinated by quantum computing after
learning about Shor’s findings.

In order to calculate the period of a function, Shor employs a factoring method.
The period of a function may be determined using a well-established, classical
factoring method. At one point, Shor’s algorithm exploits quantum parallelism to
produce a superposition over all potential values for this function. Then, it makes
use of the quantum Fourier transform to efficiently generate an output with most
of its amplitude concentrated in states near to multiples of the period of the func-
tion. Using the state’s measurable properties, a precise calculation of the period
may be made using conventional techniques. The dot is used to factor M.

o Discovering Periods: A Method of Classical Reduction

o If the order of an integer a modulo M is greater than zero, then ar = 1modM,
and else the order is said to be infinite. A pair of integers is said to be relatively
prime if it has no common prime factors. As long as a and M are almost prime,
there is a bound on the order of. An example would be the expression f(k) = ak
modM. Given that ak = ak + r mod M the order r of a modulo M equals the
period f for a relatively prime M if and only if ar = 1modM. When r is an even
number, we get the following formula: (ar/2 + 1)(ar/2 1) = OmodM. This is true
only when ar = 1modM.

e Both ar/2+1 and ar/2 1 have nontrivial underlying themes with M as long as
they are not multiples of M. If r is divisible by 2, then if 72, then ar2 +1 and
ar/21 probably share some nontrivial component with M.

As an aid in factoring M, the following characteristic may be used:
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o Pick an integer, and the random number generator will give you the period of
f(k) = ak modM.

o Finding the greatest common divisor of ar2+1 and M is a fast and easy
Euclidean approach for finding even integers.

o Itisrecommended to keep going with the procedure till it is finished. Calculating
the period of the function f(k) = ak modM has replaced the formerly intractable
issue of factoring M. Shor’s optimization method solves the problem of deter-
mining the period of a function.

e We begin by providing a high-level summary of Shor’s factoring technique. It
seems that just parts 2 and 3 need quantum processing, whereas the remainder
may be handled by a conventional computer.

o Randomly choose an integer a such that 0 and M. Use the Euclidean approach
to determine whether a and M are relatively prime. In such case, we may have
found M’s missing component. If it becomes essential, the rest of the algorithm
may be employed.

e Perform a quantum Fourier transform on the input superposition by cal-
culating f(x) = ax modM the range [x] = [0, 1], where [n] is such that
[M? — 2] = [M2-2M?2].

e Measure. It is likely that a value v will be obtained that is quite close to a
multiple of.

o To get a rough estimate of the speculative duration from the known value v,
classical methods may be used.

e For even values of g, the Euclidean method may be used to find a nontrivial
common factor of aq/2 + 1 and M.

o Repeat the steps if necessary.

11.10.1 Core Quantum Phenomena

After using quantum parallelism to create the superposition Y. x, f(x)|, Shor’s
algorithm applies the quantum Fourier transform.

Since f(x) = a, mod M can be computed efficiently classically, the results of
Chapter 6 imply that the transformation

Up: x)0 =[x | f(x)
has a well-executed strategy. Discuss the algorithm’s effectiveness. To achieve the
combination, we take advantage of quantum parallel processing and U;.
2"-1

1

) 1f o)
ﬁ);ox[fx

If we evaluate the second register, we can simplify the analysis somewhat. How
it can be done without compromising efficiency or the algorithm’s results.
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The state changes when the second registers return an integer number u for f(x).

CY geolx)lu)

1 iffx)=u
where g(x) = {0 otherwise
the second register is no longer intertwined with the first, we can simply disregard
the value of u. There are various different versions of the period for which the f(x)
function f(x) = ax modM has the condition that it is f(x) = f(y). Thus, the values
of x remaining in the sum, those with g(x) = 0, varied by multiples of the period.
As aresult, functions g and f have a same period. We’d have the period if we could
somehow add up the values of two succeeding terms. Unfortunately, the principles
of quantum physics only allow us to get one random value of x from a physical
quantity. Because we are unlikely to measure the same value u of f(x) in two runs,
restarting the procedure has no benefit. Instead, the results received from the two
runs have no relationship to one another.

When the first register of this state is subjected to the quantum Fourier trans-
form, the result is

Up (CZg(x)|x>> =C'Y.6E)le)

where G(c) = Y g(x) exp( 2’;‘,,“ ) G(c) = 0 unless when c is a multiple of 2"/r when
X

the period r of the function g(x) is a power of two, according to the study. For
periods r in which n is not equal to 2", amplitude is concentrated in numbers near
to multiples of n. Because of this, a value near to a multiple of v may be expected
to be obtained by measurement. The algorithm’s quantum core has been finished.
The following part looks at how v has traditionally been used to get an accurate
estimate of the time period.

,in this case, C represents the suitable scalar. Because

11.10.2 Periodic Value Measurement and Classical Extraction

Using the quantum core of Shor’s algorithm, the period may be extracted from
the observed value v using a conventional approach. Using the quantum Fourier
transform, it is trivial to derive the period if the period r is a power of two. V is
equal to j 2rn for some j in this situation. A fraction with the period as its remain-
der is most likely to be found in most cases if j and r are both reasonably prime.
Rest of this section covers how to get a decent prediction for r when it is not a
multiple of 2.

Because the quantum Fourier transform only offers approximation multiples of
the scaling frequencies, extracting the duration from the measurements might be
difficult. A decent estimation for the period may be derived from the continuing
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record dubbed mentioned in box when the period is not a power of 2. According
to Shor’s results, v is likely to fall inside some multiple of. When we attempt to
retrieve the period r from the obtained by comparing v, it becomes clear why n
was selected to meet M2 2" 2M?. The left inequality M? 2" indicates that in the
high-probability situation

v o

v 1 _ 1
2" r

2.2" 7 2M?

In general, the difference between two distinct fractions § and % with denomi-
nators less than M is bounded:

'1_9 P ’pq' -r
qq’

1
Mz

q q
Thus, there is at most one fraction 2—’ with denominator ¢ < M such that

zln -Ll< A% The fraction *Z. In the A continuous fraction expansion may
be used to calculate the high possibility situation that v is inside. Our best
estimate for the time is the denominator q of the resulting fraction. When j and r

are close to prime, this assumption is right.

11.10.3 Shor’s Algorithm and Its Effectiveness

In order to factor the integer M =21, Shor’s algorithm is shown in this stage. Since
M? =441 <29 < 882 = 2M?, take n = 9. Since log M = m = 5, Five qubits are needed
for the second register. The result is that

1 2°-1
— ¥ feo)
V 29 x=0
Having nine bits in the first register and five in the second, it has a qubit count
of 14.
The second register of Eq. (8.1)’s superposition is a quantum measurement, and
let’s pretend a = 11.
2°-1
1

|x)f ()
ﬁgxfx

results in a value of 8. The first register’s state after these measurements is the
graph of the function’s discrete Fourier transform, which clearly displays the reg-
ularity of the result of implementing the quantum Fourier transform to this state.
Since the period of f does not split 2", the probability density function has some dis-
persion around different amounts of 2"/r rather than a single spike at each value.
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Suppose v =427 is the state measurement. We can utilize the fraction expansion
of Box 8.1 to get an approximation for the period since v and 2n are both rela-
tive primes. The following table represents a trace of the procedure for continuing
fractions:

i ai pi qi i

0 0 0 1 0.8339844
1 1 1 1 0.1990632
2 5 5 6 0.02352941
3 42 211 253 0.5

The algorithm terminates with 6 = g2 < M < q3. Thus, g = 6 is our guess for the
period of f.

Since 6 is even, a6/2-1 = 113-1 = 1330 and a6/2+1 = 113+1 = 1332 are
likely to have a common factor with M. In this example, ged(211330) = 7 and
ged(211332) = 3.

11.10.4 The Efficiency of Shor’s Algorithm

As the algorithm is implemented, this section looks at how many gates or classical
steps are required to accomplish each step, as well as how many times it is likely
the process will be repeated.

O(log M) = O(m) steps are required for both parts 1 and 5 of the Euclidean
algorithm for integers x > y. It is similar to the Euclidean method in that it
takes O(m) steps to complete the continuing fraction algorithm in part 4. As
seen, the third section does not need to be included at all. In this section, we’ll
calculate Uy and the quantum Fourier transform. One qubit needs O(m) steps to
be transformed into another qubit via the quantum Fourier transform. U; might
be implemented using the technique for modular exponentiation provided, which
needs O(n?) steps. Modular exponentiation, as defined by Shor, may be used to
execute the transformation U, more effectively, since it takes less time and space
than the most efficient classical technique. A single iteration of Shor’s algorithm
takes the same amount of time as a single iteration of the method’s total time
complexity, which is O (n? log nlog log n).

To demonstrate the efficacy of Shor’s algorithm, we must also demonstrate that
the portions are not repeated excessively. There are four things that may go horri-
bly wrong:

e The period of f(x) = ax modM could be odd.
e Part 4 could yield M as M’s factor.
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o The value v obtained in part 3 might not be close enough to a multiple of 27

o A multiple j 27 of 27 is obtained from v, but j and r could have a common fac-
tor, in which case the denominator q is a factor of the period, not the period
itself.

The classical reduction has the first two difficulties, and traditional classical rea-
soning limits the probability to a maximum of 1/2. The difficulty does not occur
if the period r divides 2". Shor shows that, in the general case, v is within 1/2 of
a multiple of 2/r with high probability. Taking the quantum Fourier transform as
a starting point, it’s easy to show that every possible solution to issue 4 is equally
plausible.

2"-1

C' Y Gle),
c=0

where

G(c) = Zexp(Zm—) Zexp<2m—)

X, =x|f(x) =uin the case when X, =x|f(x). The final total is one if cis a multiple
of 2"/r, and zero if it is not j 0,...,r is equally probable in this instance. When j
and r are relatively prime, ged(r,j) = 1, we have the period r. The famous Euler
function, known to fulfill (r) /log r for any constant, gives the number of significant
integers smaller than r that are relatively prime to 7. Thus, we just need to repeat
the portions O(log log ) times to get a high success. However, the broader situation
when r does not divide 2" is a little more complicated but still provides a similar
conclusion.

11.11 Omitting the Internal Measurement

In the equation of Shor’s algorithm, the measuring of the second register of the
state to determine u may be skipped. This section first explains why this evalua-
tion may be skipped, and then provides a formal justification for why this is the
case.

As aresult, the state is composed of many Fourier analyses with the same period,
one for every value of the f(x) parameter. The Fourier transforms of these quan-
tities are superimposed due to the linearity of quantum transitions. Because each
function correlates to a different value u in the second register, the density of states
of the parts does not interact with one another. The period may be determined
by measuring the first register, which produces a value from one of these Fourier
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transformations that is near to for some j. An example of the difficulties of dealing
with quantum superpositions may be seen in this argument’s formalization.

In other words, we may say that X, is equal to [x]|f(x)] = [x]. Eq. (8.1)’s current
condition may be expressed as

2"-1
—le)tf(x» = —Z D
ueR x€X,
= —2 <2gu<x>|x>) |ue)
uER

F(x) is the function with the range R, and g,, is the u-family of functions with u
as the index.

gu(x)={1 if fx)=u

0 otherwise

They can’t interact (add or cancel) with each other in the second register ampli-
tudes. Transforms applied to previous states may be expressed in terms of the
aforementioned state.

"1
Uy ®1<ﬁé(zgu(x)|x>> |u>> = é(UF;gu(x)bc)) | u
2"-1
= C/Z (ZGu(cﬂc)) lu)

UER c=0

It’s the discrete Fourier transform of g,(c) (x). This is a linear combination of
every possible u in Eq. (8.3) as a consequence of this operation. Measurement of
the first half of this state yields a ¢ near to a multiple of 2"/r, much like how the
second register was evaluated in the original process because all g, had the same
period.

11.12 Generalizations

A comparable method for the discrete logarithm issue was also included in Shor’s
original work. For issues that come within the broad category of hidden subgroup
problems, further expansions of Shor’s quantum algorithms have been shown to
work. The second and third portions of this chapter assume some familiarity with
group theory. There is no need for readers who are unfamiliar with group theory
to spend time reading these parts; only Appendix B and the last chapter’s section
on recent algorithmic developments will benefit from them. There are many boxes
devoted to the fundamentals of group theory.
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11.12.1 The Problem of Discrete Logarithms

Diffie-Hellman, El Gamal, and elliptic curve public key encryption, for example,
all rely on the traditional difficulty of the discrete logarithm issue. Factoring or the
discrete logarithm issue is used in all common public key encryption and digital
signature techniques. Public key encryption and digital signature techniques are
critical to the security and efficiency of online transactions and communications.
Is there a public key encryption system that can be constructed before quantum
computers are built, such that it is safe against both classical and quantum attacks?
Practical consequences will be enormous if quantum computers triumph in this
race. All presently accepted public key encryption techniques will be unsafe if
quantum computers become a reality.

Assume that Z,, is a collection of numbers 1,...,p that can be multiplied by p, and
that b is a generator for this collection. With regard to base B, The element x Z,
where b, = b modp is called the discrete logarithm of y Z,, with respect to base B.

The Discrete Logarithm Problem Look for a prime p, abase b Z,,, and an arbitrary
element y Z, such that b, =y mod p.

This is computational complexity impossible for really large values of p. For
some large finite cyclic groups G, the discrete logarithm problem may be solved
classically with relative ease. One example of this hidden subgroup is the discrete
logarithm issue for Abelian groups. As shown in Appendix B, a generic method
for the Abelian hidden subgroup issue produces, in this particular instance, the
discrete logarithm algorithm created by Shor himself in the original formulation.
Hidden subgroup issues will be addressed in the next section.

11.12.2 Hidden Subgroup Issues

Many of the issues and quantum algorithms we have covered so far fall under
the umbrella of the hidden subgroup framework. Familiarity with group theory is
helpful for properly appreciating this concept. In Box 8.2, we see an explanation
of a group and several examples of groups in action. Box 8.3 gives a comprehen-
sive breakdown of the various categories and subcategories. Box 8.4 discusses the
nature of the enigmatic subgroup of Abelian groups. Imagine G is a group for a
moment. An implicit definition of a subgroup H G exists if and only if a function
f on G is constant and unique on each coset of H G. Generators of H G may be
discovered using this definition.

One of the goals is to find a polylogarithmic algorithm that requires O([log|Gl]k)
steps to compute a set of H generators. If given a group G, the task’s difficulty
depends on more than just G and F. Some group characteristics may be hard
to infer from given information, while others may be obvious at a glance. It is
well-known, for instance, that it is technologically challenging to determine
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the size of a group given its defining set of generators and relations. If f is also
computationally efficient in poly-log time, then a solution should be found in
poly-log time.

Although the generalized hidden subgroup issue has not been solved, a polylog-
arithmic limited probability quantum technique for finite abelian groups that are
defined in terms of their cyclic disintegration does exist. For Abelian groups, cyclic
decomposition is used.

Abelian hidden subgroup problem with finite indices Consider the cyclic
decomposition G = Z,0 Z,L of a limited Abelian group G. Assume G has a
subgroup H G and that a function f on G defines H implicitly if and only if f is
constant and unique on every coset of H. Identify a group of H generators.

Example 11.3 Finding a period when you’re part of a secret society. The chal-
lenge of pinpointing dates might be recast as one of uncovering unseen subgroups.
A periodic function f defined on ZN has a period r equal to N2 divided by 2. The
group H ZN created by r is the secret group. The period r of H may be calculated
by finding the most effective common divisor (Gcd) of its integer components (h,
N) (h,N).

The problem of determining a period is an example of the finite Abelian hidden
subgroup problem, as are Simon’s and discrete logarithms. It’s not hard to see how
Simon’s situation may be interpreted as a hidden-group problem. The connection
between the discrete optimization problem and the hidden subgroup phenomena
requires some investigation.

Example 11.4 A hidden subgroup of the fractional differential equations. Find-
ing an x G such that bx = y modp is the goal of solving the discrete log problem,
which asks for the group with p as the prime factor, base b as G, and any element
of G as the variable in question. Assume that f(g,h) = b + Gyh, and that f(g,h) isa
function. This hidden subgroup H of GG consists of all tuples of the type f(g,h) =1
(mx,m). You may find the element using any of the H generators (x,1). The value
of x, the solution to the discrete logarithm problem, may be calculated by applying
the following method to the hidden subgroup problem.

Performing a superconducting Fourier analysis is crucial to Shor’s algorithm.
The Walsh-Hadamard translation for the finite Abelian group, W, is used in
a quantum approach to solving Simon’s problem (and more broadly all finite
groups). To address the hidden subgroup problem, we use the quantum Fourier
transform over the Abelian group G. Fourier representations of general finite
groups G exist. W, which also includes the comprehensive solution to the problem
of finding hidden subgroups in finite Abelian groups, provides extensive coverage
of all of these aspects. This chapter draws on more sophisticated implications
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from group theory than are used elsewhere in the book. The identity of the
concealed subgroups of generic non-Abelian groups remains a mystery.

11.13 The Application of Grover’s Algorithm It’s Time
to Solve Some Difficulties

In quantum computing, Grover’s algorithm is second only to Shor’s in terms of
popularity. However, it takes a quite different stance than Shor does. Although
Shor’s method solves a real-world problem, it can only be applied to a subset of
possible scenarios. Concerns have been raised concerning the real-world implica-
tions of Grover’s technique and its many variants.

To tackle “black box” issues, Grover’s method is used. Our method solves the
problem with just O(NN) calls to the oracle, whereas the best possible classical
methods need O(N) calls. When compared to Shor’s technique, Grover’s is clearly
superior. Only under certain conditions, such as when the black box can be built
efficiently, and when the additional structure to the problem can be used by
classical and quantum algorithms, can this query complexity advantage over the
classical case translate to a speedup.

Grover’s approach has been shown to have an O(N) query complexity; no quan-
tum algorithm can do better. Even more critical than the method itself is adhering
to this constraint. Powerful quantum computing is severely limited. Grover’s algo-
rithm, unlike Shor’s algorithm, has versions that are known to succeed with con-
fidence, unlike Grover’s algorithm. In comparison to Shor’s algorithm, Grover’s
is much easier to understand and provides a beautiful geometric explanation.

Using amplitude amplification, Grover’s method searches an unorganized set of
N objects.

Any Boolean function or predicate P:0,...,N,N 1 0,1 that represents the prob-
lem in terms of the desired attribute is a candidate for solving the problem. The
goal of this task is to identify x such that P(x) = 1. Similar to Simon’s and Deutsch
problems, Jozsa’s predicate P is seen here as an opaque oracle, and the significance
of the number of inquiries made to P is emphasized. If we assume that we have a
black box whose output is P(x), then the best classical processes will need an aver-
age of N/2 values, or the predicate P(x) will need to be interpreted as an average
(x). Similar outcomes are achievable when working with the same quantum black
box.

D e x)Px)

upon input of

e x)lo),
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An O(N) call to UP is all that is needed for Grover’s method to succeed in the
single-solution case. Grover’s approach is used repeatedly to raise P(x) = 1 val-
ues with growing amplitudes c,, with the goal of guaranteeing that the process
eventually yields a number x that is both fascinating and unusual. Grover’s tech-
nique necessitates a computable predicate P, but it’s too loosely defined to pre-
vent traditional approaches from outperforming the quantum process in practical
applications.

11.13.1 Explanation of the Superposition Technique

. . , . . 1 _
The starting point for Grover’s method is a superposition of equals | W\/_ﬁZx x =|

The starting point for Grover’s method is a superposition of equals.

1. Multiply by + to get possible results

All solution basis vectors should have their signs inverted. A second step is to
invert around the mean, a modification that maps each frequency reaction A to
the mean amplitude A+. It illustrates how the basis vector for one solution could
increase in amplitude as a result of these events. Now, let’s dissect this process step
by step.

11.13.2 The Black Box’s Initial Configuration

Without narrowing the scope too much, let N = 2" for some integer n, and let X be
the state space produced by. Assume Uy, is a quantum black box that serves as

Up:|x,a) = |x,P(x) ® a)

for all x € X and single-qubit states la (Figure 11.13).

Let us designate the good values as G = x|P(x) and the bad values as B = x|P(x),
and assume that the number of good states is negligible compared to the entire
number of states:

IG] < N

Figure 11.13 Grover’s (a)
approach iterates by

preee RS NN NN NN AN RA RN
elements’ signs and

(b) inverting around the ‘
mean. This is shown by

using the example of a

single answer. (b)

275



276

11 Advance Quantum Computing

Let
o) =1 VGl

be an even superposition of all the good states, and

) =13 VB gl

include a neat superposition of all the undesirable ones. As a result, the
superposition of all N values is a linear combination of the superpositions of
ly g and lyy
21
lw) = Ln Z Ix) = glwe) + bolysl
x=0

ok
whereg, =+/| G| /Nand b, = v/B/N | |.

The repetitive application of a unitary translation lies at the heart of Grover’s
algorithm.

Q:glwe) +bilwg) = 8ilws) + by | v

For each excellent condition, it raises and lowers the peak amplitude of g; (and
vice versa) to its maximum value. It is expected that |b;1% Ig;| will have been moved
to favorable states after executing Q’s amplitude-amplifying transformation a suf-
ficient number of times. An x G result is quite likely at this point in time. Q must
be applied N times, and this depends on N as well as G. Analyses are presented in
great depth.

11.13.3 The Iteration Step

Constantly evolving the polarity of the positive components and inverting the aver-
age are two ways to produce the transformation Q. The execution of these two
phases is described in detail in the following sections. Real amplitudes are used
in both stages, thus for the sake of consistency, we’ll just talk about real ampli-
tudes here.

Changing the sign of the Good Elements n to change the sign in a superposition
Ycxinl of exactly those Ix such that x € G, apply S;. A sign change is simply a
phase shift by e = —1. Section 7.4.2 showed that

Up(ly) ® HI1)) = (Sglw)) ® H|1)
By switching the positive parts’ polarity, we may get
Up: (gilwg) + bilwg) ® HI1) — (=glwg) + bilyg)) ® H|1)

Rather than being dependent on N, the number of gates required to calculate Uy,
determines the sign change on the excellent elements. Inversion alx is inverted to
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(2Aa)lx when the averaged harmonic components of all the coordinate axes in the
combination are taken into account. The change is clear to witness.

N-1 N-1
Zailxi) - Z(ZA —-a;) | x
i=0 i=0

is performed by the unitary transformation

2, 2 2
N N N
2 24 2

D=| N N N
2 2 2
N N N

To perform the conversion, this section exhibits the usage of O(n) = O(log,(N))
quantum gates. You are following Grover’s lead in defining where W represents
where the Walsh-Hadamard eventually turns.

-1 0 0
o 1 0
St =
"o . 0
0 0 1

is the phase shift by = of the basis vector 10. To see that D = —WS{W, let

2 0 ... O
R= o 0 o0 ..
0 ... 0
0 0o O

Since S% = I — R,~W SEW = W(R — D)W = WRW — I
SinceRij =0fori#0orj#0,
2
§= iOROOWOj = IT](WRW)

and -W S§W = WRW —-1=D
The iteration transformation is obtained by inverting the average and then alter-
ing the sign of the positive components.

Q= ~WS;Ws,

11.13.4 Various of Iterations

To identify the ideal couple of times recently to apply Q, this part analyzes the
results of several applications of step Q in an iterative process that averages before
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and after a sign change and a reversal. The high-frequency g; of excellent states
fluctuates regularly with the number of repetitions, proving that Q is a fixed rota-
tion. How many iterations should be used to identify a solution with high prob-
ability is an important consideration. Recurrence relations on g; and b; help us
calculate how many iterations we should utilize to solve the problem.

The iteration Q =DSG is responsible for transformations g;ly )+ b;lyy) to

8ii1lwg) + b, lwy). First,
ST gilwe) +b; | wy = —gilws) + bilwg)

The expression g;|G adds up the amplitudes from all the i’s to get the average
amplitude, A;, contributes |Bl amplitudes
Thus, altogether

VIBlb = VIG g
N

A=
Inversion about the average transforms

. b.
D:—glwg +b|; vy —>x€G2Ai+é X+x€B2A, — —
|G| |B|

= (ZAi|G| +gi)|WG + (ZAilBl - bi)lll/B

=8 lws + by lwg

X

where
81 = 2A;VIG| + g
bi+1 =2A;V|B| - bi

Let’s call the chance that any random number between 0 and N—1 fulfills P the
probability ¢. Since 1t = |BI/N, we have t = |GI/N. Then

VIBIIG| b; — |Glg;

AVIG| = aall IN’ | lg’=\/t(1—t)bi—tgi
|Blb; — /1BI|Glg;

AVIBl = ————L = (1 - b, — V(1 - t)g

The recurrence relation can be written in terms of ¢:

8 = (1 —=20g; +24/t(1 = Hb;

by, = (1 —20b, — 24/t(1 - t)g,
where g, =4/t and by =4/1— t. It is easy to verify that g, =sin((2i+1)9)
b; =cos((2i +1)9) is a solution to these equations with sin 6 = \/t =14/G/N]||.

We can now determine the best value for Q iterations. We need to choose I so
that we have a decent shot at keeping an eye on a healthy condition and finding a
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material that has the required property. P =sin((2i + 1)), or (2i +1)/2. The angle
gets very tiny for IGI% N, and therefore, the highest value of g; will be achieved
when I > = |g;.

Success rates will decrease as the algorithm iterates. Many classic algorithms
are iterative, with more iterations usually yielding better results. For t =1/4, one
iteration is the ideal choice, but for t = 1/2, it makes no difference how many times
the process is repeated.

Grover’s method may be considered a linear combination of |G and |B concern-
ing the parameters, operating in the actual two-dimensional subspace spanned by
|G and |B at each iteration. All that is done is switch the amplitude from IB to |G.
Here, Grover’s approach is presented in a stunning geometric form. We first dis-
cuss amplitude amplification, an extension of Grover’s method that necessitates
this geometric graph.

11.14 Effective State Operations

Iteration operator W10 is applied to W10 in Grover’s method at the first step. A
trivial process, W translates |0 to every conceivable value, leading to a solution
with probability IGI/N. W is just that — a simple algorithm. The U|0 analysis may
be applied right away to any method U that has some amplitude in the good
states, assuming we have one that offers an initial response with a higher proba-
bility than U0 as this section illustrates. The iteration operator is replaced with
amplitude amplification, which generalizes Grover’s technique. Q = —-W STW ST,
with

Q=-USiU~'sy

To get the same process of engaging as in Section 9.1.4, this part generalizes the
reasoning. Allow us to refer to the subspaces G and B that are traversed by the
corresponding projection operators P; and Py. Let’s write 0 as | = gyIG + b,|B,
where |G and IB are the Gaussian distribution coordinates of | onto the negative
and positive subgraphs, respectively.

1
|WG> = _PGW’)
8o
and
1
|WB> = b_PB|W>
o
with

g = |Pgly)l
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and

bo = |PB|W>|

We have |G, IB, g,,, and b, equal to one another when U = W. This time around,
the characteristics of U, as opposed to the good states, determine g, and b, rather
than the number of solutions. So long as the states |G and |B aren’t equal superposi-
tions of the good and terrible states, they are nonetheless genuine. The percentage
by which the superposition Ul0 generates a state that meets the precondition P is
1. Reversible method that transfers 2 10 with probability to a collection of solutions
in G is what the operator U may be thought of as ¢ = Ig|.

To understand the effect of Q = —U SjU'SE,, recall from Section 7.4.2 that S5¢|
can be

Since

Qlyg) = —U SFU'SE | wg
=US;U " |yg
= lwg) —28U | 0
= |wg) — 2808 we) — 280bo | wg
= (1= 20lyg) —2VH1 = 1) | vy

and
Qlyy = — | wy +2b,U | 0

= —|yp) + Zb_og0|V/G> + 2b_0b0 | wg

g
= —|yg) +2(1 — t)b—OIwG> +2(1—1t) |y
0

=1 -20)|yg) + 2Vt = D]wg)

Q performs the following transformation on any real superposition of |G and
IB:Q(gilwg +bilwy) |G and |B: QG | wg +b; | wg) = (g1 — 20) +2b,\/t1 — 1))
lyg) + (b;(1 — 2t) — 2g;1/ (1 — 1))|yp)it results in the same recurrence connection
as before,

g;sin((2i + 1)0) 81 = (1 —20)g; 4+ 24/t(1 — )b,
b; = cos((2i + 1)0) by =1 —20b; — 2/t - t)g;

with the solution for sin 6§ = \/t =g,

g, is modest, therefore g; will be at its maximum after a few repetitions. To dis-
cover a solution using the algorithm U, an average of 1/t iterations is required if U
is successful with a statistical likelihood ¢. It only takes O(1/t) attempts to discover
a solution when using amplitude amplification. Amplification of amplitude will
have no impact if U is attenuated in the happy states, then g, = 0. Furthermore,
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if g, is large, amplitude amplification cannot ameliorate the difficulty, just as no
iteration of Grover’s approach raises the likelihood if ¢t = 1/2. The results aren’t
improved by using an amplitude amplification algorithm on an algorithm U that
was generated by amplitude amplification.

11.14.1 2D Geometry

An argument in two-dimensional geometry and trigonometry may be used to
explain the logic underlying amplifying the signal’s amplitude by some factor,
with consideration given to how many repetitions of the Q algorithm should be
performed. In this case, we’ll assume that |G and |B remain the same as before.
This section uses Grover’s method to show that the whole explanation of ampli-
tude amplification and the subsequent revolutions in the real two-dimensional
subspace can be reduced to a simple geometric statement in Figure 11.14.

{lyG, lwB}

The starting state Ul0 = g b,|B has real amplitudes g, and by, as required by the
definitions of |G and|B, and therefore is in the two-dimensional real planes swept
by. The closer U0 is near |B, the lower the success probability ¢. Let us denote by
the angle formed by U0 and |G, as shown in Figure 11.15. As a result, the angle is

Figure 11.14 The initial state U|0 in the basis. |va)
’
G| 1 Ulo)
b, [VB)
Figure 11.15 Structure of transformation variables. [Yg)
e Vo)
Ulo)

Vs)

281



282

11 Advance Quantum Computing

solely determined by the likelihood that a solution exists if the initial condition U10
is measured. g, = cos() = GIUI0 = int. Here, we’ll break out how Grover’s method
gradually moves the state in the desired direction by rotating it by a constant angle
at each iteration.

By reflecting |0 about B, the SG transformation produces the 1 state. Repeating
this process until the desired state is very close to |G allows us to optimize the
amplitude of the good states. It is possible to determine the optimal number of
runs and the probability of success based on the situation’s fundamental geometry.

To be more precise, Grover’s approach produces amplitude amplification pre-
cisely when U = W. To further understand the geometric significance of the SG
transformation, think about it in terms of the hyperplane that is orthogonal to |IG.
To simplify this training set, we’ll assume that |B occupies a single dimension in the
plane ([G,|B]). The mapping from any |0 state in the |G,|B subspace to |1 = SGIO
is shown in Figure 9.3. For the transformation 1, this is also a consideration of
the orthogonal hyperplane of |0. One may reflect on USO U by thinking about the
higher-dimensional space orthogonal to U10. Its effect on |1 is seen in Figure 11.16.
Figure 9.5 shows that the direction of the state vector has been altered by the last
negative sign. The negative sign is superfluous since the quantum state is unaf-
fected by the global phase shift. However, since we are drawing in the plane rather
than projective space, it is easier to understand what is happening. In differential
geometry, two reflections are said to be synchronized if and only if their axes rotate
by a combined total of 360°. In this case, the angle between the two axes of reflec-
tion is where cos = g, as in the preceding case, therefore the axes of reflection
are orthogonal to Ul0 and |G. The two reflections add up to a rotation by 2, and
the rotation accomplishes the ultimate negation. This means that there is a 180°
rotation between each Q step.

[vg) Figure 11.16 The transformation
causes |2 to exist by reflecting |1
down a line that is perpendicular
to UJ0.

- [¥g)

Ulo)
|Vg)

|4b)
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Let6 = g — f, the angle formed by UI0 and |B, with sin = g, as in the preceding
analysis. Since the state is rotated by 2 for each Q iteration, the angle after I steps
is (2i +1).

With the last minus sign, we rotate by a factor of 2, from 2 to |3.

After 1 steps toward the good side, the amplitude is again given by
g; =sin((2i +1)). Again, similar to what we did at the conclusion, we calculate
the optimum number of iterations.

11.15 Grover’s Algorithm and Its Optimality

Just as important as the algorithm itself is proof that Grover’s technique is as
good as any practical quantum algorithm for exhaustive search. Before Grover
discovered his method, a lower bound on the query difficulty of any vast mathe-
matical model had already been established: no quantum procedure can need less
than calls to the predicate UP. Thus, Grover’s method proves to be the most effi-
cient. That’s why quantum computers will never be able to compete with classical
ones.

Incorrect hopes have been placed in quantum computers to provide an
exponential speedup for all computations; this is due to the exponentially vast
quantum state space. Quantum computers may provide exponential speedups
for any parallelizable computation that only requires one result, according to a
less naive notion. Optimization challenges using Grover’s approach demonstrate
that quantum computers will only provide a very minimal speedup compared
to classical computers. This subsection details an optimality proof in the special
scenario when there is just one solution x. A maximum number of oracle UP calls
is established by the evidence. The reasoning may be applied to any problem with
several answers.

Methods for deriving S, from UP are shown in Sx can talk to the oracle. Every
procedure using S, can be rewritten in terms of UP, and vice versa, thanks to
reversible computing, so we don’t sacrifice any generality.

Each quantum search method may be seen as a cycle of unitary transformations
that do not depend on x followed by a query to the oracle UP. The rationale holds
even if we allow the use of additional qubits; we merely use them instead of, and
the method is less efficient since N is now greater.

Important to remember: the algorithm has to work no matter which x is correct.
For each x, there are transformations that can quickly find x. Whatever x may be;
a fast-finding procedure is desired. An adequate probability must be returned for
each possible value of x by any search technique deserving of the name. In this
study, we focus primarily on quantum search algorithms that can return x with a
probability of at least p =1/2. Readers may check any value at their leisure.
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It is possible to acquire an O(N) bound by using a different constant for 0 p 1. It
can be shown that the state | obtained after k steps of type U;S, is valid.

el > 2
for all x, then k must be Q( \/ﬁ ). This paragraph provides a basic outline of the
reasoning behind the conclusion. In order to ensure that the method works for
every x, if the oracle interface is, then the outcome of performing the algorithm
U,S,...U;S,...U,yl0 must be a state |x sufficiently near to Ix that x will be acquired
upon measuring device with a strong possibility. The end states of the method
for different must be sufficiently far apart since two aspects of the conventional
foundation Ix and [y cannot be closer than a specific constant. Running the algo-
rithm yields a different result depending on how many times S, is called. Since the
algorithms all begin in the same state, it is possible to derive a constraint on k, the
number of oracle interfaces S calls, by bounding from above the distance between
lix and li. This means we want to apply U;S, to lix 1 and US| to liy 1 to limit the
rise in distance. Both lix and |iy are compared to a state acquired by applying U,
up through U, with no intervening calls to S, in order to establish this bound. Asa
first step, we provide a comprehensive explanation of how to leverage the inequal-
ities derived from these concepts to demonstrate the need of making calls to the
oracle.

11.15.1 Reduction to Three Inequalities

The proof considers the relation between three classes of quantum states:
the desired result Ix, the state of the computation Iz//;(‘ after k steps, and the
state lyy,) = U,U,_,...U;U;|, obtained by performing the sequence of
transformations U; without consulting the oracle. The analysis simpli-
fies if we sometimes consider, instead ofilx, a phase-adjusted version of Ix,
namely

Ix e}f’x x k =|,wheree’s x y/;(‘ /xw*=111kl. The phase adjustment is chosen
so that x; y; | is positive real for all k. Since Ixk differs from |x only in a phase,
whenever bxy; 2l | > %, we have a similar inequality for le’(, namely

1

. . s .
in which case (x; | y;) > 7

Here, we evaluate the separation between selected pairs of these states:
B = 1lw30) = IX)
c=Ix) = lw)l
die = 1) = lwell
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The proof provides upper and lower limits on the average or total of the squares
of these distances:

D, = %Zdz Ay = J%]Zafa C, = %Zcix
P X pe

Search algorithms that may be used in a wide range of contexts must be capable
of efficiently finding all potential values of x of the evidence establishing three
inequalities combining Dy, A,, and C,. We first outline and then illustrate how
the inequality suggests less limits on the use of the oracle.

To begin, the average squared distance between the final state | created after k
steps and the phase-adjusted solutions state | demonstrates the need of the follow-
ing inequality for achieving a success probability of | | I.

A <2-4/2

Once N 4, the second inequality constraints Cy, the sum of the squared devia-

tions between the vector |k and all of the basis vectors |j: C, N.
Cc21

The third inequality bounds the growth of D, the average squared distance
between ly*, and Iy, as k increases:

Dy < ==
The three quantities d,, a,,, and c;, are related as follows:

- -
A = 1w) = W)l = 1lwg) = €%1x) + €% |x) = [wi)| = = ¢

To relate the quantities D, , A;,., and C,,, we use the Cauchy-Schwarz inequality
(see Box 9.1) to obtain

> %;aix - 1%] (;aix) (;ci)c) + IlV;cix

> A, — 24/AC, + C,.

2
Making use of this inequality and the three earlier ones, we bound % from
below by a constant:

= >D,
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> A = 2V/AC + G
- (VG- VA
(i)

since1>2— \/2 > A, Thus, for N >4 (needed for the second inequality), and tak-

ingg=1-14/2- \/5, atleastk > % \/ﬁ iterations are required for a success proba-
bility of [(x | w}) |2 > % for all x. We now turn to the proofs of the three inequalities.

2

11.16 Amplitude Amplification using Discrete Event
Randomization of Grover’s Algorithm

Grover’s algorithm, like Shor’s, is not based on chance. It is possible to mod-
ify Grover’s method in such a way that it is guaranteed to find a solution while still
achieving the exponential speedup it was supposed to achieve. A more general
method of de-randomizing amplitude improvement is feasible. Two solutions
are suggested by Brassard, Hyer, and Tapp. The rotating angle used in the first
iteration is less than in the second, while the last step in the second iteration is
reduced. Each approach is broken out here for your perusal.

11.16.1 Altering Each Procedure

Consider the case when the angle used in Grover’s technique or amplitude ampli-
fication is an integer. In this situation, the amplitude g; would be 1 after a specific
number of repetitions, and the algorithm would reliably return a solution. You
may recall that sin = tg, is satisfied by =. Derandomizing amplitude multiplica-
tion for algorithm U with success probability g, requires modifying U to achieve
an algorithm U with success probability such that for fulfilling, the amount 4 12
is an integer.

We need to be certain that we can effectively construct a less enhanced U from
the original U in order to make the process less productive. The key to fixing this is
allowing the use of an additional qubit b. A single-qubit transformation is denoted
by the notation U B on a (n + 1)-qubit register Islb, where U represents the algo-
rithm’s success probability g, on the register’s n bits.

/ /
B=‘/1—g—°|0>+1/§
8o 8o

Consider the group G to be the set of all conceivable foundation states. The
reader may verify for himself that g0 is, in fact, the initial success probability



11.16 Amplitude Amplification using Discrete Event Randomization of Grover’s Algorithm

when [ |0]. After a given number of steps, the U U S S and iteration operator-based
amplitude amplification on a (n + 1)-qubit state is guaranteed to work.

This tweaked method uses oracle queries to reliably acquire a solution at the
expense of a single extra qubit.

11.16.2 Last Stage Variation

Though more difficult to explain in detail, this method guarantees a timely solu-
tion without the need for a second qubit. To achieve the ideal end state, it is nec-
essary to make adjustments in the last stage. As a first step, we investigate the
universal characteristics of conversions of

Qp,7) = -U SPUS],
where ¢ and r are both arbitrary angles and

S1x) = {ei‘/’ | x
displayed effective methods for using Sy. To begin, we demonstrate that for each
lv quantum state,

US§UT v) = [v) = (1= ) (v | U [0) U |0)

Then

N-1
UStU™ vy =USY (Z(v | U i) iy + (v | U |0) |o>>

i=1

N-1

= U(Z(” | U |i) |i) + (v | Uei¢ |0>|0>>

= Z(V | U i) Uiy + €% | U |0)U |0
i=1

=[v) = (1 —€e“) v | U |0) U |0)

Using this result, we now can see the effect of Q(¢,7) = USg’U‘ng on any
superposition v = glvg + blvy in the subspace spanned by v and lvy. We have

Q. 7)|v) = glie™ |vg) + € (1 — ) (vg | U |0) U |0))
+b(=|vg) + (1 — e®)(vy | U [0) U |0))
Q(¢p,0)ly = g(¢p,0)ly G + b(¢,7)lwB, where

g(p, ) = sin((2s + DO ((1 — e')gd — 1) + cos((2s + 1)O)(1 — e'¥)byg,
b(¢. 7) = sin((2s + 1)O)e"" (1 — €")gyb, + cos((2s + 1)) ((1 — e')bZ — 1)
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Our aim now is to show that there exist ¢ and r such that if is applied as a final
step, a solution is obtained with certainty.

We want evidence that may be selected so that the full amplitude of Q(¢,7) is
realized in the good states b(¢,7) = 0 or

(sin((2s + 1)0)e™ (1 — €")gyb,) + cos((2s + 1)O) (1 — e¥)bg — 1) =0
or

(1 — e)gy /1 — g2sin((2s + 1)0) = (1 — (1 — €') (1 - g7)) cos((2s + 1)0)

since b, = 1/1 — g;. Since the right-hand side equals
(g2(1 — ') + ') cos((2s + 1)0)
we want ¢ and 7 to satisfy

(1 -e")g,4/1 -8
cot((2s + 1)0) = 11.2
(25 +1)8) 20—+ (11.2)

Following the selection, we then choose to materialize the area to its right.
Calculate the square root of the right-hand side of Eq. (11.2) to get.

gobi(2 — 2cos )
g3(2—2cos¢) —gi(2—2cos ) +1
The maximum value of the magnitude squared, obtained when cos¢ = —1, is
agoby  _  4sbs
4g—4g+1 (2¢2—1)’
So the maximum magnitude is
280by _ 28obo
26-1 g —bg

= tan(20)

where sin 6 = \/t = g, as before. The right-hand side of Eq. (9.5) may be any real
integer between 0 and tan(2), depending on the values of and. After iteration the
state has rotated to fix target value according to geometric representation. In this
way, we have shown that s repetitions of Q followed by a single application of Q(,)
guarantees a solution.

11.16.3 Solutions: Possibly Infinite

In order to determine how many times, the transformations Q should be done, we
need to know the ratio of solutions ¢ = |GI/N. If you want to boost the volume, you
will need to feed in the success probability ¢ =Ig,|2 of Ul0. There are two options
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available to us when we are in a position of ignorance. In the first approach, a
different number of Q repeats is picked at random for each iteration of Grover’s
algorithm. Even though this approach is brief, it is quite efficient at finding the
correct answer. For the second technique, quantum counting, we use the quantum
Fourier transform to estimate ¢; this process requires O(N) calls to UP.

11.16.4 Varying the Number of Iterations

Let’s check out how well Grover’s method works with problems that have tN
solutions in a cardinality N space. When ¢ is not known, the Grover method
with a random repeating step number between 0 and is a simple approach. For
large values of ¢, this simple method is suboptimal. As we can see, however, this
simple method is applicable to the vast majority of O(NN) calls regardless of the
value of ¢.

The formula should offer an average future performance for a run with I repeti-
tions of Q, where I is a random number between 0 and 1.

r—1
Pr(i<r)= =Y sin’(2i +1)
r4
i=0

In the same way that sin ¢ equals ¢, Figure 11.17 shows a graph showing the
average -future performance for various values of r. For all values of t more signif-
icant than 1%, the graph will be the same. As a side note, a graph of the Grover
algorithm’s success rate after precisely r iteration steps is also shown.

The graphs of these functions demonstrate the existence of a constant ¢ such that
Pr(i<r)y>cforallr > E\/% . For > 1t < N, guaranteeing at least one solution,

o9l S sin?(@r +1)0)
08} - - Fo
07t
06
05
04
03|
02 !
01t

0 z /1 \/T 3z /1
4Vt Vi 2Vt

Figure 11.17 Number of iterations in Grover’s approach.

B r-1
L L sin(erie 1)
- iz
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if we choose /4 N) c. Thus, a single run of the algorithm, where the number of
iterations of Q

The average success probability Pr(i < r) over runs with a random number of
iterations chosen between 0 and r plotted using the conventional formula where
sin = t. For comparison, the dotted curve shows the chance of succeeding for a run
with precisely r repetitions to get right answer, but that results must be lie between
0 and 4N O(N) is the number of times the oracle will be called throughout this run.
With a likelihood c, if Grover’s method is run K times with the repetitions for each
run selected as above, a solution will be discovered with a percentage k. There are
O(N) calls to an oracle for any c since Q is implemented O(N) times in total.

11.16.5 OQuantum Counting

While Grover’s technique uses a fixed convergence rate of Q to provide an esti-
mation of the number of solutions, quantum counting uses a variable number of
rounds of Q to produce a more precise estimate of how many solutions there are in
total. The similar method may be used for the amplitude augmentation algorithm
to determine the successful probability\/ t of Ul0. A query complexity of O(N) is
also required for this method.

The process itself is straightforward to explain, but figuring out how big of a
superposition you will need is more difficult. It describes the amplitude amplifica-
tion algorithm. Use U and Q as specified there. Repeat Q, using |k and | as inputs,
runs k repetitions of Q on |, as defined:

Repeat Q: |k) ® |w) — |k) ® QF|y)

Due to its capacity to handle entanglement, this translation surpasses the tradi-
tional capabilities of repeating Q in this regard. Repeat Q is used to produce the
state U0 from a synthesis of all k M = 2m.

M-1 M-1
1 1
— 2, k) ®UI0) > — ) |k) ® (glwg) + bilwg))
MkZ _M;) elve) + bilws

where we don’t worry about how M got picked just yet or a poor state Ix if the
proper register in the consistent schedule has been measured (orthogonal to). This
reduces the left register state to either 0 or g, |k. Let us assume the former condition
is true; the argument for the latter is similar, b, =cos([2 + 1]), so.

M-1

ly) = cz cos((2k + 1)0)|k)

k=0
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In order to derive the corresponding quantum Fourier, transform of this
condition,
M-1 M-1

F:CY blk) = Y Bjlj)
k=0 j=0

According to Section 7.8.1, for a cosine function with a period of 1, the bulk of the
amplitude is concentrated in the B; values that are somewhat close to the unique
value. If we take a reading of the present condition, we may estimate by subtracting
the constant = j M from the observed value |j. For the ratio of solutions or the
success probability of Ul0 in the Grover’s algorithm example or in the amplitude
amplification case, the value ¢ =sin is a good approximation.

We still have no clue what M should be, so that’s an issue. To possibly fix this
problem, you might try increasing M again and again until you have a correct num-
ber for j. We are more likely to see an integer rather than a float when M is too tiny
for the context.

11.17 Implementing Grover’s Algorithm with Gain
Boosting

As the preface to this chapter implies, Grover’s approach and its generalization,
amplitude amplification, are the focus of this section. Despite seeming little in
comparison to the sure this occurs speed improvement of Shor’s approach, a
quadratic speedup might be of practical consequence, thanks to the reduction
in query complexity given by Grover’s technique and amplitude amplification
over-optimization technique. Although it is just a quadratic speedup compared
to the standard Fourier transform, it is nonetheless seen as a significant increase.
Take this as an example. Grover’s technique delivering a bigger speedup is of less
relevance to us than the actual world applications of these algorithms.

It is vital to think about how rapidly UP can be computed in a given real-world
situation. Unless UP can be computed effectively, the O(N) speedup of the search
will be overshadowed by the time it takes to compute UP. Grover’s method will
still take O(NN) time to execute if UP takes O(N) time to compute, which is the
case for any generic P. Because the last measurement in the method breaks the
superposition, it is not efficient to do several searches in the same space because
UP must be computed from scratch for each search.

Furthermore, most searches in the real world occur in organized contexts,
which often provide speedy classical techniques that amplitude amplification
cannot improve upon. A traditional approach can find the first item in an alpha-
betical list of N items in O(log, N) time. Amplitude amplification is not going to
speed up this process in any way. Since the search space for real-world search
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issues is seldom unstructured, Grover’s method has limited practical implications.
Amplitude amplification is a broad method that can be used to speed up certain
heuristic classes but not others.

Grover’s approach is effective at searching every possible permutation of a
search space. It’s common to call Grover’s approach a database search algorithm,
although this is inaccurate. Grover’s method significantly accelerates the process
of searching in an unstructured manner. Databases are so well organized that
standard techniques of retrieval are efficient. Most database systems, including
employment records and analytical and experimental databases (the relevant UP
is computationally expensive), are not easy to compute from the first fundamen-
tals. For instance, an alphabetical list of names is structured, but computing it is
likely to be slower than adding each entry separately, an O(N) time operation.
Because of this, Grover’s approach was never previously known as a database
search algorithm. In contrast to popular assumption, Grover’s approach does
not speed up typical database or Internet operations since it takes more time
to arrange the components in a superposition state (which is destroyed in each
iteration of the search) than it does to conduct the classical search itself.

Since superposition is often linear in N, it cancels out the search method’s O(NN)
benefit. Researchers Childs et al. concluded that for ordered data, quantum com-
puting can only improve upon optimal traditional approaches by a constant factor.

UP can be easily calculated if a complete list of all potential solutions is
available, and a simple test can be run to evaluate whether a given input value,
X, is a valid representation of a solution. The intensity amplification used by
Grover’s approach might be useful for a variety of purposes, including the precise
estimation of sequence mean and other statistics, the identification of collisions
in r-to-1 functions, string matching, and route integration. The appropriate UP
for NP-complete problems may be used to efficiently solve that class of problems.
Since the speedup provided by Grover’s approach is only quadratic for amplitude
amplification, problems requiring an exponential number of queries are still
solved using the exponential time method. When it comes to solving NP-complete
problems quickly and effectively, Grover’s search is not the answer. Even if there
are tried-and-true approaches to solving problems that make use of the problem’s
structural qualities, amplitude amplification may only help a select few of these
approaches.
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12

Applications of Quantum Computing

12.1 Introduction

The term “resource” is often used when discussing entanglement in the realm of
quantum entanglement and information. This is because entanglement paves the
way for tasks like information transmission and storage that would be unachiev-
able without it. In this chapter, we will look at two scenarios in which entangled
may be used to do some novel tasks. The first is teleportation, which allows Alice
to “send” a quantum state to her friend Bob without ever really sending anything.
Using entanglement and the Einstein-Podolsky-Rosen (EPR) paradox, Alice and
Bob may set up a quantum channel of communication that would enable Alice
to speak with Bob in a way that seems impressive. As we will see, however, trans-
portation can’t be utilized to produce real-time communication since it needs Alice
and Bob to keep up their regular communication channels [1].

As for our subsequent entanglement investigation, we will be focusing on super-
dense code. We have shown the potential of computing quantum information with
only one qubit by inviting two classical bits to a get together.

12.2 Teleportation

Many individuals are acquainted with the concept of teleportation from reading
or watching science fiction movies and television shows. The underlying idea is
that you’re scanned, converted to energy, and then beamed to your destination.

Using physical phenomena, we can get quite close to something extraordinary,
even if it is still more likely to be discovered in fiction than in the actual world.
Thanks to this method, we can move a quantum state from one spot to another
without the state needing to traverse any physical distance. It would have been a
disaster if Albert Einstein had been in the room to hear this. Teleportation is so
Quantum Computing: A New Era of Computing, First Edition.
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terrifying that he will be scared to death [2] if he thinks quantum superpositions
are scary.

Teleportation may seem to work almost miraculously to Einstein, but may be
able to take a deep breath of relief knowing that special relativity looks to step in
and forbid real-time communication. Let’s break this down into its basic formal-
ities. Alice wants to transmit to Bob a quantum state of which both of them are
unaware. Let’s name the country where Alice plans on relocating Bob. The state is
a bit:

lx) = a|0) + §|1) (12.1)

When we say the state is unknown, we are implying that we have no idea what
it is. For now, let’s just suppose the state is normalized, in which case: |2+ ||2 =1.
The process of teleportation is broken down into many stages. The first step is to
create an EPR pair that is entangled.

Teleportation Step 1: Particles Entangled Between Alice and Bob

The entanglement state is the result of Alice and Bob’s interactions.
[0,)105) + [1,)|15) _ 100) +[11)

V2 V2

We have concluded that Alice is the rightful owner of the pair’s first member,
while Bob is the rightful owner of the pair’s second member. As a result, Alice and
Bob are no longer together. Alice chooses to give Bob (12.1) the state. To do this,
she must allow her EPR partner to interact with it (12.2).

|ﬂoo> = (12-2)

Teleportation Step 2: Alice Applies a CNOT Gate

First, let’s take note of the system’s present state. This state is the result of an EPR
pair and the previously unknown state (12.1):

lw) = 1x) @ o)

(@l0) + A1) @ (%)

_ @(|000) +]011)) + A(|100) + [111))

V2

Alice owns the top two qubits in this state, whereas Bob owns the rightmost
qubit. So, Alice possesses a 01, whereas Bob has a 1 in his possession.

A CNOT gate is applied to Alice’s EPR pair, the second qubit in (12.3), to begin
communicating with the unprecedented extent, which is the first qubit in (12.3).
An EPR pair member is the investigation’s target qubit, while the control qubit is
in an unknown state. Recall that the target qubit remains unchanged regardless of
the value of the control qubit (0 or 1) [3].

(12.3)




12.2 Teleportation

[00) — ]00), |01) — |01),|01) > |10) +— [11),|11) +— |10) (12.4)
As aresult, Alice’s state changes when she applies the CNOT gate to

|W’> = UCNOTW’)
a(Ucnorl000) + Uenor|011)) + f(Ucnor!100) + Upnor|111))

V2

_ a(1000) + [011)) + A(|110) + [101))

V2

Teleportation Step 3: Alice Applies a Hadamard Gate

(12.5)

The Hadamard gate will be applied to the first qubit by Alice next. To recap,
Hadamard gates transform the operational basis states into quantum weird-
ness [4].

0) + [1) H|L) = 10) —11) (12.6)

V2 o V2

This is how we will modify the state (12.5) to be a little clear:

H|0) =

@]0)(|00) + [11)) + P£11)(]10) +101))

V2 V2

As a result, Alice changes the state to

ly') = (12.7)

aH|0)(|00) + [11)) + PH|1)(|10) + |01))

V2 V2

=0{<|0)+ |1>> |00) + |11) +ﬂ<l0)+ I1>> [10) +|01) (12.8)
v ) v i) v

Bob has the third qubit, so keep that in mind.

ly")y=Hly') =

Teleportation Step 4: Alice Measures Her Pair

Alice then measures both qubits she is holding. Step one is to reorganize the state
such that it is shown in terms of the possibilities associated with production on
the first two qubits. These are the probable outcomes of the measurements [5]. As
a result, we may write (12.8) as follows:

ly") = %[|00>(a|0> +£10)) +101) |01)(a|1) + $10)) + |10)(«|0)
= A11) + [11)(al1) - B|0))] (12.9)

For if Alice takes the measures, then the state will | y) = «al0) + 1) collapse,
and Bob will be in trouble because he now has in his possession the initial,
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unknowable state that Alice meant to give Bob. So Bob owns the state if Alice
does the measuring.
He may, however, use an X gate to change this into the desired condition:

X(al1) + p10)) = [10)

Suppose Alice takes a reading. At this point, Bob has control of the «l0) — f11)
state. Using a Z gate, he may get the required result.
If Alice takes a reading. Bob has to use three gates, an X and a Z, this time.

ZX(a|1) — p|1)) = aZX|1) — BZX|0) = aZ|0) — BZ|1)
= a|0) + f|1) = |x) (12.10)
So how does Bob figure out what to do? What Alice has to do is call him.

Teleportation Step 5: Through a Traditional Exchange of Information, Alice Reports
Her Measurements to Result to Bob.

Special relativity makes an unexpected appearance at this point in the game. This
means that Alice must communicate with Bob via a method controlled by the
speed of light, whether it be a phone call, an email, a radio wave, or anything else.
In this stage, Alice and Bob are unable to exchange information faster than the
speed of light because of this. By phoning Alice and telling Bob that she got 01, for
example, Bob’s X gate may be used to get the state Alice intended to send to Bob.
Given that they shared an entangled EPR pair of particles, Bob was able to access
that state through the classical channel.

In conclusion, local operations and classical communications (LOCC) are two
pillars of quantum information transfer. Each participant must carry out two dis-
tinct actions: (i) a quantum mechanical (local unitary) operation on their own
state, and (ii) the transmission of measurement data through classical telecom-
munication [6].

Bob will see the situation as random if classical communications are not
employed.

12.3 The Peres Partial Transposition Condition

Teleportation studies are currently ongoing at this time. It may serve as a spring-
board for us to explore the tools of quantum computing theory [7]. To begin, we
look at the Peres partial translocation requirement, which tells us whether a cer-
tain density operator reflects an entanglement state or not. It’s possible to express
an unlimited density matrix this way.

Pan = D Pyl @ k)X (12.11)
ikl
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can be partially transposed as follows:

Py = Y oyl D1 @ )l (12.12)
ijik.l

As an example, if we're talking about a state

|w>=%g|aibi> and  ppp = lw)(wl

that is,
1
Pag = = ) la;b)){a;bi| (12.13)
AB aizj ivi ‘iYj
Afterwards, we have the partial transposition as
T, 1
Pap = ;Zj'aibixajbﬂ (12.14)
Just change out the second qubit. Calculating the partial transposition, for
instance, of a distribution function
|01)(00] > [00){01], [01)(10] — [00)(11|, |01){01] — |01)(O01]

What is the benefit of this? If T has any deleterious eigenvectors, it is an entan-
glement density operator. Separability is guaranteed when all the eigenvalues are
equal to 1.

Example 12.1 The Bell state is well-known.
|01) + |10)

V2

is tied up. Use the Peres partial translation requirement to illustrate this point.

|ﬂ01> =

Solution
The density operator is
P = |Bor X Pon |

_ <|01>\J/r§|10>> ((01|\4/r§<10|>

= %(|01)(01| +]01)(10] + |10){01| + [10)(10|)

In the 100), 101), 110}, 111) on what the matrix form of this density operator is
When the B qubits in each phrase are switched, the partial transposition may be
calculated. Hence

ple = %(|01>(01| + [00)(11] + |11)(00] + |10)(10])
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The matrix representation of

-1
2
by the existence of a negative eigenvalue. Even while the eigenvalues of a matrix
are not affected by the underlying basis, the term referring of the transformation

Ty itself is reliant on the underlying basis.

The eigenvalues of p™s are { , % % % } This is an entangled state, as shown

Example 12.2 For this illustration, let’s imagine a state that may exist indepen-
dently from any other.

lw) = (M) ®<I0) - |1>> _ 100) — J01) - [10) + [11)
V2 v z

Prove this by demonstrating that it satisfies the Peres partial transposition
requirement.

Solution
The density operator is

p=ly )Xyl

3 <|oo> —|01) — |10) + |11)> ((00| — (01| — (10| +<11|>
N 2 2

= %(|OO)(OO| —100){01| — |00)(10] + |00){11| — |01)¢00| + |01){01]|
+ |01)(10] — |01){11] — |10){00| + [10){01] + |10){10| — |10)(11])
+ [11)(00| — [11){01| — [11)(10] + |11){11])
The partial transpose is
ple = %(|00>(00| —101)¢00[ — [00)(10] + |01)(10] — [00){01] + [01){01]
+ ]00){11] — |01)(11]) —[10)<00| + [11){00] + |10){10| — |11)(10])
+ |10)¢01| — |11)¢01| — |10){11| + |11){11])
In this instance, both operators are the same. So
1 -1-11
n_1[-11 1 -1

411 1 1
1 -1-11

The eigenvalues of Ty are 1, 0, 0, 0. The Peres partial transposition condition
demonstrates that this is a separate state since all 1 0.

We have Bob and Charlie, two quantum states with unknown parameters that
may be simultaneously teleported by Alice. Let’s say Alice wishes to send the
current state to someone else.
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16,) = ;10) + B, 1) (12.15)
to Bob and the state
19,) = a,10) + B,11) (12.16)

Sending Charlie warm wishes. Alice must be holding two sets that are joined
together, which she shares with Bob and Charlie:

[00)5 5+ 111)5 8

V2

[00) 5,5 + [11)4,8
V2
The current condition of Alice, Bob, and Charlie’s interconnected system is
ly) = (a;0,]00) + a1 5,]01) + a, 3, [10) + B, 5,111))
® %(|oooo) +]0101) + |1010) + |1111))

ly) = (a;2,]00) + a1 5,|01) + a, 4, |10) + f, 5,100)) (12.18)

|ﬂA1B> =

1Ban) = (12.17)

Specifically, the first and third qubits of this formula indicate the ambiguity
between Alice and Bob, whereas the second and fourth qubits denote the quantum
states between Alice and Charlie.

The unitary transformation is used to teleport both states (12.17) and (12.18)
simultaneously [8] the qubits belonging to Bob and Charlie. The quantum con-
nection is now “locked.” What was the previous state (12.18) becomes what is
now

|V//) = (a1a2|00> + a1ﬂ2|01) + a2ﬁ1|10> + ﬁ1ﬂ2|00))

@ —1(0000) + [0101) + [0011) + [0110) + |1000)
2V/2

—|1011) + [1101) — |1110)) (12.19)

The Bell basis is used next by Alice to quantify her qubits. Pauli matrices I, X,
Y, and Z are used to conduct local unitary manipulations on Bob and Charlie’s
results based on classical communication. However, they lack the necessary states.
By performing the inverse of (12.19), namely, they must “unlock” the quantum
channel.

1 0 O 1
0 1 1 0
Uy = —— (12.20)
\/5 1 0 0 -1
01 -1 0
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Example 12.3 When the channel is secured, Alice and Bob’s initial state (12.20)
is entangled, but the state they communicate after the connection is locked (12.21)
is a product of their original condition.

Solution
Before locking the system, we first write down the density matrix. We take a look

at the current situation.
ly) = (a;2,]00) + a1 5,]01) + a, 4, [10) + B, 5,111))
® %(|oooo> +(0101) + [1010) + |1111))
The second term is all that matters to us:
) = %(|oooo> +10101) + [1010) + [1111))
The density operator is

p =Pl
= i(|0000)<0000| +10000%(0101| + |0000)(1010] + |0000)(1111]

+10101)(0000| + [0101)(0101| + |0101)(1010] + |0101)(1111|
+[1010)(0000| + |1010)(0101| + |1010)(1010] + |1010)(1111|
+ [1111)(0000] + [1111)(0101] + |1111)(1010| + |1111)(1111])

In order to determine the concentration operators describing the combined state
of Alice and Bob, we must first compute the partial tracing over the Alice-Charlie
states. Both of the other qubits have arrived (A,, C). Therefore, we engage in
numerical analysis [9].

PAB = 00 p| 00>A2C +(01]p]| 01>A2C
+(10 | p | 10)5 ¢ + (11| p| 1), c
Thus, the minimized density operator is established.
1
Pap = 5(100)(00] +[00)(11] + [11){00] + [11)(11])

1001
0000
0000
1001

N | =

The partial transposition has been computed, and it is
1
p"ap = 5 (100)(00] +[01)(10] + [10)(01] + [11){11)

1000
_1l0010
“2lo100

0001



12.4 Expansion of Transportation

The eigenvalues of this matrix are 71 % % % } Alice and Bob are in an entan-
gled state together before they lock, as shown by one of the eigenvalues, which is
-1
— <0.

After locking, the state is defined as (12.23). To be specific, the second term in
the tensor product is of interest.

) = ——(/0000) + [0101) + [0011) + [0110)
2V2

+]1000) — [1011) + |1101) — |1110))
Density matrices are represented by

PL = |¢L><¢L|

Compiling this matrix is a time-consuming endeavor. You will have to take my
word for it that there are 64 words in the expansion. Once we have traced out the
A, C qubits (the second and fifth qubits) and included the Alice-Charlie compo-
nents, we get the reduced density operator:

pi = ‘—1‘(|00)(00| +]00)(10] + |01){01| — |01)(11| + [10)(00|
+ |10)¢10| — |11)(01| + [11)(11])

010
1 0-1
010
-10 1

1
== 12.21
3 (1221)

1
0
1
0

The partial transposition yields the same matrices as the full transposition. In
this case, we have. Since each I 0, we infer that the state may be divided into distinct

halves. As a result, the connection between Alice and Bob was severed during the
locking process.

12.4 Expansion of Transportation

We can entangle two entities that have never communicated before in an intrigu-
ing expansion of transportation. Even if the particles are light years away, this is
theoretically feasible [10].

Two EPR pairs are needed to begin entangled switching. There are four distinct
qubits, each with a unique identifier. This means that while Bob has qubits
2 and 3, Alice has qubits 1 and 4. Qubits 1 and 2 are intertwined in the Bell
state.

[00),, + [11);,

V2

|ﬂ00)12 = (12.22)
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Similar entanglement exists between qubits 3 and 4:

00)., + |11
osa = e 11134 (12.23)

V2

The product of these two states is

00 11), 00 11
[Boo)121Boo) 34 = (| >12\_;§| ) 2> <| >34\‘/"§| )34)

1
= §(|00)12|00)34 +[00)1,|11)5, + [11)1,]00)5, + [11),,]11)5,)

Let’s get started with some basic algebra. There are two qubits in each term that
may be written as a single qubit: qubits 1 and 4 together, and qubits 2 and 3.

1
|ﬂ00>12|ﬁ()0>34 = 5('0())14'00)23 + |01>14|01>23 + |10>14|10)23 + |11>12|11>34)

12.5 Entanglement Swapping

Notice that

00 11 00 11
|ﬂ00)14|ﬁ00)23=(| )14\-/|-§| >14><| >23\;§| )23)

1
= §(|OO)14|OO)23 +[00)1411),5 4+ [11)1,]00),5 + [11),,4111),,)

Some 184y)121800)34 Of these terms are not present in the product; however, by
subtracting them we get

1Boo) 121 Boo)sa = % (|OO>14|00>23 +101),,4101),5 + [10)14]10),5 + [11),,]11)5,
+ |00)14|11>23 + |11>14|00)23 - |00>14|11>23 - |11>14 |00)23)
= % (18000141 Bo) 23 + 101)14101) 55 + [10),,]10),5
= [00),]11),5 — [11)y, [00),5)

There are similar algebraic strategies that may be applied on the other terms to
demonstrate

1Boo 121 Poo)sa = % (|ﬁoo>14|ﬁ00)23 + 1Bro)1al Prodas + 1Bor)1al Bor)2s
+ 1B ha |ﬂ11>23)

In addition to particles 1 and 4, Alice possesses them. Particles 1 and 4 are now
subjected to a Bell state measurement by Alice. It is conceivable, of course, to get
other outcomes, both of which have a chance of being true. Regarding the outcome
of Alice’s assessment, Bob’s system will fall into one of the Bell curves. Particles 2
and 3 are now intertwined.



12.6 Superdense Coding

What we need to do is go back and look at the procedure. There is a new linked
state involving Alice and Bob. Particles 1 through 4 are all connected to one
another through quantum entanglement. Pieces 1 and 4 belong to Alice, whereas
pieces 2 and 3 are Bob’s. While Bob carefully flies to a new place with Alice’s
nanoparticles, Alice does a Bell state standard measurement on them. When
Bob’s system’s state collapses, the connections between particles 2 and 3 get
tangled. Just what is it that has been sent over here? A counterargument may be
that the link has been severed because of the distance. This procedure will work
even if particles 2 and 3 have never interacted. You may imagine the potential
significance if Charlie were to steal particle 3 and go somewhere else before the
measurement was taken. By measuring Bell states, Alice creates an entanglement
pair that Bob and Charlie may use to exchange information about their internal
states.

12.6 Superdense Coding

Alice and Bob have reseparated and need to communicate by sending Bob some
knowledge. Bob has requested that Alice needs to convey two classical pieces of
information but can only use a single qubit. In order to accomplish this remarkable
feat, she used a method known as superheated plasma coding. Once again, the
simulation begins with Alice and Bob sharing an entangled pair of particles. We
also settled on a code: xy =00, 01, 10, or 11 for the Bell states in a typical bit string.
At first, it will be determined by the state.

_ 100) +11)

\/E

Suppose that Alice has one qubit while Bob has the other. This time, Alice sends
Bob her qubit to convey the knowledge. Once she has decided which bit strings she
wants to transmit to Bob, Alice uses a single-qubit gate of her choice to manipulate
the qubit. Even if she’s sending Bob a bit of string, she should not worry about
Alice’s qubit. As a result, we refer to this initial condition as the Bell state (12.25).

|00) + |11)

ly) (12.24)

1Boo) = (12.25)
V2
Suppose Alice’s qubit was X gated before being sent on its path.
110) + 01
X®Dly) = # = o) (12.26)

V2

The state (12.27) if Alice uses a Z gate on her qubit before sending it to Bob, the
state of the qubit will be changed.

100) — 11)

V2

(Z®Dly) = = |h10) (12.27)
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Finally, notice that if Alice applies the iY gate, the state is
[01) — |10)

V2
Assoon as Bob 1), 18y1), |810), or |8,;) receives Alice’s qubit, bob do measure-

ments in the Bell basis to identify are among. Consequently, he gets a 00, 01, 10,
or 11 string, the conventional two-bit values.

(iYQ®Dly) = =) (12.28)

Example 12.4 A W state is a three-qubit state of the form

1 . .
|[W,) = ————(]100) + \/ne” |010) + V/n + 1¢°|001)) (12.29)
V2+2n \/_

Consider the particular case of |W;) = §(|100> +]010) + \/§|001)). Demon-
strate that if Alice has qubits 1, Bob has qubits 2 and 3, and Alice sends Bob her
qubit via localized unitary operations, Bob will get two classical bits.

Solution
The state of Alice’s qubit is sent to Bob together with the first qubit if she changes
nothing to it between sending it and receiving it.

W) = %(|100> +1010) + V2/001)) = [yo) (12.30)

Under his control or surveillance Let’s pretend for a moment that Alice uses the
X gate. If the state does

1
X ®I®1IWy) = 2(1000) + [110) + V21101)) = [y (12.31)
If instead Alice applies iY, we have
YQIQIIW,) = %(—|100) +1010) + V/2]001)) = |y,) (12.32)

Under his control or surveillance Let’s pretend for a moment that Alice uses the
X gate. If the state does

1
ZQIQIIW,) = §(|000) - [110) + \/5|101)) = lyn) (12.33)
The two states are entirely orthogonal to one another. Specifically, consider the
example
1
(Voo | Wor) = 7(100] +(010] + v/2(001()(|000) + [110) + V/2[101))

= Z(1L10X0 1 0)(0 [0} +(0 | 1)1 |1)(0 | 1)

+2(0[1)(0] 0){1]1))
=0
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As a result, once Alice transmits Bob’s first qubit, Bob may do a separation of
the states using a projective measurement of three qubits. Once Bob has the cor-
rect data, may decode it using the predetermined method to retrieve back the two
standard bits 00, 01, 10, and 11. ly ), lw ), lwqg), OF lyq;), respectively.
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