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Preface

The field of solid-state sensors has broadened and expanded significantly in the
last 20 years. The solid-state sensors are being used in the development of various
devices in medicine, agriculture, industry, transport, environmental control, and
other fields. The process of development of new sensors and technologies has
been revolutionized with the emergence of printed electronics, flexible substrates,
biodegradable materials, nanotechnology, smart materials, integrated devices
through IoT, and advanced wireless data transmission systems. To meet the high
demands of commercial market for solid-state sensors, researchers are working on
the development of affordable sensing devices with low production cost. Further,
to make the sensors suitable for wearable applications, it is necessary to develop
sensors with small size and low power consumption.
In this book the readers will find detailed description of the design, develop-

ment, and applications of capacitive, piezoelectric, chemical, optical, and mag-
netic solid-state sensors. This book takes the readers on a journey from the
emergence of solid-state devices through their transition and miniaturization
period to the present-day smart and integrated sensors with remote data access
facilities. The aim of this book is to provide a detailed and updated assessment
of the new trends in the field of solid-state sensors in terms of working principles,
classifications, design architecture, fabrication techniques, active sensing materi-
als, and new age applications. Since the microfabrication has reached its zenith of
application with the advent of state-of-the-art tools and techniques and its versa-
tility with different materials and processes, a chapter is dedicated for the discus-
sion on these fabrication techniques. Further, different fabrication techniques in
the form of solution processed routes and custom printed electronics are also dis-
cussed in a chapter. As circuit and system are very important aspects of sensor
application, a chapter on interface circuits with different circuit components is
included in this book. This chapter on interface circuit will help in understanding
different circuit components and system aspect associated with the sensor system

xvii



design. Each chapter presented in this book is written in lucid language and made
interesting and attractive to students with the use of illustrations and schematic
diagrams. Each chapter has a list of references to make the information accessible
to any reader irrespective of their background.
This book will benefit students studying courses in the field of material

sciences, chemical engineering, electrical and electronics, physics, environmen-
tal sciences, and relevant disciplines. Moreover, researchers and scientists
working in the field of sensor design and fabrication, analytical control, and
sensor systems will benefit from the contents of this book. Practicing engineers
or project managers, who want to be acquainted with solid-state sensors, can
also follow this book for required details and information. This book will also
help masters’ students and those in the early stage of research to design new
devices and select best architecture for enhanced performance aim for specific
applications. We believe that this book covers all aspects of solid-state sensors
from fundamentals of operation to optimum materials and approaches for
achieving better sensor performances.

Ambarish Paul, Mitradip Bhattacharjee, and Ravinder Dahiya

xviii Preface



1

Introduction

1.1 Overview

A sensor is a device which detects or measures a physical, chemical, optical, elec-
trical, and magnetic properties relating to temperature, pressure, strain, molecular
finger prints, absorbance, and subsequently records, indicates, or responds to it.
The term “solid state” became popular in the beginning of the semiconductor
era in the 1960s to distinguish this new technology based on semiconductingmate-
rials such as silicon and its doped derivatives, in which the electronic action of
such devices occurred within the material, which is in contrast with the vacuum
tubes where electronic action occurred in a gaseous state. The solid-state sensor
responds to external variations and induces change in properties of the semicon-
ducting material, thereby producing variations in electric current through the
semiconducting material. The measure of this electric current is a manifestation
of the amount of external variation also called themeasurand. However, nowadays
with the advent of newmaterials, technologies, and smart sensor architectures and
scopes, the term “solid state” is also used for devices in which the devices have no
moving parts. Again, solid-state sensors must not be confused with transducers or
actuators which react depending on the sensor response. A solid-state sensor is
designed in such a way that the measurand, the physical property to be sensed,
exploits a physical phenomenon within the sensor structure. This physical phe-
nomenon if found in traces or is weak may not produce measurable amount of
variation in electrical response that can lead to nondetection and poor sensor
performance. Such electric signal must be detected bymagnifying the weak signals
with suitable electronics and signal processing stage. Thus, solid-state sensor with
integrated electronics along with other intelligent computational processes is in
high commercial demand.
However, the conventional “solid-state” semiconductor-based sensors have

transformed largely over the years. With the discovery of new tools and
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technologies and the exploration of new materials and synthesis techniques the
solid-state sensors have evolved as one of the blooming areas of research because
of its promise and the potential to redefine itself. Researchers have developed sen-
sors using metal oxides, ceramics, nanomaterials, polymers, and biomaterials as
the active sensing materials on disposable [1], bendable, and ultrathin transparent
polymer substrates with no movable parts for different applications [1–8]. Such
sensors with no movable parts and capable of generating electronics signals in
response to the measurand are considered within the scope of this book. This book
discusses the promise, benefits, fabrication techniques, sensing material com-
monly used, sensor architecture and its role on the performance, sensing strate-
gies, important applications, and new trends for each type of sensors including
capacitive, piezoelectric, piezoresistive, optical, chemical, and magnetic. The
aim of the book is not only to educate the readers on the scopes and potential
of each types of sensors, but also cultivate interest and encourage them to explore
new dimensions of multivariant sensing.

1.1.1 Growth in Solid-State Sensor Market

The late twentieth century has witnessed a burst of technological advances in the
field of solid-state sensors [9–11]. Industry report suggests that sensors especially
solid-state sensors market is expanding its horizon every year [12]. In the present
context, this expansion is such that the solid-state sensor market is comparable to
leading markets like that of the computers and the communication market. This is
because the solid-state sensors are being widely used in every aspect of our lives
such as of smartphones, other electronic gadgets, automobiles, security systems,
and even everyday objects like coffee makers, sanitizer dispensers, blood pressure
monitors, and glucometers. In addition to consumer electronics, these sensors find
application in Internet of things (IoT), medical, nuclear, defense, aviation, robot-
ics, artificial intelligence (AI), environment, agriculture, and in geophysical and
oceanographic explorations.
The requirement for the solid-state sensing devices have increased considerably

over the years (Figure 1.1a) and is also expected to grow subsequently during the
decade as predicted in Figure 1.1a, b. This is due to the increasing demand of
solid-state sensors in wide cross-section of industrial applications. The demand
for cost-efficient, reliable, and high-performance solid-state sensor market is also
driving the market growth. There is increased use of solid-state sensors in multiu-
tility devices such as watches and smartphones integrated with sensors, which in
turn are assisting the development of solid-state sensor industry. The segmentation
of the solid-state sensormarket is performed based on classification and application.
By classification, the market is divided into varied type of sensors and the respective
market revenue per year is shown in Table 1.1. Based on application, the market is
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divided into automotive, oil and gas, consumer electronics,medical, health care, and
others. In addition, the pressure and temperature sensor market were valued at
$7.21 and $4.99 billion in 2016 and is projected to reach $12.07 and 6.86 billion
by 2024, growing with a CAGR of 6.7% and 4.5%, respectively, during the forecast
period of 2017–2024. The piezoresistive sensor market generated the highest reve-
nue share in the global pressure sensor market. With the emergence of advance
technologies for different gas sensing, the market is expected to be valued at $1.4
billion by 2024 at a CAGRof 6.86% in the forecasting period of 2017–2024. The rising
demands of oxygen gas in the healthcare sector such as in the anesthesia machines,
ventilators, oxygen monitors, and in automotive and transportation application are
driving the oxygen gas sensor market. The consumer electronics market is expected
to grow at the highest rate as the gas sensors are believed to be integratedwith smart-
phones and other wearable devices to detect alcohols, carbon dioxide, carbon mon-
oxide, and nitrogen dioxide. The optical sensing market is estimated to grow from
$1.12 billion dollars in 2016 to $3.46 billion by 2023 at a CAGR of 15.47% between
2017 and 2023. The demand for optical sensors is attributed to its accuracy and the
ability to withstand harsh environments in aerospace, defense sectors, and oil and
gas industries. The increasing investments in the R&D activities on optical sensors
drive the growth of the market. The magnetic sensors market is expected to reach
$4.16 billion by 2022 at a CAGR of $4.16 between 2016 and 2022.
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1.1.2 Solid-State Sensors: A Recipe for Smart Sensing Systems

The rapid growth solid-state sensormarket can be attributed to the development of
computer-controlled processes and remote monitoring of industrial process in real
time. With the advent of microfabrication and miniaturization of devices, system-
on-chip (SOC) sensors have drawn significant attention from the researchers from

Table 1.1 Various sectors of solid-state sensor market and their respective predicted
market revenue per year.

Materials/device/sensor market
Prediction
until year

Predicted revenue
per year (in billions)

Graphene market 2031 $0.7

Fluoropolymer/electronics market 2041 $14

Printed electronic materials market 2031 $6.9

3D printing materials 2030 $18.4

Wearable sensors market 2025 $5

CNT market 2030 $0.750

3D electronics 2030 $3

Advanced photovoltaics market beyond silicon 2040 $40

Sensors market 2041 $250

Printed sensor market 2030 $4.5

Skin sensors technologies 2030 $0.275

Wearable technology 2019 attained $70

Environmental sensors market 2030 $3.8

Flexible electronics in health care 2030 $8.3

Flexible hybrid electronics 2030 $3

Biosafe polymer market 2030 New market

Harvesting for roads and sensing for IoT and
healthcare market for piezo transducers

2030 $1

Piezoelectric-based sensing market in health
care beyond imaging

2029 $1.04

RFID sensor tags and systems 2028 $0.904

Robotic sensing 2027 $16.1

Water and wastewater networks sensor market 2030 $2

Solid-state batteries 2030 $6

Wearable technology for animals market 2030 $22
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academia and industries. Currently due to the growing demands of on-chip inte-
grated devices, the class of solid-state sensors has surpassed the traditional sensing
techniques such as the electrochemical and the chromatographic methods in
terms of scopes, benefits, and reliability. The development of solid-state sensors
not only promises integrated multiple sensors on a common chip, but also shows
potential in closer interfacing with the computers for remotemonitoring of various
processes which aid computerized manufacturing and process control. There are
many types of solid-state sensors, which are in everyday use or in the different
stages of development. They encompass a wide realm of sensing technologies
including the chemical sensors (gas and biosensors), physical sensors (e.g. strain,
pressure, temperature), acoustic sensors (e.g. bulk and surface acoustic wave
devices), optical sensors (optical waveguide, infrared detectors), thermochemistry
(e.g. microcalorie and microenthalpy sensors), and magnetic sensors. The major
advantages of the solid-state sensors lie in the simplicity, portability, microfabric-
ability, and reliability. The simplicity in operation of the solid-state devices relates
to the noninvolvement of complex equipment and skilled operators for sensing.
The miniaturization compactness and feasibility for on-chip integration lends
portability to solid-state sensors. The solid-state sensors are compliant to batch
and planar fabrication techniques, which reduces the cost of fabrication. The
solid-state sensors overcome the problems of inconsistent liquid-phase sensing
processes, which make them reliable for long-term use.

1.2 Evolution of Solid-State Sensors

1.2.1 Origin and Early Developments in Detection Devices

The need for devices arises from its necessity in public welfare or from the demand
in commercial market. Originated in necessity and demand, and conceptualized
through suitable understanding, the evolution of sensors went through several sci-
entific challenges and technological advancements, which sometimes spanned
over many centuries. The ruler or the measuring rod can be considered as the first
measuring tool which was reported to be used in the Indus Valley civilization in
2650 BCE [13]. However, an astronomical device and an inclinometer called the
Astrolabe (Figure 1.2a), invented by Apollonius of Perga around 200 BCE, can be
regarded as the first device to be invented in the history of mankind [14, 15]. The
seismometer, invented by Zhang Heng of the Han dynasty in 132 CE [16], and
the Mariner’s compass, invented in Southern India in 400 CE [17], were a few
of the early detection equipment that were developed in the Medieval era.
The evolution of transducer/sensor took place in diverse realms of fields, includ-

ing those associated with health care originated in the same era but underwent
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massive transformation through the modern era and continuing in the electronic
era (post 1895). One such device which has been through the journey of evolution
from its medieval form to its present form is the modern-day pulse meter. The
modern-day pulse meter supported with wireless features and other physiological
sensors and regulated through AI can be considered as a unique example of sci-
entific, technological, and engineering device evolution. The authors have traced
back the evolution of pulse meters since its inception when people relied on qual-
itative diagnosis to a more complex and detailed informative device in its present
form. That pulse diagnosis directly related to human health was realized in 350
BCE by Chinese physician Bian Que (401–310 BCE). Later in 305 BCE, the Prax-
agoras of Cos (340–??1 BCE) [18], the teacher of Herophilus of Chalcedon (335–280
BCE), became the first Greek physician to feel the pulse in order to observe the
health of the ill. Having understood the importance of pulse diagnosis, the ancient
researchers felt the need for a device that would help them to count the heart beat
and investigate the pulse rate in unhealthy humans. In 290 BCE, Greek physician
Herophilus of Chalcedon (335–280 BCE) devised a water clock to count the human
pulse to analyze the rhythm and heartbeat, though it was not considered as a com-
plete device [19]. Although the ancient inventions and breakthroughs are not well
documented, but are reported in scriptures. A Polish Professor Joseph Struthius
(1510–1568) was the first to present a graphic image of the pulse in 1555 and

(a) (b) (c)

Figure 1.2 (a) The front face of the ancient Astrolabe. (b) Einthoven with his EKG
machine. (c) The first vacuum tube invented in 1904 by John Ambrose Fleming.
Sources: (a) Mustafa-trit20/Wikimedia Commons/CC BY-SA 4.0. (b) Informa UK Limited.

1 There are no historical details about his personal life. It is believed that he suffered the ravages of
the terrible fire at the Library of Alexandria or, in a speculative sense, he might have been
persecuted for his probable forbidden practices of dissections on human cadavers. Therefore, what
little we know about him comes from his colleagues and pupils, such as Galen, Herophilus, or
Erasistratus.
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introduced the concept of a device that could mechanically register the pulse [20].
It was after the Italian physician, mathematician, and philosopher Galilei
(1564–1642) in 1601 who correlated his own pulse with the pendulummovements
of a clock, an Italian Professor of Medicine Santorio Santorio (1561–1636) in the
year 1602 successfully counted the pulse using this pendulum [21]. This was the
first pulse meter. Incidentally, Galilei and Santorio invented the thermoscope and
the clinical thermometer in 1593 and 1625, respectively [22]. In 1707, an English
physician Sir John Floyer (1649–1734) invented the “one minute pulse watch” for
a correct pulse measurement. Floyer was one of the first to measure the pulse in
daily practice and used the device to obtain accurate pulse rate measurements [23].
The devices invented in the modern era were mostly mechanical devices with
moving parts and was only considered as mechanical devices.
A more advanced electronic record of heartbeat was obtained in 1872 by

Alexander Muirhead when he attached wires on the wrist of the patient. Augustus
Waller invented an ECG machine in 1887, however the more practical and sensi-
tive one was invented by Einthoven in 1901 [24] (Figure 1.2b). In 1924, Einthoven
was awarded the Nobel Prize in Medicine for his pioneering work in developing
the ECG. The electronic era commenced with the discovery of wireless transmis-
sion in 1895 by Russian scientists [25, 26] and riding on the advancements in elec-
tronics and miniaturization, wireless ECG-based heart rate monitor was invented
in 1977 by Polar Electro as a training tool for the Finnish National Cross Country
Ski Team [27]. In 2005, Textronics, Inc., introduced the first garment with inte-
grated heart sensors in the form of a sports bra [28]. Special materials in the sports
bra sense heart rate from the body and transmit it to a wrist receiver. Recently in
2020, researchers have developed smart healthcare system in IoT environment
that can monitor a patient’s basic health signs in real-time using integrated heart
beat sensor, body temperature sensor, room temperature sensor, CO sensor, and
CO2 sensor in a sensor system [29].
Earlier the invention of thermionic emission in 1873 marked the beginning of a

new era which revolutionized the scope of detection devices. Thomas Edison’s
discovery of electric current in 1883 was a huge leap in mankind and laid the
foundation to the present-day electronics (Figure 1.3). Following the discovery
of unilateral conduction across the junction of a semiconductor (Galena crystal)
and a metal by KF Braun in 1974, JC Bose was the first to use this crystal semicon-
ductor for detecting radiowaves in 1894 [30]. This concept of rectifying contact
between metal semiconductor junctions was used by Braun and GW Pickard to
develop radiowave detector (commonly called Cat whisker detector) in which they
replaced Galena crystal with silicon [31]. The Cat whisker detector was the first
solid-state electronic detection equipment that was patented in 1906. In 1916
and 1917, Paul Langevin and Chilowsky developed the first ultrasonic submarine
detector using an electrostatic method (singing condenser) [32]. The amount of
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time taken by the signal to travel to the enemy submarine and echo back to the
ship on which the device was mounted was used to calculate the distance under
water. The first wearable solid-state detection equipment was the polygraph which
was invented in 1921 by a medical student named John Augustus Larson and
worked on the Galvanic response of the skin [33]. Subsequent inventions during
the modern age continued in different field of research until the invention of the
transistor in 1947 which boosted the field of solid-state electronics and sensing
systems.

1.2.2 Solid-State Electronics: Post Transistor Era

Vacuum tubes, invented in 1904 by John Ambrose Fleming (Figure 1.2c), formed
the basic electronic components for use in television, radar, telephone, and indus-
trial process control applications [34]. The scientific community turned toward
solid-state electronic materials as alternative solutions to overcome the challenges
of vacuum tube-based devices that were widely used as amplifiers and rectifiers
prior to 1940s. The invention of semiconductor devices in the late 1950s led to
the development of solid-state devices which are smaller, efficient, reliable, and
cost-effective than the vacuum tube-based devices (Figure 1.4). Furthermore,
the solid-state devices were associated with low heat dissipation and fast response.
The solid-state devices work on the principle of electronic conduction in the mate-
rial in contrary to the vacuum tube devices which operate through thermionic

Pretransistor era of Solid-state sensors

P. Langevin developed
ultrasonic submarine
detector

Cat whisker detector was
the first semiconducting
electronic device and was
used by JC Bose as
radiowave detectors

Clark and Datwyler used a
bonded wire to monitor
strain in a stressed
member

The wearable “lie detector”
was the first sensors to
detect physiological
indicators like galvanic skin
response (GSR), pulse rate,
and blood pressure

S.Ruben invented the
temperature sensor – the
thermistor – a type
of resistor with resistance
varying according to its
temperature.

1894 1917 1921 1930 1938

Figure 1.3 Timeline of key inventions of solid-state devices in the electronic era.
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emission. With the advent of microfabrication techniques of devices, the demand
for solid-state (semiconductor) devices increased manifold due to their batch fab-
ricability which cuts down processing cost. Thus, the rise of semiconducting mate-
rials and solid-state devices provided a new dimension to the field of electronics
and associated devices. The invention of transistors by American Physicists John
Bardeen, Walter Brattain, and William Shockley in 1947 at the Bell Labs virtually
redefined the modern-day electronics [35, 36]. This transistor (Figure 1.5a) was
based on point contact configuration and paved the way for cheaper radios, tele-
visions, calculators, computers, and other devices. Bardeen, Walter, and Shockley
(Figure 1.5b) were awarded with the Nobel Prize in Physics in the year 1956 for
their study on semiconductors and the discovery of the transistor effect, and later
in the year 2009 this feat was acknowledged on the list of IEEE milestones in elec-
tronics. Shockley continued his studies on semiconductor and along with Gordon
Teal and Morgan Sparks successfully demonstrated the working of N-P-N bipolar
transistor in the year 1950 (Figure 1.5c). The striking advantage of transistors lies
in the potential use as amplifiers and switches. Due to the small size and energy
efficiency of the transistors, it was widely used in the design of complex electronic
circuits with high switching speeds and energy efficiency.
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2003: Nanotubes covered with enzymes was
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nanobiosensors

1958: Kulite Semiconductor first patented
Si-based strain sensor

1958: Miniaturized devices on IC boards were
manufactured by Jack Kilby at Texas
Instruments and Robert Noyce at Fairchild
Semiconductor

1965: Statham introduced the first thin-film
based pressure transducers for high pressure
measurement
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WM Stobbe
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WM Stobbe
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ISFET
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1972: Yellow Springs Instruments launches
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capacitive pressure transducer for low
pressure range

1984 The first amperometric biosensor for

glucose using ferrocene and glucose oxidase

14 1993: The first webcam is invented at the
Cambridge University

Figure 1.4 Timeline of key contributions in solid-state sensors.
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The need for the miniaturization of electrical components arose when they were
required to be assembled on a single chip. Miniaturization further enhances the
energy efficiency of the circuit and reduces the time lag in response. Miniaturized
devices on IC boards were manufactured by Jack Kilby at Texas Instruments,
and Robert Noyce at Fairchild Semiconductor in 1958 and 1959, respectively.
Researchers were successful in fabricating not only transistors but also resistors,
capacitors, and diodes on a single monolithic layout to form an electronic chip.
Kilby used germanium and Noyce used silicon for the semiconductor material.
In 1959, both parties applied for patents. Jack Kilby (Figure 1.5d) and Texas Instru-
ments received US patent #3,138,743 for miniaturized electronic circuits [37].
Robert Noyce (Figure 1.5e) and the Fairchild Semiconductor Corporation received
US patent #2,981,877 for a silicon-based integrated circuit [38]. In 1961, the first
commercially available integrated circuits (Figure 1.5f ) came from the Fairchild
Semiconductor Corporation. All computers then started to be made using chips

(b)

(d) (f)

(a) (b) (c)

(e)

Figure 1.5 The foundation and pillars of modern-day solid-state electronics. (a) The first
transistor of the world, born in Bell Labs in 1947, invented by (b) the American Physicists
John Bardeen (L), Walter Brattain, and William Shockley (R). (c) Sparks N-P-N bipolar
transistor of 1950. (d) Jack Kilby with his invented first pocket calculator. (e) Robert Noyce
with his invented monolithic IC-based motherboard. (f ) The first monolithic (2D) integrated
circuit developed at Fairchild Semiconductor in 1959 by R. Noyce. Kilby and Noyce are
recognized as the inventors of the microchip. Kilby received the Nobel Prize in year 2000 for
his contribution to integrated circuit. Sources: (b) AT&T/Wikipedia Commons/public domain.
(d) The Library of Congress. (e) Intel Free Press/Wikipedia Commons/CC BY-SA 2.0.
(f ) Fairchild/Courtesy of the Computer History Museum.
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instead of the individual transistors and their accompanying parts. Jack Kilby
holds patents on over 60 inventions and is also well-known as the inventor of
the portable calculator (1967) [39, 40] (Figure 1.5d).
With the advent of miniaturization and advanced microfabrication technique,

researchers designed new devices aimed at different applications. As evident from
published literature, the researchers have extensively worked on different devices
and sensors and classified them in accordance with the transduction principle
used in the device. Although the terms “sensor” and “transducer” are often used
as synonyms, the American National Standards Institute (ANSI) standard in 1975
preferred the latter over the former [41]. However, the scientific community
has adopted the term “sensor” to define a device which provides a usable output
in response to a specific measurand and thus is commonly used in scientific articles.
The output of a sensor may be any form of energy. Many early sensors converted
(by transduction) a physical measurand to mechanical energy; for example, pneu-
matic energy was used for fluid controls andmechanical energy for kinematic con-
trol. However, the introduction of solid-state electronics created new avenues for
the development of sensor systems aided by computer-based controls, archiving/
recording, and visual display. The modern-day sensor system is often associated
with algorithms, AI, and other techniques which require electrical interfacing
with microchips and computer-aided controls, thereby broadening the definition
of a sensor to include the systems interface and signal conditioning features that
form an integral part of the sensing system. With progress in optical computing
and information processing, a new class of sensors, which involve the transduction
of energy into an optical form, is likely. Thus, the definition of a “sensor” is likely
to continue evolving with time.

1.2.3 Emergence of New Technologies

The evolution of solid-state electronics and its contribution in the field of solid-
state sensors is largely attributed to the emergence of new technologies which
facilitated the transformation of different aspects of solid-state sensors since
its origin. Emergence of new technologies and their advancements over the years
(Figure 1.6) have led to technological convergence of their key features toward
the evolution and transformation of solid-state electronics that have forced scien-
tists to setup new benchmarks in defining solid-state sensors. This technological
convergence has shifted the paradigm of research in solid-state sensors from
semiconductor electronics to a more open-ended approach. In this section, we
will discuss about the key technologies that helped transform solid-state
research. The key new technologies with their evolutionary timeline are repre-
sented in Figure 1.6.
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Figure 1.6 (a) Emerging technologies and their (b) timeline of events, which lead
to the evolution of solid-state sensors.
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1.2.3.1 Thin-Film Technology

The thin-film technology evolved at the end of the nineteenth century whenDrude
et al. [42] in 1889 found unusual properties of materials deposited on the walls of
the glass discharge tubes, which were different from their bulk counterpart. Over
the years, thin films of different materials deposited by wide range of techniques
including physical (1940s) and chemical (1970s), vapor deposition, atomic layer
deposition, molecular beam epitaxy (1980s), spin coating, dip coating, sol gel,
and Langmuir Blodgett method have been well characterized and understood
by electron diffraction method (1927), electron microscopy (1940), surface analyt-
ical methods (1960s), atomic resolution surface imaging techniques like STM and
AFM (1980), and ultrahigh-resolution TEM (1990). The advent of more advanced
thin-film deposition and characterization techniques such as UHVTEM, fast STM,
and synchrotron in early twenty-first century has boosted the solid-state sensor
industry due to the thickness controllability, thus providing tunability in sensor
performance. Thin films have taken a dominant role in revolutionizing the devel-
opment of new active and passive sensor elements which have led to a drastic met-
amorphosis of the electronic devices especially the solid-state sensors. The physical
and chemical properties of the thin film largely depend on the material, micro-
scopic structure, and the parameters (e.g. temperature and pressure) utilized to
generate the desired microstructure. The microstructure in the thin-film technol-
ogy relates to the phase state, morphology of the grains and surfaces, orientations
of the crystals planes, texture, chemical composition, homogeneity, and the sub-
strate and thin-film interface. The key feature of the thin-film technology lies in
the evolution of self-organized structure by atom by atom adding process at tem-
peratures far from dynamic equilibrium which allows controlled synthesis of met-
astable phases and artificial structures and multilayers [43]. This self-organization
in thin film is a thermal activated process and initiates with nucleation through
migration of atoms, followed by crystal growth by surface diffusion, and grain
growth and restructuring by bulk diffusion [44]. However, contaminations can
produce adverse effect on the desired structure and property. The evolution of
the thin-film technology is truly the backbone for the growth and widespread
acceptance of modern-day solid-state sensors.

1.2.3.2 Advancements in Micro- and Nanofabrication

The inventions of the transistors and integrated circuit in the 1940s and 1950s,
respectively, gave rise to a miniaturization trend in electronics. Miniaturization
through microfabrication and micromachining has revolutionized the world of
solid-state sensors. These microfabrication processes have evolved and been
modified into advanced technologies that are pushing the boundaries of resolu-
tion, feature sizes, and aspect ratios. The term microfabrication was coined by
the semiconductor industry. Microfabrication is a multiple step sequence of
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photolithographic and chemical processing which are used to make microscopic
devices and electronic circuits on silicon, polymer, and other biomaterials sub-
strates (rigid or flexible).
With the improvement in microfabrication techniques, smaller and more

complex integrated circuits were built, which facilitated the dense packing of
electronic components on a given area of the microchip. Due to the extremely
small dimension of the structures certain high-tech tools must be used when
performing microfabrication work. The major concepts and principles of
microfabrication are photolithography, doping, deposition, etching, bonding,
and polishing. A typical microdevice is fabricated by a sequence of microfabrica-
tion steps including micromachining, deposition, followed by patterning the film
with various microfeatures using photolithography and subsequently etching
parts of the undesired area. These processes are detailed in Chapter 2. Industrial
microfabrication process is a cumbersome sequence of events where a typical
memory chip requires approximately 30 lithography, 10 oxidation, 20 etching,
and 10 doping steps to fabricate. Microfabrication is used in the development of
integrated circuits on a chip, most of the miniaturized sensors including the semi-
conductors, microfluidic devices, solid-state sensors, MEMS, and BioMEMS.
Thin film plays a key role in microfabrication where microchips are typically

created using multiple thin films. For electronic devices, the patterned films con-
tain conductive metals that allow for the flow of electricity, while for optical
devices, thin films are in the form of reflective or transparent films to improve vis-
ibility and clarity. The thin film may also be chemical and biological materials in
the form of active sensing or encapsulationmaterial often found inmedical devices
and gas sensors. Dielectric thin films of polymers are used in capacitive sensors
and gate dielectric as the insulation material.
The process of microfabrication is not only limited to the deposition patterning

and etching of polymers and semiconducting materials, but also offers a way to
produce homogeneous monodisperse particles that are not only spherical, but
having controlled or asymmetrical shapes and architectures with a specific size
to be fabricated, which is not possible with other methods [45, 46]. Using
microfabrication techniques such as particle replication in nonwetting tem-
plates [47], microcontact hot printing [48], step and flash imprint lithography
[49], and hydrogel template [50] achieve such feat. Microfabrication techniques
are used to generate patterns of cells on surfaces. This cellular patterning is a
necessary component for cell-based biosensors, cell culture analogs, tissue
engineering, and fundamental studies of cell biology [51]. Moreover, alternative
techniques, such as microcontact printing [52, 53], microfluidic patterning using
microchannels [54, 55], and laminar flow patterning [56], have been developed
for use in biological applications. Microfabrication is even used in advanced
manufacturing processes for engineered neural prosthetics where high-resolution
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neuroelectrodesare fabricatedwith theaimof reducing the sizeof theelectronic com-
ponent. This is achieved by 2D printing of neural arrays or fabricating topographical
and biochemical features on the surface of engineered neuroelectrode [57].

1.2.3.3 Emergence of Nanotechnology

The emergence and subsequent evolution of nanomaterials have revolutionized
research in the field of materials science. The convergence of nanomaterial and
several microfabrication techniques have led to diverse sensors with different
applications [58–63]. The reduction of particle size and tuning the particle mor-
phology of nanomaterials from micro to nano size has led to unique properties
with versatile applications. The reason for the nanomaterials to exhibit unique/
enhanced properties is due to the large surface-to-volume ratio and quantum con-
finement effect. The word nanoscience refers to the study, manipulation, and engi-
neering of matter, particles, and structures on the nanometer scale (one millionth
of a millimeter). Due to the quantum mechanical effects, the properties of materi-
als in nanoscale differ from the properties of the samematerial in bulk form. Mate-
rial properties, such as electrical, optical, thermal, and mechanical properties, are
governed by the morphology and particle size of the nanomaterial, where proper-
ties of materials larger than 100 nm tend to show bulk properties. Nanotechnology
is the application of nanoscience leading to the use of new nanomaterials in sen-
sors and devices. Due to tunable properties of nanomaterials, nanotechnology has
the capability and promise to provide us with custom-madematerials and products
with new enhanced properties, new nanoelectronics components, new types of
“smart” medicines and sensors, and even interfaces between electronics and
biological systems.
Although the field of nanoscience and nanotechnology is relatively new and sci-

entific developments in these fields bloomed after 1990, the key concepts of these
branches of science were practiced over a longer period of time where the earliest
evidence dates back to 600 BCE. Pottery shards excavated from Keeladi in India’s
southern state Tamil Nadu and reported in the year 2020 showed unique black
coating on the inner surface of the pottery, which was investigated by the Indian
researchers at the Vellore Institute of Technology, India, found to be carbon nano-
tubes [64] (Figure 1.7a). The use of metal nanoparticles in the fourth century
Roman era was evidenced in the Lycurgus Cup which is kept in the British
Museum. The glass contains gold–silver nanoparticles which are distributed in
such a way that it appears green in daylight, but changes to red, when illuminated
from the inside. The Damascus steel sword from the Mesopotamian civilization
made between 300 and 1700 CE contained nanoscale wires and tube-like struc-
tures which exceptionally enhanced the sharp cutting edge of the sword. However,
the re-emergence of nanotechnology in the 1980s was attributed jointly to the
invention of advanced experimental tools such as scanning tunneling microscope,
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invention of fullerenes (Figure 1.7b), and elucidation of the conceptual framework
of nanotechnology in 1986 [65]. The growing awareness on nanotechnology led to
the discovery of carbon nanotubes in 1991 [66], which triggered multiple avenues
of research and led to understanding of peculiar material properties in nanoscale,
opening up applications in diverse fields.
Systematic research developments on the experimental as well as the conceptual

aspects of nanoscience and nanotechnology resulted in vivid understanding of the
quantum size effects and its role on material properties. The findings opened up
new and exciting possibilities to tailor the chemical and physical properties of a
material through exploiting and varying their nanoscopic properties. Unusual
properties of nanomaterials led to the evolution of new devices which are aimed
at smart sensor application. Controlled particle size and consistent yield of nanos-
tructured material facilitated the widening of the realm of nanotechnology and
encouraged researchers to integrate nanomaterials into smart devices and produce
advanced and cost-effective sensor systems.

1.2.3.4 Printed Electronics on Flexible Substrates

Research on printed and flexible electronics is constantly evolving with extensive
scope for innovation and has led to new avenues for the development of new age
sensors. Printed electronics is an all-encompassing term for the printing method
used to create electronic devices by printing on a variety of substrates. Printed
circuitry is widely used in organic or plastic electronics, where carbon-based
and carbon–metal composite inks are extensively utilized. The advent of flexible
keyboards, antennas, and electronic skin patches has boosted the demand for

(a) (b)

2 cm

Figure 1.7 (a) Artifacts of pottery shards dated to 600 BCE unearthed from an
archaeological site in Keeladi, Tamil Nadu showed evidences of carbon nanotubes.
(b) Molecular structure of Fullerene, an allotrope of carbon discovered in 1986.
Sources: (a) Springer Nature Limited. (b) The Trustees of the British Museum.
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printed electronics. Printed electronics is one of the fastest growing technologies
today and the importance is already realized in several industries including health
care, aerospace, and media.
The evolution of printed electronics initiated in 1903 when famous German

Inventor Albert Hanson filed a British patent for a device described as a flat, foil
conductor on an insulating board having multiple layers. He called the conductor
as “Printed Wires,” and showed that we can punch a hole into the two layers and
had perpendicular wires to establish electrical connectivity. In 1925, Charles
Ducas filed a patent that describes the way for adding conductive inks to an insu-
lating material (Figure 1.8a). This later gave birth to the printed wiring board

(a)

(b)

(c)

Figure 1.8 (a) Charles Ducas patent drawing. (b) A radio made by Paul Eisler that uses
first printed circuit board (PCB). (c) The Life Signals Biosensor Patch 1AX enable remote
wireless mass population monitoring for COVID-19. Sources: (b) By Georgi Dalakov -
http://history-computer.com/ModernComputer/Basis/printed_board.html, CC BY-SA 3.0,
https://commons.wikimedia.org/w/index.php?curid=19448601. (c) Courtesy of
how2electronics.com.
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(PWB). This was used as a flat heating coil and showed the way for printed cir-
cuitry. The period from 1930 to 1945 is marked as the most significant time in
the history of printed circuit board (PCB). The PCB was used in proximity fuse
invented by the British for high-velocity artillery shells, which needed to fireside
precisely over massive distances in either sky or land. In 1936, Paul Eisler, an
Austrian living within the United Kingdom, filed a patent for copper foil circuit
on a nonconductive base of a glass terming it as printed circuit [67–69]. Eisler later
took this concept one step further for large-scale production of radios (Figure 1.8b)
by the United States during World War II in 1943, which might pave the way for
future military applications. Printed circuit technology was released for commer-
cial use in the United States in 1948 (Printed Circuits Handbook, 1995). Wide-
spread production of printed electronics for household use began in the 1960s
when the PCB became the foundation for all consumer electronics. Over a half-
century since its inception, printed electronics have evolved from PCBs to today’s
use of solution-based conductive inks on flexible substrates for the development of
RFID, photovoltaic, and electroluminescent technologies. At present, printed elec-
tronics have revolutionized the solar cell industry and wearable sensors market. In
2011, researchers from MIT created a flexible solar cell by inkjet printing on nor-
mal paper [70]. In 2018, researchers at Rice University have developed organic
solar cells which can be painted or printed onto surfaces [71]. In 2020, researchers
have successfully placed wearable circuits directly onto the surface of human skin
to monitor health indicators, such as temperature, blood oxygen, heart rate, and
blood pressure. This printed wearable electronics for health monitoring combines
soft on-body sensors with flexible PCBs (FPCBs) for signal readout and wireless
transmission to healthcare workers [72]. In 2020, following COVID-19 pandemic,
some companies have developed electronic skin patches for monitoring a patient’s
temperature remotely, the benefit being that the patient does not need to come
into contact with healthcare professionals to take their temperature which may
expose them to the virus (Figure 1.8c). Again conductive ink has been used in sen-
sor test systems as part of a system to detect infections, including COVID-19
[73, 74]. Furthermore, Cu nanoparticles due to their antiviral benefits were 3D
printed onto surfaces such as door handles to combat spread of infection [75].
Printed force sensors have been applied into mats to alert shoppers where they
are standing too close to each other.
Owing to the advantages of printed electronics, the sensors and devices have

become light weight, flexible, and cost-effective, making them more appealing
to a wide cross-section of industries. Printed circuits have the potential to reduce
costs and technical constraints typically associated with mass producing electron-
ics. In addition, printed electronics have paved the way for flexible sensors and
allied wearable devices which have opened up new set of applications. Printed
electronics holds promise to change the photovoltaic industries due to less expen-
sive polymer electronics.
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The benefits of printed electronics are listed as:

1) Use of custom-made organic printable inks
2) Use of various different substrates including bendable and biodegradable
3) Cost-effective and fast fabrication
4) Attractive and flexible form factor
5) Ease of production
6) Ease of integration

Although printed electronics have been around since 1960s, a major burst in
total revenue was seen in the hybrid age after year 2000. According to IDTechEx
publication, the total printed electronic revenue in 2011 was reported to be at
$12.385 (billion) and expected to reach $330 (billion) in 2027. This huge increase
in revenue is attributed to the incorporation of printed electronic into cell phones.
Despite the fast growing market of printed and flexible electronics, researchers are
still working on the development of best performance conductive inks for on-
fabric use and its use on different substrates. Printed electronics continue to face
challenges in batch fabrication as the processes are so new that trial and error and
testing are critical to success.

1.2.3.5 Smart Devices with Artificial Intelligence

Smart sensors are expected to perform intelligently like humans and possess mul-
tifunctional and flexible sensing systems involving vision, handwriting recogni-
tion, speech recognition, human–robots interactions, gaming control, touch,
smell, gesture control, and taste. These sensor systems can be made to operate
more effectively and make smart decisions using AI. AI is a way of providing
human-like intelligence and decision-making ability to machines, sensor systems,
computer-controlled robots, and software with an aim to create expert systems and
to implement human intelligence in machines. AI emerged in the mid-1950s, and
evolved as a powerful tool for the development of smart sensor systems for auto-
matically solving problems that would normally require human intelligence. The
AI tools which are frequently used in sensor system are knowledge-based systems,
fuzzy logic, automatic knowledge acquisition, neural networks, genetic algo-
rithms, case-based reasoning, and ambient intelligence. These tools have minimal
computation complexity and can be implemented with small sensor systems, sin-
gle sensors, or system arrays with low-capability microcontrollers. Effective use of
AI tools will contribute to the development of more competitive sensor systems
and applications. Other technological developments in AI that will impact sensor
systems include data mining techniques, multiagent systems, and distributed self-
organizing systems. Ambient sensing involves integrating many microelectronic
processors and sensors into everyday objects to make them “smart.” This method
is called sensor fusion. AI is useful when smart sensors are expected to perform
advanced and complex task other than just reading raw data from the sensors.
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Using AI, sensor fusion can be done easier and more accurately than with classical
algorithms. Neural networks can cope with unknown situations much better.
A combination of sensor systems and AI algorithms can empower intelligent
robots with advanced capabilities in many areas such as environmental monitor-
ing, gas leakage detection, food and beverage production and storage, and espe-
cially disease diagnosis through detection of different types and concentrations
of target gases with the advantages of portability, low-power consumption, and
ease of operation. Sensors equipped with AI in wearable and flexible smart elec-
tronics will meet the rising demand and growth in smart watch and sport bracelets
in the market. Such devices as a part of IoT or as a part of our daily life can greatly
enhance life quality of people and promote performance and interactivity of infra-
structure in modern life. Contributions from various disciplines of research will
help in the growth of smart AI-aided sensor systems.

1.2.3.6 IoT-Enabled Sensors

The internet of things, or IoT, is a system of interrelated devices, mechanical and
digital machines, sensors or people (Figure 1.9a) that are provided with unique
identifiers (UID) and transfers data over a network in the absence of any
human-to-human or human-to-system interaction. The word “thing” in IoT refers
to devices and sensors like wearable medical devices, an antenna connected to
implantable device, built in sensors in tire of automobiles, RFID tags, or any device
that has been assigned an IP protocol address and is able to transfer data over a
network. IoT-enabled sensors share the sensor data they collect by connecting
to an IoT gateway or other devices where data are processed in the cloud or ana-
lyzed locally. Such devices communicate with other connected devices in the net-
work and also can act on the information received from another. The IoT enabled
device/sensor at the receiving end collects the raw data and performs preproces-
sing in order to present relevant results. In advanced sensor systems, the raw data
received from IoT-enabled device needs to be processed using AI for smart and
intelligent decision making which can act as an alert for the users. In near future,
the processing of the data from multiple sensors that are remotely connected to
each other is believed to take place in cloud where the role of IoT-enabled devices
will be effective. This will allow more complex sensor solutions through sensor
data fusion for more advanced systems. The schematic working of IoT devices
is shown in Figure 1.9b. The IoT-enabled devices together with AI can revolution-
ize the field of sensor systems, remote diagnosis, alerts for thefts, climate varia-
tions, natural disasters, medical emergency, and fire and thereby combat with
appropriate measures without human interferences, thus making life more
dynamic and smoother. The IoT helps people live andwork smarter, as well as gain
complete control over their lives. In addition to offering smart devices to automate
homes, IoT is essential to business. IoT provides businesses with a real-time look
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into how their systems really work, delivering insights into everything from the
performance of machines to supply chain and logistics operations.

1.2.4 Paradigm Shift in Solid-State Sensor Research

With the advent of new technologies discussed in detail in Section 1.2.3, a distinct
shift in paradigm is noticed in solid-state sensor research especially after the year
2000. The solid-state sensor research in the present day focuses on the
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Figure 1.9 (a) Different IoT-enabled devices and systems. (b) Schematic representation
of working of AI-supported IoT-enabled smart sensor system.
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development of devices which mostly uses nanomaterials, biomolecules, and
organic polymers, are mechanically bendable, fabricated using solution process
routes and thin-film technology, and cost-effective, makes them commercially
attractive and integrable with microchips for the realization of smart sensing sys-
temwith AI and IoT support. Some of the research products emerging out from the
new technologies are listed below but are not limited to the following.

1.2.4.1 Organic Devices

Organic electronics is a newly emerging branch of modern electronics which deal
with carbon-based materials often in the form of polymers and small molecules
and molecules of living beings. Organic materials are known to be excellent insu-
lators and used in wide range of applications until Heeger, MacDiarmid, and Shir-
akawa in the 1970s discovered that polymer polyacetylene when doped iodine can
be made conductive with electrical conductivity enhanced many folds. Semicon-
ducting behavior of organic polymer materials was first demonstrated by Tsumura
et al. [76] in 1986 when they used polythiopene as semiconducting material in the
channel of the first solid-state field effect transistor. The discovery of electrically
conductive and semiconducting polymers drastically changed our perspective
on polymer materials and formed the foundation of organic electronics. Over
the years, the organic electronics have found their way from research laboratories
to industrial applications and is due to replace Si electronics in commercial market
in near future. The organic electronic market includes applications in the fields of
light-emitting diodes (LEDs) [77], FET [78], and solar cells [79] and also open new
avenues for other technologies.
Organic semiconductors based on polymers or small molecules consist of

π-conjugated bonds with delocalized electrons which affect the electrical proper-
ties of the material [80, 81]. The molecules are held together by π–π noncovalent
stacking interactions, which are weak Van der Waals, and dipole–dipole forces,
which despite being feeble in nature, are sufficiently strong when large amount
of interactions are involved [82]. The delocalized electrons in the π orbitals of
the molecules constitute the π way through which the transport of electrons takes
place under the influence of potential bias [83]. The amount of π-conjugated bonds
and hence the number of delocalized electrons can be regulated by modifying the
molecular structure using chemical methods. Thus, material property of organic
conjugated polymers can be modified by substituting aliphatic side chains to
aromatic part which may lead to a formation of distinct superstructure driven
by the local phase separation between the flexible aliphatic part and rigid aromatic
fraction or changes the molecular packing of the conjugated polymer. This affects
the availability of delocalized electrons in the π way and thus on the transport of
charge carriers from one molecule to another. An increased π-stacking distance
reduces the hopping rate of charge carriers.
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The principle advantage of using the conjugated polymers lies in the solution-
based processability to fabricate devices, thereby allowing large area low-cost fab-
rication [84, 85]. Moreover, organic polymer materials are mechanically flexible
and thus suitable for application in bendable devices [86]. The mass fabrication
of the devices occurs by high-speed and inexpensive methods at low temperatures
including printable circuits using inkjet and screen-printing techniques. Due to
the low cost processing, the electronic elements can be used in the realization
of radiofrequency identification (RFID) tags and sensors in which FETs play a
key role [87]. Due to the low-cost fabrication process with conjugated polymers
and their mechanical bendability [88] and strength, the organic materials
[4, 89] and biopolymers [1, 90] finds their way into medical and healthcare
applications.

1.2.4.2 Wearable Devices

The prehistory of wearable technology starts with the watch, which was worn by
people to tell time. In 1500, the German inventor Peter Henlein created small
watches that were worn as necklaces. A century later, men began to carry their
watches in their pockets as the waistcoat became a fashionable item, which led
to the creation of pocket watches. Wristwatches were also created in the late
1600s, but were worn mostly by women as bracelets. Today at the advent of mod-
ern-day technology supported by advanced microfabrication tools and techniques,
wearable devices have encroached into our daily lives in the form of smart
watches, medical devices, safety alarms, and fitness equipment. Driven by the
increasing scientific and technological interest and its huge commercial promise,
wearable sensors will continue to evolve over the next few decades in providing a
deeper understanding of the subjects’ environment [91]. As the name suggests, the
wearable sensors are packaged into wearable objects which can be directly worn
on the body to help monitor health and/or provide clinically relevant data for
care. Due to the burst in technological advancements (Figure 1.10), the recent
focus has shifted to wearable sensing platforms, using stretchable and flexible
electronics. However, these sensors are fabricated on bendable substrates which
make microfabrication challenging, but opens up new avenues in research and
applications.
Nowadays, various techniques such as transfer printing, screen printing,

photolithography, microchannel molding, filling, and lamination are utilized in
the realization of flexible sensors (Sections 3.4 and 3.7). Here, deformable or
stretchable conducting electrodes are patterned onto a bendable/stretchable
substrate [92]. However, these methods have some limitations such as high cost,
multistep fabrication protocols, poor durability, and challenges in prototyping and
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scalability. The real challenge in wearable devices mainly lies in the acceptability
of these technologies by the users/patients. For instance, monitoring of elderly
people is one application that has been tentatively addressed since the beginning
of the era of wearable monitoring, with the main motivation being the decrease in
the costs of assistance for the chronic diseases typically affecting this category of
patients. On the other hand, the limited familiarity of these patients with technol-
ogy immediately highlighted the main limit of these systems. To turn this threat/
challenge into an opportunity, several actions are needed.

1.2.4.3 Implantable Sensors

Implantable solid-state sensors play an important role especially in medical
science not only to provide real-time treatment facilities to patients, but also in
monitoring vital physiological statistics in humans. The ease of commercial man-
ufacture, storage, and sensor performance in terms of accuracy and repeatability
along with operations that are not dependent on user handling make the solid-
state implantable solid-state sensors ideal for medical applications. Much before
the burst of applications of implantable sensors in the medical industry in
1960s, they were developed in mid-1940s for space applications to monitor and
broadcast real-time biological parameters of dogs and chimps [93]. With the
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advent of new materials and fabrication processes, the implantable sensors show
promises for wider scope of application but are presently in their early stages of
medical trials. In solid-state implantable sensors, the sensor element is invasive
and communicates sensor data to an external system, worn either on the body
or located remotely, for processing and display. In most implantable sensors,
the active sensor element generates chemical signals or undergoes biological
changes, which produces signals that have to be transformed into electrical signals
for electronic detection. Even if piezoelectric sensors are used as detection systems,
the electrical signal generated from the piezoelectric crystals must be modulated
and amplified to a signal that can be exported from the body. Smart implantable
sensors can collect data and store the information in buffers until the unit is inter-
rogated by an external device.
Implantation of biomaterials and devices into soft tissues often causes foreign

body response (FBR), which may interfere with the satisfactory working of the
implanted device and/or lead to failure [94, 95]. The FBR involves overlapping
acute and persistent inflammatory phases associated with collagenous coverage
and proteins adsorption, which have no therapeutic remedies. The use of appro-
priate biomaterials for encapsulated packaging of implantable devices is an
established way to protect devices from FBR. Such encapsulating materials
include variety of synthetic polymers [96], such as PU, poly (2-methoxyethyl
acrylate), and PVA [97], but found to have limited durability. Recently, polyester
fabric coated with a biodegradable PGA sheet was developed and implanted in a
rat model [98]. As the PGA degraded, cells deposited their extracellular matrix,
much of which is collagen, on the polyester fabric. In terms of design, the
implantable sensors must be capable of unobstructive and uninterferred data
acquisition from the patient, be lightweight and small in size, its battery should
last many years as it would be impractical to replace it frequently, not cause any
kind of discomfort or damage to human tissues through overheating [99], and the
sensor element need to be reliable and sensitive [100]. Present advancements in
implantable sensors can be seen in sensor miniaturization and in the design of
low-power circuitry [99].
Despite the recent developments in fabrication testing evaluation and statistical

analysis of sensor performance, the acceptability and adoption of implantable sen-
sors on the commercial scale are far from realization. This is because any failure of
the devices could potentially lead to patient death or develop other forms of dis-
ease. Thus, to reform and revolutionize the field of implantable sensors, dedicated
effort in engineering and technology coupled with public awareness of such
devices need to be undertaken. Once the technology shows promises in comfort
and effectiveness in real-time tracking of physiological parameters, there will be
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more patients willing to consent to monitoring, only to eliminate other painful and
expensive methods of treatments [101].

1.3 Outline

There has been a rapid growth in the field of solid-state sensors in the last decade,
mostly attributed to the fast advancements in monolithic fabrication processes,
computer-controlled remote automation, and signal processing tools. The field
of solid-state sensor technology has expanded its realm so much that it finds wide
applications in industrial processes, healthcare systems, and household use. Its
cost-effectiveness and portability has made it affordable, convenient, and user-
friendly to the wide section of the global population and thus forms the highest
trading market of this century. With the rise in integrated and automated remote
sensing technology, sensor terminology, such as “sensor,” “sensor element,” and
“sensor system,” has been introduced and explained to facilitate coherent and con-
sistent analysis of sensor technologies. The consistency and cost control in sensor
system depend on advancements in fabrication procedures and tools. In this chap-
ter, we discuss various fabrication procedures and tools includingmicromachining
and lithography which lead to the advancements in the development of microsen-
sor systems. Since modern solid-state sensors encompass much more than a trans-
duction material, there are many opportunities for introducing novel materials in
sensor systems which are discussed in subsequent chapters.
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2

Classification and Terminology

The classification of solid-state sensors provides a framework to understand their
operation, application domains, and performance characteristics. By considering
the physical phenomenon sensed, the sensing mechanism employed, and the
materials used, engineers and researchers can select the most suitable sensor
for their specific needs. This knowledge facilitates the development of innovative
sensor technologies and their integration into a wide range of devices and systems,
enhancing our ability to sense and interact with the world around us. The classi-
fication of solid-state sensors is crucial for understanding their diverse applications
and functionalities. These sensors can be categorized based on various criteria,
including the type of physical phenomenon they detect, their sensing mechanism,
and thematerials used in their construction. Each classification offers insights into
the sensor’s operation, performance characteristics, and suitability for specific
applications. Again, understanding the terminology associated with solid-state
sensors is crucial for effective communication and comprehension. Understanding
these fundamental terms associated with solid-state sensors will aid in effective
communication, troubleshooting, and selecting the most suitable sensor for a
given application.

2.1 Sensor Components

The definition of a sensor does not precisely define what physical elements con-
stitute the sensor [1]. Thus, a knowledge of sensor terminology will facilitate us
in understanding the different functionaries of a working device. The definitions
adopted in this book are as follows.

Sensor element: A component of the sensor that detects or measures a physical
property and records, indicates, or responds to it. It forms a fundamental
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transductionmechanism ormaterial constituting as sensor in which one form of
energy converts into another. Some sensorsmay incorporatemore than one sen-
sor element (e.g. a compound sensor).

Sensor : A sensor element including its physical packaging and external connec-
tions (e.g. electrical or optical).

Solid-state sensor : An integrated electronic device with no movable part, generat-
ing sensory response by the virtue of various transducing actions occurring
within the active sensory matrix of the device is termed as the solid-state sensor.

Sensor system: An integrated sensor and its assorted signal-processing hardware
(analog or digital) with the processing either in or on the same package or dis-
crete from the sensor itself.

Sensor systems offer cheap and effective remedy for controlling various automa-
tized industrial processes and provide continuous monitoring of clinical para-
meters in healthcare applications. For any given application, the strength of a
physical quantity should be measured. A solid-state sensor is designed in such a
way that the measurand, the physical property to be sensed, exploits a physical
phenomenon within the sensor element. This physical phenomenon leads to an
electrical response that can be detected using a sensor and magnified with inte-
grated electronics in the form of sensor system. However, the design of such an
integrated sensor system must be implemented using optimized dimensions and
under technical restrictions.

2.2 Classification of Solid-State Sensors

Solid-state sensors may be classified in terms of the input and output energy to and
from the sensor, respectively, taking into consideration the transduction principle
and disregarding the internal and compound transduction effects. Table 2.1 lists
the six energy forms or signal domains generally encountered with examples of
typical properties that are measured using those energy forms. Thus, the world
of solid-state sensors was divided into self-generating and modulation type trans-
duction. Self-generating solid-state sensor operates without an auxillary energy
source, whereas that which works on the modulation principle requires an auxil-
lary energy source. The self-generating and the modulating solid-state sensors are
depicted schematically in Figure 2.1a, b, respectively. An example of a self-
generating sensor is a piezoelectric pressure sensor. In this case, the mechanical
energy form (strain or pressure) creates electrical signal (an electrical charge) as
a result of the fundamental material behavior of the sensor element. An example
of a modulating sensor is a fiber optic magnetic field sensor in which a magnetos-
trictive jacket is used to convert a magnetic field into an induced strain in the opti-
cal fiber. The resulting change in the gauge length of the fiber is measured using
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interferometry. Schematic representations of a piezoelectric pressure sensor and a
fiber optic magnetic field sensor are depicted in Figure 2.2a, b, respectively.
The field of sensor technology is diverse and constantly evolving, with new sen-

sor types and applications emerging regularly. Solid-state sensors can be classified
based on various criteria, including their applications, operating principles, and
sensing mechanisms. Based on operating principle, solid-state sensors can be clas-
sified as:

1) Resistive sensors: These sensors measure changes in electrical resistance, such
as strain gauges and thermistors.

2) Capacitive sensors: These sensors measure changes in capacitance, such as
touch sensors and humidity sensors.

3) Piezoelectric sensors: These sensors generate an electrical signal in response to
mechanical pressure or vibration, such as pressure sensors and accelerometers.

4) Chemical sensors: These sensors detect and measure specific chemical species or
changes in chemical properties, such as gas sensors, pH sensors, and biosensors.

Table 2.1 List of various measurands for different forms of energy.

Energy
forms Example measurands

Mechanical Length, area, volume, all time derivatives such as linear/angular velocity,
linear/angular acceleration, mass flow, force, torque, pressure, acoustic
wavelength, and acoustic intensity

Thermal Temperature, specific heat, entropy, heat flow, state of matter

Electrical Voltage, current, charge, resistance, inductance, capacitance, dielectric
constant, polarization, electric field, frequency, dipole moment

Magnetic Field intensity, flux density, magnetic moment, permeability

Optical Intensity, phase, wavelength, polarization, reflectance, transmittance,
refractive index

Chemical Composition, concentration, reaction rate, pH, oxidation/reduction
potential

Energy form 1

(a) (b)

Energy form 2
Transducer

Energy form 1 Energy form 3

Energy form 2

Transducer

Figure 2.1 Block diagram of (a) self-generating and (b) modulating sensors
showing the transformation of energy.
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5) Biological sensors: These sensors are designed to interact with biological sub-
stances or processes, such as biosensors, DNA sensors, and biomedical sensors.

6) Optical sensors: These sensors use light or photons to detect changes, such as
photodiodes, phototransistors, and optical encoders.

7) Magnetic sensors: These sensors measure changes in the magnetic field, such as
magnetic field sensors and current sensors.

On the other hand, the solid-state sensors can also be classified in terms of poten-
tial applications as:

1) Environmental sensors: These sensors are used to monitor and measure environ-
mental parameters like temperature, humidity, air quality, and radiation levels.

2) Automotive sensors: These sensors are used in vehicles for various applications,
including engine management, airbag deployment, tire pressure monitoring,
and proximity detection.

3) Medical sensors: These sensors are used in medical devices and healthcare
applications, such as patient monitoring, diagnostic tools, and drug delivery
systems.

4) Industrial sensors: These sensors are employed in industrial processes and
machinery for monitoring parameters like temperature, pressure, flow, and
position.

5) Consumer electronics sensors: These sensors are integrated into various con-
sumer devices like smartphones, wearables, gaming consoles, and home appli-
ances for functions such as touch sensing, motion detection, and
environmental monitoring.

The field of sensor technology is vast and continually evolving, leading to the
development of new types of sensors and innovative applications across various
industries.
The solid-state sensors can also be conveniently classified by their input energy

form or signal domain of interest. However, this form of classification does not

Piezoelectric

material Electrical
charge

Mechanical
pressure

(a)

(b)

Mechanical
strain

Magnetic
field

Magetostrictor Optical fiber Detector Electrical
Optical

Figure 2.2 Schematic representations of (a) piezoelectric pressure sensor and
(b) fiber optic magnetic field sensor.
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emphasize the underlying mechanisms and would be more understandable when
the sensors are classified in accordance with the science-based taxonomy. Classi-
fication based on the input energymay infuse confusion among readers whenmul-
tiple response interactions and transduction mechanism takes place. In order to
have a scientific understanding on the sensors, we have followed the transduction
principle-based classification and divided the regime of solid-state sensors into
seven categories, viz. (i) piezoelectric, (ii) piezoresistive, (iii) capacitive,
(iv) chemical, (v) biomedical, (vi) optical, and (vii) magnetic as depicted in
Figure 2.3. Alternative sensor taxonomy includes sensor material, cost application,

Piezoelectric

sensors

Piezoresistive

sensors

Chemical sensors

Biomedical

sensors

Optical sensors

Magnetic sensors

S
o
lid

-s
ta

te
 s

e
n
s
o
rs

Capacitive

sensors

Figure 2.3 Schematic representation portraying the main classes of solid-state sensors.
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and output signal-based classification, which are also dealt with in respective
chapters. Table 2.2 lists the different types of solid-state sensors and their possible
applications.

2.3 Sensor Terminology

The knowledge of sensors characteristics is imperative in correctly mapping the
output signal versus the input of the measurand. The sensor characteristics are
determined by various parameters that describe the operation of the sensor under
different external stimuli and environmental conditions [2]. Some of the sensor
parameters are explained as follows.

2.3.1 Accuracy

Accuracy of a sensing system represents the correctness of its output in compar-
ison to the actual value of a measurand. To assess the accuracy, either the system is
benchmarked against a standard measurand or the output is compared with a

Table 2.2 Various sensor applications for different classes of solid-state sensors.

S. no

Classification
of solid-state
sensors Typical sensor applications

1 Physical
sensor

Pressure, temperature, strain, piezoresistive, sensors for blood
pressure monitoring

2 Chemical
sensor

Gas, clinical analysis, environment and process control, CHEM-
FET and ISFET, integrated biosensors for online monitoring
through wearable sweat monitoring

3 Piezoelectric Vibration and impact sensing, acoustic and ultrasonic
transducers, force and load measurement, energy harvesting,
piezoelectric generators, ultrasound imaging,medical diagnostics

4 Capacitive Touch screens and human–machine interfaces, proximity and
object detection, position and displacement measurement, level
sensing and liquid-level detection, humidity and moisture
sensing, pressure and force sensing, level sensing and object
detection

3 Optical sensor Photodiodes, phototransistors, color sensor, CCDs

4 Acoustic electrocardiography, ultrasonic sensors, environmental
sensors, surface acoustic wave microsensors, corrosion sensors

5 Magnetic
sensor

Hall sensors, magnetotransistors, thermogalvanometric
sensors, CMOS magnetic field detectors
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measurement systemwith superior accuracy. Accuracy can be closely defined for a
given set of operating conditions, but it is vitally important to take into account all
contributing factors if the best results are required. It should be appreciated that
there are two main aspects to these potential sources of error. First, there is the
inherent performance of the transducer, and second, the quality of the means
of measurement of that performance, i.e. the calibration equipment.

2.3.2 Precision

Precision represents capacity of a sensing system to give the same reading when
repetitively measuring the same measurand under the same conditions. The pre-
cision is a statistical parameter and can be assessed by the standard deviation (or
variance) of a set of readings of the system for similar inputs. The difference
between accuracy and precision is depicted in Figure 2.4.

2.3.3 Calibration Curve

A sensing system has to be calibrated against a known measurand to assure that
the sensing results in correct outputs. The relationship between the measured var-
iable (x) and the signal variable generated by the system (y) is called a calibration
curve. When the relation between the measured variable and the signal variable is
linear the calibration curve is represented as y = mx+ c.

2.3.4 Sensitivity

It is the ratio of the incremental change in the sensor’s output (Δy) to the incre-
mental change of the measurand in input (Δx). The sensitivity can be graphically
determined from the slope of the calibration curve y = f(x), and for a linear curve,

Actual value

Low precision
Low accuracy

High precision
Low accuracy

High precision
High accuracy

Output value

Figure 2.4 Dart illustration representing the concept of precision and accuracy.
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the sensitivity is simply the slopem (=Δy/Δx) of the straight line. For a nonlinear
calibration curve, the sensitivity of the sensor system depends on the operation
range in which the measurand is detected. For example, with increasing measur-
and value, a calibration curve that initially follows a linear curve but saturates at a
certain value of the measurand, the sensitivity is constant in the linear regime but
gradually decreases in the vicinity of the saturation regime of the sensor. At sat-
uration, the sensor no longer responds to any changes.

2.3.5 Threshold/Minimum Detectable Limit

In a sensing system, minimum detectable signal (MDS) is the minimum signal
increment that can be observed, when all interfering factors are taken into
account. When the increment is assessed from zero, the value is generally referred
to as threshold or detection limit. If the interferences are large relative to the input,
it will be difficult to extract a clear signal and a small MDS cannot be obtained. The
MDS can be calculated by solving for x after setting y = 0.

2.3.6 Null Offset

The null offset is the electrical output present when the sensor system is not
exposed to any measurand.

2.3.7 Dynamic Range

All sensing systems are designed to perform over a specified range. Signals outside
of this range may be unintelligible, cause unacceptably large inaccuracies, and
may even result in irreversible damage to the sensor. Themaximum andminimum
values of the measurand that can be measured with a sensing system are called the
dynamic range. This range results in ameaningful and accurate output for the sen-
sing system.

2.3.8 Nonlinearity

The closeness of the calibration curve to a specified straight line shows the line-
arity of a sensor. Linearity error is the deviation of the sensor output curve from
a specified straight line over a desired output range. This linearity error is also
defined as nonlinearity. There are two common ways of specifying the linearity
error, viz. (i) best-fit straight-line method and the (ii) end-point linearity method.
In the former method, the error is specified as the maximum deviation ±x% of the
output range from the straight line. The end-point linearity is determined by draw-
ing a straight line perpendicular to the line joining the end data points on the out-
put curve. The maximum value of this perpendicular line obtainable in the output
range gives the linearity error.
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2.3.9 Hysteresis

This represents the difference in output from a transducer when any particular
value of the measurand is approached from the low and the high sides. Hysteresis
may cause false and inaccurate readings. In general, hysteresis occurs when a sen-
sing technique relies on the stressing of a particular material such as elastomers.
The hysteresis caused by loosening of mechanical joints is called the backslash.
These errors are fixed physical characteristics of a particular device and are gen-
erally independent of temperature.

2.3.10 Selectivity

Selectivity is the sensing system’s ability to measure a target measurand in the
presence of other interferences.

2.3.11 Repeatability

It is the ability of a transducer to consistently reproduce the same output signal for
repeated application of the same value of the measurand. Repeatability is closely
related to precision. Both long-term and short-term repeatability estimates can be
important for a sensing system. The repeatability error is calculated using the rela-
tion, δrep = SD/Ω, where SD is denoted as the standard deviation of the output
values over successive measurements andΩ is the mean of the dataset over which
the SD was calculated.

2.3.12 Reproducibility

It is the sensing system’s ability to produce the same responses after measurement
conditions have been altered.

2.3.13 Resolution

Resolution is the lowest change of the measurand that can produce a detectable
increment in the output signal. Resolution is strongly limited by any noise in
the signal.

2.3.14 Stability

Stability is a sensing system’s ability to produce the same output value when mea-
suring the same measurand over a period of time. The stability is classified into
mechanical stability and electrical stability. Since there are no movable parts in
solid-state sensors, the term stability mostly refer to electrical stability. However,
for bendable sensors the stability of output signal against physical bending should

2.3 Sensor Terminology 43



also be taken into consideration. The stability error is calculated by the relation,
δstab = SDstab/Ω, where SD is denoted as the standard deviation of the output
values over repetitive measurements and Ω is the mean of the dataset over which
the SD was calculated.

2.3.15 Noise

The unwanted fluctuations in the output signal of the sensing system, when the
measurand is not changing, are referred to as noise. The standard deviation value
of the noise strength is an important factor in measurements. The mean value of
the signal divided by this value gives a good benchmark, as how readily the infor-
mation can be extracted. As a result, signal-to-noise ratio (S/N) is a commonly used
figure in sensing applications where S is the mean value of signal and N is the SD
of noise.

2.3.16 Response and Recovery Time

Response time tres is defined as the time required to reach 90% of the final and sta-
ble value when the sensing system is exposed to a measurand. Conversely, the
recovery time trec is defined as the time required for the final output signal
(obtained during exposure) to fall to 10% of its value after the measurand is com-
pletely withdrawn. The response and recovery times are depicted in Figure 2.5.
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Figure 2.5 Graphical representation of the response and recovery times of the sensor
obtained from the sensor output signal versus time plot.
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2.3.17 Drift

Drift is the undesirable change in system output over a period of timewhen themea-
surand and the sensor position are actually constant. It is considered a systematic
error, which can be attributed to interfering parameters such asmechanical instabil-
ityand temperature instability, contamination,mechanical andelectrical aging, envi-
ronmental changes, and the sensor’smaterialsdegradation.Thedrift in sensoroutput
is determined with respect to a sensor’s baseline. The baseline refers to the value of
output signal obtained when the sensor system is not exposed to any measurand.

2.4 Conclusion

In conclusion, solid-state sensors play a crucial role in various industries and appli-
cations by enabling the measurement and detection of physical, chemical, and
biological parameters. They provide valuable data for monitoring, control, and
decision-making processes. Sensors can be classified in terms of their operating
principles, sensing mechanisms, and applications. The classification of sensors
helps in understanding their underlying principles and choosing the most suitable
sensor for a specific application. It also aids in the development of new sensor tech-
nologies and applications. As technology advances, new types of sensors and sen-
sing techniques continue to emerge, expanding the capabilities and possibilities of
sensing in various fields. The future holds the promise of more advanced, minia-
turized, and integrated sensors that will further revolutionize industries and
improve the quality of life.

List of Abbreviations

CCD Charge-coupled Device
CHEM-FET Chemical Field-effect Transistors
CMOS Complementary Metal Oxide Semiconductor
ISFET Ion-selective Field-effect Transistors
MDS Minimum Detectable Signal
SD Standard Deviation
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3

Fabrication Technologies

3.1 Introduction

The solid-state sensor regime varies from simple two-electrode structure bridged
by active sensor material, or stacked layers of different sensor materials sand-
wiched between electrodes, to complex array architecture where an (n × n) matrix
of similar simple sensor elements are formed to generate dedicated response to
change the localized environment. The individual sensors in the array are inte-
grated on a common chip and controlled by suitable and separate integrated cir-
cuits (ICs). The size of the devices also varies from less than one micron to several
millimeters. Smart sensors involve an integration of sensing device consisting of
microstructure transducers and supporting microelectronics to control the total
functioning of the device. In the last century, solid-state sensors of different types
were realized covering all realms of piezoelectric, piezoresistive, chemical, biolog-
ical, optical, and magnetic-based technology. These sensors in their miniaturized
scale outperform the macrocounterpart in terms of sensitivity, power consump-
tion, and user-friendliness. Successful realization of miniaturized sensors is attrib-
uted to their (i) advanced fabrication process comprising different forms of
lithography, state-of-the-art etching techniques, and simple solution process
routes and (ii) batch processing which provided commercial boost. The combina-
tion of low production cost and better efficiency has provided numerous commer-
cial market opportunities.
Miniaturization open up new avenues in interdisciplinary research associated

with physics, materials science, chemistry, engineering, and equipment design.
The miniaturized solid-state sensors can be realized by a wide cross section of
advanced microfabrication techniques and tools involving microlithography, dep-
osition, doping, etching, polishing, and printing. To fabricate a microsensor, dif-
ferent processes are undertaken one after another, and many times repeatedly.
The processes include film deposition, patterning the film with the desired
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microfeatures, and etching portions of the film. The complexity of microfabrica-
tion processes can be described by performing number of times patterning step.
Microfabrication resembles multiple photolithographic exposures where many
patterns are aligned to each other to create the final structure.
Microfabricated devices may be fabricated on rigid substrates like Si or on flex-

ible substrates like polyimide (PI), polyvinyl alcohol (PVA), chitosan, and poly-
methyl methacrylate (PMMA). Flexible sensors are not generally fabricated on
freestanding bendable substrates, but are usually formed over or in a thicker sup-
port called the carrier substrate. The IC chips for electronic applications are fab-
ricated on semiconducting substrates such as silicon wafers; optical devices or flat
panel displays are fabricated on transparent substrates such as pyrex, glass, or
quartz; and wearables and bendable devices are fabricated on flexible substrates
deposited on carrier wafers. The substrate enables easy handling of the microde-
vice through many fabrication steps. Often many individual devices are made
together on one substrate and then isolated into separated devices toward the
end of fabrication.
The principal fabrication techniques include (i) deposition, (ii) patterning,

(iii) etching, and (iv) doping, which will be discussed in this chapter. These fabri-
cation techniques and their different types are listed in Figure 3.1.

3.2 Deposition

Microfabricated devices are typically constructed using single deposited layer or
stacking of multiple thin films. The purpose of these thin films depends on the type
of device and its functionalities. Electronic devices may have thin films which are
conductors (metals), insulators (dielectrics), or semiconductors. Optical devices
may have films which are reflective, transparent, light guiding, or scattering, while
that of bendable devices use elastomers or/and flexible polymers. On the other
hand, wearable devices and implantable devices utilize biocompatible materials
as substrates which may be deposited by spin coater and spray coating. Films
used as substrates provide mechanical stability in wearables and bendable devices
and as active sensor elements in chemical, optical, and biosensors.
Many different kinds of bulk materials and thin films are used in the fabrication

of Si-based micromachined devices. The bulk materials are predominantly semi-
conducting. The most important semiconductors in the micromachining fabrica-
tion technique are silicon and gallium arsenide. There are four important thin-film
materials (or class of materials) in micromachining technique: (i) thermal silicon
oxide, (ii) dielectric layers, (iii) polycrystalline silicon (poly-Si), and (iv) metal films
(predominantly aluminum).
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3.2.1 Physical Vapor Deposition

Physical vapor deposition (PVD) is a technique used to deposit thin films of mate-
rials onto a substrate through a physical process, typically under vacuum condi-
tions. PVD involves the evaporation or sputtering of material from a solid
source and the subsequent condensation of the vapor onto a substrate to form a
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Figure 3.1 Different types of fabrication techniques and their types.
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thin film. There are several methods of PVD, including, thermal evaporation, sput-
tering, electron-beam evaporation, and laser ablation.

3.2.1.1 Thermal Evaporation

Thermal evaporation is one of the most popular among the deposition methods.
Simplicity of operation and proper speed are the notable strengths of this deposi-
tion method. Thermal evaporation is one of the PVDmethods during which a thin
film is deposited on the substrate during a physical process.
In the process of thermal evaporation, the target material is located inside an

evaporation source (boat, coil, and basket) which is heated by the passage of elec-
tric current. The target material inside the evaporation source is heated to the
evaporation point. Because heat generation is due to electrical resistance of the
evaporation source, this method is also called resistive evaporation. After evapo-
ration, the molecules of the target material move to the substrate and form a thin
film on the surface of the substrate. Many materials can be deposited using this
method, including aluminum, silver, nickel, chromium, and magnesium.
The process can be described according to the following sequence of steps:

(i) the material to be deposited is converted into a vapor by physical means
(high-temperature vacuum or gaseous plasma), (ii) the vapor is transported to
a region of low pressure from its source to the substrate, and (iii) the vapor under-
goes condensation on the substrate to form a thin film. Typically, PVD processes
are used to deposit films with thicknesses in the range of a few nanometers to
thousands of nanometers. However, they can also be used to form multilayer
coatings, graded composition deposits, very thick deposits, and freestanding
structures.
One of the important features of vacuum evaporation systems is their ultimate

pressure. In the process of thermal evaporation, if the evaporated molecules of the
target material in their path to the substrate collide with the molecules of gases in
the chamber, they will undergo undesired changes in their path and this will neg-
atively affect the quality of the sample coverage. To prevent this, the thermal evap-
orative deposition process must be performed in a high vacuum environment. At a
pressure of 10–5 Torr, the mean free path length of the molecules is 1 m. This
means that the average distance traveled by themolecules in the vacuum chamber,
before colliding with another molecule, is 1 m. As a result, it can be said that the
molecules of the vaporized material can reach the substrate in a straight line with-
out colliding with another molecules.
On the other hand, the presence of background gases in the deposition chamber

may contaminate the deposited thin film. For example, the presence of a small
amount of oxygen or moisture during thermal evaporation in the process of
organic light-emitting diode (OLED) and organic photovoltaic devices fabrication
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makes the active functional parts of these devices inefficient. By reducing the pres-
sure of the deposition chamber to 10–6 Torr, the purity of the deposited thin film
and the performance of the devices will increase significantly.
Some of the advantages of thermal evaporation deposition include:

1) High-purity films: Thermal evaporation allows for the deposition of high-purity
films, as the process can be carried out under high-vacuum conditions, which
minimizes the introduction of impurities.

2) Good adhesion: Films deposited using thermal evaporation exhibit good adhe-
sion to the substrate due to the high-energy particles that are generated during
the process.

3) Versatility: Thermal evaporation can be used to deposit a wide range of materi-
als, including metals, semiconductors, and organic compounds.

4) Cost-effectiveness: The equipment required for thermal evaporation is relatively
simple and inexpensive, compared to other deposition techniques.

5) Control over film thickness: The thickness of the deposited film can be controlled
precisely by adjusting the deposition time and rate.

6) Uniformity: Thermal evaporation can produce highly uniform films over large
areas, making it suitable for industrial-scale production.

However, the thermal evaporation technique also suffers from limitations:

1) Limited deposition rate: The deposition rate for thermal evaporation is typically
lower than other deposition techniques, such as sputtering or chemical vapor
deposition (CVD).

2) Limited control over film composition: Thermal evaporation generally results in
a stoichiometric ratio of the deposited material, which may not be suitable for
certain applications that require precise control over the composition of
the film.

3) Limited control over film morphology: Thermal evaporation can result in films
with poor surface morphology, such as roughness, pinholes, or cracks, which
can affect the film’s performance.

4) Susceptibility to substrate contamination: Although thermal evaporation can be
carried out under high-vacuum conditions, there is still a risk of substrate con-
tamination from residual gases or impurities in the evaporation source
material.

5) Limited material choices: While thermal evaporation can be used to deposit a
wide range of materials, it may not be suitable for depositing some materials,
such as insulators, that are not compatible with the process conditions.

6) Limited film thickness: The thickness of the deposited film is limited by the
amount of material that can be evaporated from the source, which can be a
drawback for certain applications that require thicker films.
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Thermal evaporation deposition has variety of uses, including the following.

• Creating metal bonding layers in devices such as OLEDs, solar cells, and thin-
film transistors.

• Create a thin layer of indium on the back of the ceramic sputtering targets to
connect the metal backing plate.

• Deposition of metal thin film (often aluminum) on polymers for use in food
packaging and heat and sound insulation.

Metalized polymer films are polymer films that are coated with a thin layer of
metal (usually aluminum) using thermal evaporation deposition method. These
films have a shiny, metallic appearance like aluminum foil, but are lighter and
cheaper than aluminum foil. These films are mostly used for decorating purpose
and packaging food products.
Polypropylene and polyethylene terephthalate (PET) polymers are commonly

used for metallization. Metalized PET films are used in NASA spacesuit to reflect
heat to keep astronauts warm. PET in firefighter’s uniforms is also used to reflect
the heat radiated from the side of the fire. Other applications of these metalized
films, which are deposited by thermal evaporation coating, include emergency alu-
minum blankets, which are used to conserve the shock patients body heat. Meta-
lized PET films are also used in the construction of antistatic electricity and
antiheat and soundproof enclosures in aircraft.

3.2.1.2 Sputter Deposition

The word “sputtering” originates from the Latin “Sputare,” which means “to spit
out noisily.” Sputtering crudely resembles a spray fountain made up of tiny moist
particle flux. Peter J. Clarke presented the first sputtering device in 1970 when he
used electron and ion collisions to deposit an atom scale coating on a target sur-
face. Half a century later, thin film applications proved to be an inseparable part of
research and development and indispensable part of various industries. Sputter
deposition is a versatile technique that can be used to deposit a wide range of mate-
rials includingmetals, alloys, ceramics, and semiconductors onto different kinds of
rigid and flexible substrates like silicon, polymers, and naturally obtained biopo-
lymers. Sputter deposition is a PVD technique used to deposit thin films of various
materials onto substrates. This deposition technique uses plasma to bombard high-
energy ions on the source to eject atoms of the source material that travel to the
substrate to form a thin film of source material by bonding at the atomic level.
Thus, source material on bombardment by high-energy ions changes the state
of matter from solid to vapor, traverses in vacuum to reach the substrate
where the state returns back to solid in the form of thin film. The schematic
representation of the sputtering deposition process is illustrated in Figure 3.2a.
It is commonly used in the semiconductor industry to deposit thin films for
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microelectronics and photovoltaic applications. Sputtering is also used in the man-
ufacturing of magnetic storage media, optical coatings, and decorative films.
The process of sputter deposition initiates when the substrate that needs to be

coated with the desired material is placed in a vacuum chamber (~8 × 10−2 to
2 × 10−2 mbar) filled with inert gas atom, commonly argon. The substrate is biased
negatively relative to the source material with which the substrate needs to be
coated. Thus, the substrate serves as the cathode, while the source is used as
the anode in the sputtering process. The inert gas filled inside the sputtering cham-
ber is called the sputtering gas. For efficient momentum transfer, the atomic
weight of the sputtering gas should be close to the atomic weight of the source
material. Although argon is often used as the sputtering gas during gold deposi-
tion, neon is preferred for sputtering light elements, while for heavy elements
gases such as krypton or xenon are used. Reactive gases can also be used to sputter
compounds which can be formed on the surface of source material in-flight or on
the substrate depending on the process parameters. The availability of many
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parameters that control sputter deposition not only makes it a complex process,
but also allows experts a large degree of control over the growth and microstruc-
ture of the film.
When the source and the substrate are appropriately biased as cathode and

anode, respectively, the electrons of the source material tear away from the sur-
face, gains kinetic energy due to the high potential bias (~100 V–3 KV) and collides
with the outer shell electrons of the sputtering gas atoms and knocks them off from
the outer shell. Once the neutral gas atoms lose electrons from their outer shell,
they turn into positively charged ions. In a nut shell, the primary electrons from
the source material on collision with the sputtering gas atoms produces secondary
electrons which knocks off outer shell electrons from other sputtering gas atoms
thereby creating an avalanche of electrons which gives rise to copious supply of gas
ions. These ionized gas ions form the gaseous plasma and appear as glow discharge
in the sputtering chamber. The positively charged gas ions travel toward the source
material (cathode) with high kinetic energy (and momentum depending on the
mass of the sputtering gas atom) when the atomized source material get “sput-
tered” or detached from the parent source. The ionized gas ion collects an electron
after bombardment on the source material and transform into neutral gas atoms
before getting ionized again. Sputtered atoms ejected from the target source have a
wide energy distribution, typically up to tens of eV (100,000 K). The sputtered
atoms are ionized and can ballistically fly from the source target through the vac-
uum chamber and impact energetically on the substrates producing deposition of
atomized source material on the substrate.
The advantages of sputter deposition are as follows:

1) Precise control over film properties: Sputter deposition allows for precise control
over film thickness, composition, and microstructure. The process parameters
such as target material, gas pressure, target–substrate distance, and applied
voltage can be adjusted to achieve specific film properties such as optical or
electrical conductivity.

2) High uniformity: Sputter deposition results in a highly uniform film deposition,
which is important for ensuring consistent film properties across large areas or
complex shapes.

3) Versatility: Sputter deposition is a versatile technique that can be used to
deposit a wide range of materials, including metals, alloys, ceramics, and
semiconductors.

4) High deposition rates: Sputtering offers high deposition rates, which makes it a
faster process than other PVD techniques.

5) Low substrate temperatures: Sputtering can be carried out at low substrate tem-
peratures, which is important for depositing films onto temperature-sensitive
substrates.
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6) Compatibility with various substrate materials: Sputtering can be carried out on
a variety of substrate materials, including glass, metals, and semiconductors.

7) Minimal waste: Sputtering is a relatively clean process that generates minimal
waste, making it an environmentally friendly technique.

8) Good adhesion: Sputtered films typically exhibit good adhesion to substrates,
making them suitable for various applications, including microelectronics,
photovoltaics, and magnetic storage media.

However, sputtering does have some limitations as listed below:

1) Limited deposition rate for thick films: Sputter deposition is not suitable for
depositing thick films, as the target material can become depleted over time,
resulting in a decrease in deposition rate.

2) Limited scalability: Sputter deposition may not be suitable for large-scale pro-
duction of thin films, as the deposition rate can be slow for large areas.

3) Expensive equipment: Sputter deposition requires specialized equipment, such
as a vacuum chamber and power supply, which can be expensive to purchase
and maintain.

4) High-purity target materials: Sputter deposition requires high-purity target
materials to ensure film quality and consistency, which can be expensive.

5) Limited film uniformity in complex shapes: Sputter depositionmay result in non-
uniform film deposition in complex shapes, such as those with high aspect
ratios or sharp corners.

6) Limited substrate temperatures: While sputter deposition can be carried out at
low substrate temperatures, high-temperature sputtering may be necessary for
certain materials, which can limit the choice of substrates.

7) Sputtered particles can damage sensitive substrates: The high-energy sputtered
particles can damage sensitive substrates or devices, which may require addi-
tional processing steps to protect them.

Sputter deposition is a highly effective technique for depositing thin films with
precise control over film properties. Some of the variants of sputter deposition
include ion-beam deposition, reactive sputtering, and ion-assisted deposition.
Their versatility and efficiency make it an important tool in various industries,
from microelectronics to renewable energy.

3.2.1.3 Electron-Beam PVD

Electron-beam PVD (EBPVD) is a form of PVD technique of thin-film deposition
where an electron beam is used to vaporize a material for deposition onto a sub-
strate. In this process, a high-energy electron beam is bombarded onto a target
material, causing it to vaporize and form a gaseous plasma which is then directed
toward a substrate, where it condenses to form a thin film. The schematic
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representation of the process is illustrated in Figure 3.2b. EBPVD is expensive to
implement in part because of the low efficiency with which materials are evapo-
rated and the low deposition rate. EBPVD can be used to deposit a variety of mate-
rials on substrates. EBPVD is a powerful technique for depositing high-quality thin
films with excellent control over film composition and uniformity, making it use-
ful in a wide range of applications, including electronics, optics, and aerospace.
In an EBPVD system, the deposition chamber needs to be evacuated to a pres-

sure of ~7.5 × 10−5 Torr (10−2 Pa) to allow passage of electrons generated from
the electron gun either by thermionic emission, field electron emission, or the
anodic arc method to reach the evaporation material. However, advanced
EBPVD system, which has magnetron sputtering support, can operate at vacuum
levels as low as 5.0 × 10−3 Torr. The low pressure in the deposition chamber is
maintained to increase the mean free path of the electrons and reduce electron
collision in the chamber and allow passage of electrons from the electron gun to
the evaporation material without losing significant amount of energy during
flight. These high-energy swarm of electrons are directed toward the evaporating
(source) material using an array of strong electromagnets and are bombarded
onto the evaporating material ingot or rod. Upon striking the evaporation mate-
rial, the electrons lose their kinetic energy very rapidly. This kinetic energy of the
electrons is predominantly converted into thermal energy through electron–
matter interactions. Although some of the incident electron energy is lost
through the creation of X-rays and secondary electron emission, most of the elec-
trons kinetic energy is converted to thermal energy when the accelerating voltage
is held at 20–25 kV and the beam current is a few amperes. The thermal energy
that is produced heats up the evaporation material causing them to evaporate
into the gaseous phase. These atoms then precipitate on the substrate as thin film
where the atoms form closed packed structures using metallic bond where the
outermost electron shell of each of the metal atoms overlaps with a large number
of neighboring atoms.
A clear advantage of this process is it permits direct transfer of energy to source

during heating and very efficient in depositing pure evaporated material to sub-
strate. Also, deposition rate in this process can be as low as 1 nm/min to as high
as few μm/min. The material utilization efficiency is high relative to other meth-
ods and the process offers structural and morphological control of films. To add
to these, the benefits of the EBPVD are manifold as described below:

1) High-quality films: EBPVD produces films that are dense, uniform, and of high
quality. This is because the process allows for precise control over the deposi-
tion rate, which results in films that are free from defects and have excellent
adhesion to the substrate.
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2) Wide range of materials: EBPVD can be used to deposit a wide range of materi-
als, including metals, ceramics, and semiconductors. This makes it a versatile
process that can be used in many different applications.

3) High-purity films: EBPVD produces films that are of high purity and stress free,
making it an ideal process for applications that require high purity and uni-
formity, such as in the semiconductor industry.

4) Low contamination: EBPVD is a vacuum-based process, which means that
there is little or no contamination of the deposited films. This is because there
is no exposure to the atmosphere during the deposition process.

5) High flexibility: EBPVD is a highly flexible process that can be used to deposit
films onto a variety of substrates including bendable substrates, architectured
surfaces, and complex shapes.

Despite several disadvantages, the EBPVD suffers from various limitations such as:

1) EBPVD is a line-of-sight deposition process when performed at a low enough
pressure (roughly <10−4 Torr). Thus, metal deposition on fabrication tem-
plates of complex 3D geometries may not yield desirable results, even with
the translational and rotational motion of the substrate. The inner surfaces
of microfabricated structures may not be uniformly coated.

2) The filament degradation in the electron gun results in a nonuniform evapora-
tion rate and hence nonuniform thickness of the thin film on substrates.

EBPVD is a powerful technology for the fabrication of sensors due to its ability to
deposit high-quality thin films with precise control over film thickness, uniformity,
and composition, making it an ideal process for creating complex and highly sensi-
tive sensors for awide range of applications. EBPVDcan be used to deposit thin films
ofmetal oxides, such as zinc oxide or titaniumdioxide, which are sensitive to various
gases. These films can be patterned using photolithography to create a gas-sensitive
layer, which can be used to detect andmeasure gas concentrations. Again, this tech-
nique can be used to deposit thin films of various metals, such as gold or platinum,
which can be used as electrodes for biosensors. These films can be patterned using
photolithography to create an array of electrodes that can detect and measure bio-
logical molecules such as proteins, DNA, or cells. Moreover, EBPVD can be used to
deposit thin films of various metals or alloys, such as platinum or nickel–chromium,
which exhibit changes in resistancewith changes in temperature. These films can be
patterned using photolithography to create a temperature-sensitive layer, which can
be used to measure temperature changes. Furthermore, EBPVD can be used to
deposit thin films of piezoelectric materials, such as zinc oxide or aluminum nitride,
which exhibit changes in electrical propertieswith changes in strain. These films can
be patterned using photolithography to create a strain-sensitive layer, which can be
used to measure changes in strain.
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3.2.1.4 Laser Ablation

Laser ablation is a technique used to remove material from a solid surface by irra-
diating it with a laser. This process can also be used to deposit thin films of mate-
rials onto a substrate through the vaporization and subsequent condensation of the
material. In laser ablation, a high-powered laser is directed onto the surface of a
target material, causing it to vaporize and form a plume of atoms or molecules.
This plume then condenses onto a nearby substrate, forming a thin film. The proc-
ess can be carried out under vacuum or in a controlled gas environment.
Laser ablation has several advantages, including:

1) High precision: Laser ablation allows for precise control over the removal or
deposition of material, allowing for the creation of intricate patterns and
structures.

2) High-quality films: Films deposited using laser ablation tend to have high
purity, low defect density, and good adhesion to the substrate.

3) Versatility: Laser ablation can be used to deposit a wide range of materials,
including metals, semiconductors, and ceramics.

4) Low-heat input: Laser ablation typically involves low-heat input, which reduces
the risk of damage to the substrate and the deposited film.

5) Speed: Laser ablation can be a fast process, allowing for high throughput and
efficient production of thin films.

Some of the disadvantages of laser ablation include:

1) Limited thickness: The thickness of the deposited film is limited by the amount
of material that can be vaporized from the target, which can be a drawback for
certain applications that require thicker films.

2) Limited scalability: Laser ablation may not be suitable for large-scale produc-
tion due to the cost and complexity of the equipment.

3) Limited material choices: While laser ablation can be used to deposit a wide
range of materials, it may not be suitable for depositing some materials, such
as insulators, that are not compatible with the process conditions.

Laser ablation offers a precise and flexible approach to sensor fabrication, allow-
ing for the creation of complex patterns and structures with high reproducibility
and accuracy. Laser ablation can be used to pattern electrodes on a substrate, such
as a silicon wafer or a flexible polymer. The electrodes can be used to detect
changes in conductivity, capacitance, or impedance, which can be indicative of
various chemical or physical parameters. It can also be used to create microfluidic
channels on a substrate, which can be used to transport fluids containing analytes
to the sensing area. The channels can be designed to have specific dimensions and
shapes, which can influence the flow rate and mixing properties. Moreover, laser
ablation can be used to modify the surface of a substrate, creating a rough or
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porous texture that can increase the surface area and enhance the binding of mole-
cules. This can be useful for sensing applications that rely on the interaction
between the sensor surface and the analyte.

3.2.2 Electroplating

Electroplating also called the electrochemical process was invented in 1805 by
chemist and inventor Luigi Valentino Brugnatelli. This process is used to deposit
a layer of metal on another metallic object using an electrolytic cell. This is an elec-
trochemical deposition process where the metallic coat on a solid metallic sub-
strate is achieved through the reduction of cations of the former metal by
means of a direct electric current. The basic electroplating process requires two
electrodes – a cathode and an anode, an electrolyte or solution, and a direct current
electrical source. The metallic object desired to be coated serves as the cathode,
while the anode is usually a metallic stock block or inert conductive material with
which the target object is to be electroplated. The electrolyte is a solution of a salt of
the metal to be electroplated on the object. An external power supply is connected
between the metal object and the cathode to drive an electric current through the
solution. The versatility, efficiency, and cost-effectiveness of the electroplating
process make it a popular choice for a variety of applications in industries such
as electronics, automotive, and jewelry. It is also used to deposit copper and other
conductors in forming printed circuit boards, and copper interconnects in ICs.
Let us consider a metallic object Me which needs to be electroplated by metallic

copper Cu. To perform Cu coating on object Me, the object is immersed in an elec-
trolytic chamber filled with a solution containing dissolved salt of Cu, such as
aqueous solution of CuSO4, which dissociates into Cu2+ cations and SO2

−4 anions
in the solution. The negative and the positive terminals of the power supply are
connected to the object Me (cathode) and the metallic Cu electrode (anode),
respectively. Under potential bias, the dissociated Cu2+ cations in the electrolyte
migrate toward the cathode and subsequently reduced to metallic Cu at the cath-
ode by gaining two electrons. The metallic Cu atoms are deposited onto the metal
object, forming a thin layer of metal coating on it. On the other hand, at the metal-
lic Cu anode, the Cu atoms are oxidized by losing two electrons to turn into dis-
solved Cu2+ ions in the solution. Here the rate at which the anode is dissolved is
equal to the rate at which the cathode is plated and thus the ions in the electrolyte
bath are continuously replenished by the anode. The net result is the effective
transfer of metal from the anode to the cathode. If this electrochemical process
is attempted with lead or carbon anode which resists electrochemical oxidation,
oxygen, hydrogen peroxide, or some other byproducts may be produced at the
anode instead. In such a case, fresh CuSO4 solution must be periodically replen-
ished in the bath as Cu2+ ions are exhausted in the electrolyte solution.

3.2 Deposition 59



Electroplating has several advantages, including:

1) Versatility: Electroplating can be used to coat a wide range of metal objects with
various metals such as copper, nickel, gold, and silver.

2) Enhanced properties: Electroplating can improve the mechanical, electrical,
and corrosion resistance properties of the coated metal object.

3) High efficiency: Electroplating can be a highly efficient process, with a high
deposition rate and low material waste.

4) Cost-effective: Electroplating can be a cost-effective process, especially for
high-volume production.

5) Precise control: Electroplating allows for precise control over the thickness and
composition of the plated layer.

Some of the disadvantages of electroplating include:

1) Limited to conductive surfaces: Electroplating can only be used to coat metal
objects with conductive surfaces, and nonmetallic objects require pretreatment
to create a conductive surface.

2) Limited to simple shapes: Electroplating is not suitable for complex-shaped
objects or objects with intricate features.

3) Environmental concerns: Electroplating can involve the use of toxic chemicals,
and disposal of the waste generated during the process can be environmentally
challenging.

4) Limited to small objects: Electroplating is typically used for small objects, and it
may not be suitable for coating larger objects.

In sensor fabrication, electroplating is typically used to deposit a thin layer of
metal onto a substrate or template. The substrate or template can be made from
a variety of materials, including silicon, glass, ceramics, or polymers, depending
on the application requirements. The electroplated metal layer can be used as
the sensing element or as a conductive layer for attaching other components such
as electrodes or wires. The metal layer can also be patterned or etched to create
specific shapes or features that are important for the sensing function. Electroplat-
ing can also be used to create multilayered structures for more complex sensors.
For example, a multilayered sensor may consist of a substrate, an intermediate
layer, and a sensing layer. Each layer can be electroplated separately, allowing
for precise control over the composition, thickness, and properties of each layer.
One of the advantages of electroplating in sensor fabrication is the ability to create
uniform and repeatable structures. The process can also be scaled up for
high-volume production, making it suitable for mass production of sensors. How-
ever, electroplating for sensor fabrication also has some limitations. The process is
typically limited to planar surfaces, making it difficult to fabricate sensors with
complex 3D structures. Electroplating also requires precise control over the
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electroplating conditions, such as the current density, plating solution, and tem-
perature, to ensure the quality and reproducibility of the plated layer.

3.2.3 Thermal Oxidation

Thermal oxidation is the method by which a thin film of SiO2 is grown on top of a
silicon wafer. The basic thermal oxidation apparatus is shown in Figure 3.2c. The
apparatus comprises resistance-heated furnace, a cylindrical fused quartz tube
that contains the silicon wafers held vertically in slotted quartz boat, and a source
of either pure dry oxygen or pure water vapor. The loading end of the furnace tube
protrudes into a vertical flow hood, wherein a filtered flow of air is maintained.
The hood reduces dust in the air that surrounds the wafers andminimizes contam-
ination during wafer loading.
Thermal oxidation of silicon in oxygen or water vapor can be described by the

following two chemical reactions:

Si solid + O2 gas 900− 1200 C SiO2 solid 3 1

and

Si solid + O2 gas 900− 1200 C SiO2 solid + 2H2 gas 3 2

The silicon–silicon dioxide interface transverses the silicon during the oxidation
process. Using the densities and molecular weights of silicon and SiO2, it can be
shown that growing an oxide of thickness x consumes a layer of silicon that is 0.44x
thick. The basic structural unit of thermal SiO2 is a silicon atom surrounded tetra-
hedrally by four oxygen atoms, as shown in Figure 3.3a. The silicon–oxygen and
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Figure 3.3 Schematic representation of (a) the molecular structure of SiO2 unit cell,
(b) crystalline SiO2 in quartz, and (c) disordered array of amorphous SiO2 in glass.
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oxygen–oxygen interatomic distances are 1.6 and 2.27 Å, respectively. This SiO4

unit cell forms the basic building block of crystalline quartz (Figure 3.3b).
Thermally grown oxides are usually amorphous in nature (Figure 3.3c). One
advantage of high-pressure oxide growth is that oxides can be grown at signifi-
cantly lower temperatures and at acceptable growth rates. Thermally grown oxide
layer has excellent electrical and mechanical properties and is used for insulation
between conducting layers.

3.2.4 Chemical Vapor Deposition

Chemical gases or vapors react on the surface of solid, produce solid byproduct on
the surface in the form of thin film. Other byproducts are volatile and leave the
surface. There are three depositionmethods that are commonly used to form a thin
film on a substrate. These methods are all based on CVD and are as follows:
(i) atmospheric pressure CVD (APCVD), (ii) Low-pressure CVD (LPCVD), and
(iii) Plasma-enhanced CVD (PECVD) or plasma deposition.

3.2.4.1 Atmospheric Pressure Chemical Vapor Deposition

AnAPCVD reactor is shown in diagram Figure 3.4a. This reactor is used to deposit
silicon dioxide. The samples reach the reactor through a conveyor belt. Due to the
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Figure 3.4 Typical layout of (a) an APCVD reactor, (b) a LPCVD reactor, (c) a parallel-plate
PECVD reactor, and (d) hot-wall PECVD reactor.
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high-speed flow of nitrogen, gas curtains are formed which cover the reactant
gases flowing through the center of the reactor. The samples are heated by convec-
tion. The advantages of APCVD reactors are – (i) high throughput and (ii) Ability
to handle large diameter wafers. However, this process suffers from the disadvan-
tages of contamination of film and requirement of fast gas flow.

3.2.4.2 Low-Pressure Chemical Vapor Deposition

Figure 3.4b shows an LPCVD reactor that is used to deposit polysilicon, silicon
dioxide, and silicon nitride. The reactor consists of a quartz tube heated by a
three-zone furnace. The gas is introduced through one end of the furnace and
pumped out at the opposite end. The pressure inside the reaction chambers varies
from 30 to 250 Pa, with a temperature range between 300 and 900 C. Wafers are
kept in a quartz holder and are kept to stand in the vertical position, perpendicular
to the gas flow. Such a reactor can easily hold 150mm diameter wafers. Each run
processes 50–200 wafers, with thickness uniformities of the deposited films within
±5%. The type of LPCVD reactor shown in Figure 3.4b is a hot-wall LPCVD reac-
tor, in which the quartz tube wall is hot because it is adjacent to the furnace; this is
in contrast to a cold-wall LPCVD reactor, such as the horizontal epitaxial reactor
that uses radiofrequency (RF) heating. The advantages of LPCVD process are –
(i) Achievement of pure and highly uniform film and (ii) Ability to accommodate
large diameter wafers. This process suffers from the disadvantages of low deposi-
tion rate of film and frequent use of toxic corrosive or flammable gases.

3.2.4.3 Plasma-Enhanced Chemical Vapor Deposition

Figure 3.4c shows a plasma-enhanced CVD (PECVD) or plasma deposition reactor
which is a radial-flow, parallel-plate type. The reaction chamber is a cylinder, with
aluminum plates on the top and bottom. Samples lie on the grounded bottom elec-
trode. An RF voltage is supplied to the top electrode so as to create a glow discharge
between the two plates. This causes the gases to flow radially through the discharge.
These gases begin at the outer edge and take the direction toward the center.
However, if needed, the pattern of the flow can also be reversed. Resistance hea-

ters or high-intensity lamps heat the bottom, grounded electrode to a temperature
between 100 and 400 C. Due to its low temperature deposition, this reactor finds
its application in the plasma-enhanced deposition of silicon dioxide and silicon
nitride. However, the disadvantages of this reactor are – (i) Its limited capacity
is limited, especially for large diameter wafers, (ii) Requirement of individual
loading and unloading of wafer, and (iii) Contamination of wafer.
Figure 3.4d shows a PECVD or plasma deposition reactor of hot-wall type. This

reactor will help in solving most of the problems that occurred in radial-flow reac-
tor. The reaction takes place in a quartz tube heated by a furnace. The samples
should be held vertically, and that too parallel to the gas flow. The samples should
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be supported with the help of materials like long graphite or aluminum slabs, kept
in the electrode assembly. A discharge is produced in the space between the elec-
trodes. This discharge is produced by the alternating slabs that are connected to the
power supply. The advantages of hot-wall PECVD reactor are – (i) Its high holding
capacity and (ii) Low deposition temperature. However, this process still suffers
from problem of individual handling of wafer during its loading and unloading.

3.3 Exposure-Based Lithography Techniques

The word lithography derived from the word “Lithos,” which in Greek means
stone, was invented by Alois Senefelder in the Kingdom of Bavaria in 1796. In ear-
lier days, lithographyworked on limestone usingmutual repulsion of oil and water
to create images. However, in modern times, this technology in its microscale was
used to fabricate miniaturized devices with ICs and compact circuitry.
Microlithography is the process of imprinting a geometric micropattern from a

mask onto a thin layer of material called a resist, which is a radiation sensitive
material. The pattern-transfer process is accomplished by using a lithographic
exposure tool that emits radiation. The performance of the tool is determined
by three properties: (i) resolution, (ii) Registration, and (iii) Throughput. They
are described as:

1) Resolution: Resolution is defined in terms of the minimum feature size that can
be repeatedly exposed and developed in the photoresist layer.

2) Registration: Registration is a measure of how accurately patterns on successive
masks can be aligned with respect to previously defined patterns on wafer.

3) Throughput: Throughput is defined as number of wafers exposed per unit time.

Depending on the resolution, several types of radiation, including electromag-
netic (e.g. ultraviolet [UV] and X-rays) and particulates (e.g. electrons and ions),
may be employed in lithography. Based on the types of radiation used in lithogra-
phy technique, it can be classified as (i) UV lithography, (ii) electron-beam lithog-
raphy (EBL), (iii) X-ray lithography, and (iv) ion-beam lithography. Optical
lithography uses UV radiation (λ= ~0.2–0.4 μm). Optical exposure tools are capa-
ble of approximately 1 μm resolution, 0.5 μm registration, and a throughput of
50–100 wafers/h. Because of backscattering, EBL is limited to a 0.5-μm resolution
with 0.2-μm registration. Similarly, X-ray lithography typically has 0.5-μm resolu-
tion with 0.2-μm registration. However, the electron-beam, X-ray, and ion-beam
lithographies require more complicated masks that of the photolithography. Thus,
the optical lithography used for both bulk and surface micromachining techniques
are described in this chapter in detail.
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3.3.1 UV Lithography

Photo lithography requires (i) exposure tool, (ii) Masks containing design informa-
tion, and (iii) Photosensitive resist (positive and negative photoresists).

3.3.1.1 Exposure Tool

Optical lithography uses two methods for imprinting the desired pattern on the
photoresist. These two methods are shadow printing and projection printing. In
shadow printing, the mask and wafer are in direct contact during the optical expo-
sure (contact printing is shown in Figure 3.5a) or are separated by a very small gap
g that is on the order of 10–50 μm (proximity printing is shown in Figure 3.5b).
Theminimum line width (Lmin) that can be achieved by using shadow printing is

given by,

Lmin = λg 3 3

The intimate contact between the wafer and mask in contact printing offers the
possibility of very high resolution, usually better than 1 μm. However, contact
printing often results in mask damage caused by particles from the wafer surface
that gets attached to the mask. These particles may end up as opaque spots in
regions of the mask that are supposed to be transparent.
Projection printing is an alternative exposure method in which the mask dam-

age problem associated with shadow printing is minimized. Projection printing
exposure tools are used to project images of the mask patterns onto a resist-coated
wafer several centimeters away from the mask as shown in Figure 3.6. To increase
resolution in projection printing, only a small portion of the mask is exposed at a
time. A narrow arc-shaped image field, about 1 mm in width, serially transfers the

UV light source

UV light source

Lens

Lens

Mask

Mask

SubstrateSubstrate

PhotoresistPhotoresist

(a) (b)

Gap

Figure 3.5 Basic lithographic mask arrangements: (a) shadow printing and (b) proximity
printing (not to scale as chrome layer on glass mask is exaggerated).
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slit image of the mask onto the wafer. Typical resolutions achieved with projection
printing are on the order of 1 μm.

3.3.1.2 Mask

Generate 2D physical layout of device/circuit – consists of different layers. Layout
data are given as input to the mask making system (shown in Figure 3.7). Mask is
an optically flat glass/quartz substrate consists of transparent and opaque regions.
Based on the material used to fabricate the opaque region of the mask, it can be
classified as – (i) photo emulsion-coated mask plate and (ii) Chrome mask plate
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Figure 3.6 Basic lithographic arrangement for mask projection.
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Figure 3.7 Typical arrangement of a mask making machine.
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(higher resolution). Again, the mask is of two types depending on photoresist used
in the lithography process – (i) bright-field mask and (ii) Dark field mask.

3.3.1.3 Photoresist

Photoresist is an organic chemical consisting of resin, photoactive compound, and
solvent (to maintain proper viscosity). The characteristics of a good photoresist
are – good adhesion and resistance to dry and wet etch process. The photoresist is
of two types – (i) negative and (ii) positive photoresists.

A) Negative Photoresist

On exposure of negative photoresist to light, photoactive agent reacts with rub-
ber to form cross-links between rubber molecules, making the rubber less soluble
in an organic developer. This type of resist is composed of (i) resin: polyisoprene
rubber, (ii) Photoactive component: bis-aryl-diazides, and (iii) Solvent: aliphatic
and aryl hydrocarbons. For negative photoresist, the pattern is formed by masking
away the unpolymerized resist with solvent (hydrocarbon mixture).

B) Positive Photoresist

Positive photoresist does not rely on polymerization. The photoactive compo-
nent is dissolution inhibitor. When destroyed by exposure to light, the resin
becomes more soluble in aqueous developer solution. This type of resist is com-
posed of (i) Resin: phenol formaldehyde novolac, (ii) Photoactive component:
diazo-oxides, and (iii) Solvent: ethylene glycol monoethyl ether. For positive pho-
toresist, the pattern is formed by washing away the exposed resist in aqueous
developer solution. A comparative study on the characteristics of negative and pos-
itive photoresists is given in Table 3.1.
Figure 3.8 shows schematically the lithographic process that is used to fabricate

a microdevice. First, the oxide film deposited on the surface of the silicon wafer as
shown Figure 3.8a. In the following step, a positive photoresist is spin coated or
sprayed onto the oxide layer (Figure 3.8b). After that, the resist is exposed to

Table 3.1 A comparative study on the characteristics of negative and positive
photoresists.

Negative photoresist Positive photoresist

1. Limited ability to resolve fine line because
of (i) size of molecules and (ii) chain reaction

Higher resolution

2. Swelling of polymerized resist Does not swell

3. Aspect ratio is low Aspect ratio is high

4. Large throughput Lower throughput
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UV light (using exposure tool) through a pattern carrying mask (Figure 3.8c, d).
The positive resist is then rendered soluble in a developer when it is exposed to
radiation. Thus, to develop the positive photoresist, its exposed areas are washed
away by using a developer and pattern is formed in the resist as shown in
Figure 3.8e. After that, the etching of oxide layer (except the under-lining layer
of patterned photoresist) is performed (Figure 3.8f ). Finally, the dry plasma strip
of O2 is used to remove the remaining photoresist and the pattern of the mask is
transferred into the oxide layer (Figure 3.8g). This oxide layer serves as hard mask
for the silicon wafer.

3.3.2 Electron-Beam Lithography

EBL refers to a direct writing maskless lithographic process that uses a focused
beam of electrons to form nanoscale patterns by material modification, material
deposition (additive), or material removal (subtractive). The schematic diagram
of EBL is shown in Figure 3.9.
Similar to photolithography, substrates for EBL are coated with Na resist that

either cross-link when struck by electrons, rendering it less soluble in developer
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Figure 3.8 Fabrication process flow during photolithography. (a) Deposition of SiO2 on Si
by thermal oxidation; (b) spin coating of photoresists on the oxide layer and dried; (c) the
photoresists are covered by pattern carrying mask and (d) exposed to ultraviolet (UV) light;
(e) exposed parts of the photoresists are soluble in the developer creating a pattern of
photoresist on SiO2 layer; (f ) etching of the SiO2 layer; (g) the unexposed parts of the
photoresists are removed.
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solution (negative EBL), or alters the resist to becomemore soluble (positive EBL).
Again, the EBL utilizes an electron beam instead of a visible or UV light beam in
the lithography process. Just as UV, energetic electrons can change the chemical
characteristics or the solubility of the resist, enabling selective removal of either
the exposed or nonexposed regions of the resist. As opposed to conventional
UV photolithography, the resolution of EBL can reach precision levels down to
1 nm. Since the electron beam radiation is of a much shorter wavelength than that
used in direct-write photolithography, the spatial resolution of EBL is greater than
direct-write photolithography. For this reason, EBL is a very powerful technique
for creating patterns at the nanoscale, with feature sizes of 10–100 nm easily
fabricated by EBL.
The advantages of EBL are listed as:

• Mode of fabrication: maskless direct-write format.

• Focusing: much more tightly than light, which makes much finer patterns with
sub-10 nm resolution.
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Figure 3.9 Schematic representation of EBL set up.
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• Resolution: Higher resolution than light, limited by lateral scattering of (second-
ary) electrons from the beam-defined location.

• Proximity effect: Spilling over exposure of an adjacent region into the exposure of
the currently written feature, effectively enlarging image, and reducing its
contrast.

• Electron energy: Fast (higher energy) electrons provide higher resolution. Slow
(low energy) electrons especially in the range <0–5 eV compromise resolution as
they have significant range (as far as 100 nm), suffering very little loss on collid-
ing resist molecules. Low-energy electrons are weakly interacting because their
kinetic energy falls below the ionization potential.

EBL, however, has several limitations: first, although existing SEM systems can
be easily configured for EBL, they are expensive, so EBL is not a routine technique
that can be set up in a laboratory, and hence requires access to a dedicated instru-
ment that is typically located in a shared instrumentation facility. Second, EBL
requires high vacuum, which limits its utility for patterning biological molecules.
Third, EBL is slow and can only pattern relatively small areas, though larger areas
can be “stitched together” by moving the substrate using a motorized stage. The
high resolution, low throughput, and high cost make EBL useful largely as a
method for high-resolution fabrication of nanoscale patterns over a small area.
EBL scans a focused beam of electrons in a patterned fashion across a surface in

order to create very small structures, such as ICs or other nanostructures. There
are two basic ways to scan an electron beam – raster scanning and vector scanning.
In raster scanning, the image is partitioned in pixels that are printed in a left-to-
right/top-to-bottom sequence. The beam sweeps the substrate horizontally left to
right at a steady rate, turning on when surface exposure is needed and turning off
when exposure is not required. After one line is finished, the beam blanks and then
moves back to the left where it starts sweeping the next line. In raster scanning, the
beam scans the whole surface even in those areas where no features are present. In
vector scanning, the image is partitioned in features (vectors). The electron beam is
directed only to the specific positions where features are present, and hops from
feature to feature. In vector scanning, time is saved because the beam is able to
move in any direction and does not scan the whole surface. In EBL, the minimum
obtainable feature dimension is not limited by diffraction because the quantum
mechanical wavelength of high-energy electrons is exceedingly small. The resolu-
tion of EBL is related to the spot size of the focused beam, but it is also affected by
forward scattering of the electron beam inside the resist and by backscattering
from the substrate and the resist itself. A major commercial application of EBL
systems is photomask production. These masks are made on a quartz substrate,
which provides ideal transmission characteristics in the ultraviolet region, a wave-
length range normally used in photolithography. Masks are made by depositing a
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chrome layer on the quartz glass plate. An electron beam-sensitive resist layer
coated on the top will subsequently be exposed and developed to generate the
required pattern.

3.3.3 X-Ray Lithography

X-ray lithography (XRL) is a process used in electronic industry to selectively
remove parts of a thin film. It uses X-rays to transfer a geometric pattern from
a mask to a light-sensitive material, chemical photoresists, or simply “resist,”
on the substrate. A series of chemical treatments then engraves the produced pat-
tern into the material underneath the photoresist. XRL uses X-rays, characterized
by a wavelength of 0.4–4 nm, usually generated by a synchrotron source, to expose
a resist-coated sample through a proximity shadow mask. The advantage of using
X-rays in this regime of wavelength is to achieve enhanced resolution and a large
depth of focus. However, these advantage features of X-rays in XRL come with a
cost largely based on its absorption coefficient. In general, the absorption coeffi-
cient is proportional to ρZ4λ3 over a wide range of wavelengths, where ρ is the den-
sity, Z is the atomic number, and λ is the wavelength. Abrupt decrease in the
absorption coefficient is attributed to the energy required to ionize inner shell elec-
trons of a given material. The difference in transparencies of materials is not very
distinct in the regime over which X-ray lithography is practiced. Thus, it is not pos-
sible to generate an X-ray mask structure analogous to the familiar optical mask
structure: a thin absorbing layer deposited on a thick, rigid, glass plate that is very
transmissive. Hence, the membrane material must be relatively thin, with the
absorber thickness selected to provide an acceptable mask contrast. Mask contrast
can be defined as the ratio of the X-ray intensity through the membrane relative to
that through themembrane and absorber. Themost challenging point is mask fab-
rication due to their unit magnification and the necessity of constructing the mask
from materials that are adequately X-ray absorbing. In extreme ultraviolet (EUV)
light, sources with λ= 13.5 nm are used. The main problem of this technique is the
throughput. The throughput of EUV can be improved by increasing the light
source power and the resist sensitivity. Despite the high-resolution capabilities,
this technique failed to provide an economically attractive lithographic process
owing to the high tool costs.

3.3.4 Ion-Beam Lithography

Ion-beam lithography (IBL) or focused IBL (FIBL) refers to a direct writing process
that uses a narrow scanning ion-beam source (e.g. 20 nm in diameter) typically of
gallium ions. IBL is employed for several nanofabrication processes involving
milling, etching, ion implantation, and resist exposure. Since ions have much hea-
vier mass than electrons by 3–5 orders of magnitude, they have much less back
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scattering, which results in less proximity effects. Second, because of the heavier
particles and more momentum, they suffer less forward scattering; hence, it
affords higher resolution patterning than UV, X-ray, or EBL. The large mass
and momentum give the ion beam a smaller wavelength than even an electron
beam and therefore almost no diffraction. As compared with EBL, IBL requires
only about 1–10% of the particle dose to expose a resist. The resist can be an ordi-
nary PMMA resist that absorbs most of the ions during exposure. Therefore, radi-
ation damage to sensitive underlying structures is minimized and small as
compared with that of EBL.
FIBL can be used in direct writing format, or it can be used with a mask. In

masked IBL, the beam passes through ion-transparent membrane, patterned with
absorber material, positioned close to the resist-coated substrate. The most com-
mon resists used in this application is PMMA. The advantages and disadvantages
of IBL processing can be summarized as follows:

• High exposure sensitivity.

• Two or more orders of magnitude higher resolution than that of EBL.

• Negligible ion scattering in the resist and low backscattering from the substrate.

• Penetration of the particle beam is small, compared to electron beam, reducing
blurring resulting from beam scattering (reduce proximity effect, increase local-
ization, precision).

• Can be used as physical sputtering etch, milling, and chemical-assisted etch (see
Chapter 4 for use in preparation of plasmonic nano tweezer tips).

• Can also be used as direct deposition or chemical-assisted deposition, or doping.

However, FIBL suffers from lower throughput and extensive substrate damage.
Ion-beam techniques such as ion projection can be used to structure materials

on micrometer and nanometer scales. It can complement current optical or EBL
techniques for micro- or nanodevice fabrication. Besides IBL, also direct ion-beam
structuring methods that do not rely on resist materials for the pattern transfer
have been investigated. Local sputtering, magnetic nanopatterning, and induce-
ment of selective electroplating are examples for such resistless ion-beam pattern-
ing techniques. A new type of instrument based on a parallel multibeam concept
will allow combining high resolution with high throughput.

3.4 Soft Lithography Techniques

Soft lithography technique is a family of methods used for fabricating and
patterning microstructures in submicron scale by replicating the same micro-
structural features using an elastomeric stamp, molds, microfluidic channels, and
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conformable photomask. The family of techniques are termed “soft” as they are
performed using soft elastomeric materials like the polydimethylsiloxane (PDMS).
The advantages of soft lithographic techniques are as follows:

1) Cost-effective alternative to photolithography which used costly exposure
tools and instruments.

2) The use of patterned elastomer as mask, stamp, or mold enhances large area
batch fabrication and cuts down processing time.

3) Basis in self-assembly tends to minimize certain types of defects.
4) Many soft lithographic processes are additive and minimize waste of

materials.
5) Isotropic mechanical deformation of PDMS mold or stamp provides routes to

complex patterns.
6) Optical transparency of the mask allows through-mask registration and

processing.
7) Embrace chemical concepts of self-assembly, templating, and crystal engi-

neering, with soft lithographic techniques of microcontact printing and
micromolding.

8) Shape materials over different length scales from 1 to 500 mm.
9) Pattern 2D and 3D structures on planar and curved surfaces.

10) Different material can be processed simultaneously and provides more
pattern-transferring methods, thus offering versatility in device fabrication
process.

11) Does not need a photoreactive surface to create a nanostructure.
12) Higher resolution than conventional photolithography, no diffraction limit,

and features as small as 30 nm have been fabricated.
13) Good control over surface chemistry, very useful for interfacial engineering.
14) Best suited for biological patterning, bendable electronics, and microfluidics.

However, soft lithographic techniques suffer from a few disadvantages such as:

1) Patterns in the stamp or mold may distort due to the deformation (pairing, sag-
ging, swelling, and shrinking) of the elastomer used.

2) Difficulty in achieving accurate registration with elastomers.
3) Compatibility with current integrated circuit processes and materials must be

demonstrated.
4) Defect levels higher than photolithography.

The different techniques included in the family of soft lithography include
(i) particle replication in nonwetting templates (PRINT), (ii) microcontact print-
ing, (iii) microfluidic patterning, (iv) laminar flow patterning (LFP), (v) step
and flash lithography, and (vi) hydrogel template patterning, and are discussed
as follows.
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3.4.1 Particle Replication in Nonwetting Templates

PRINT is a continuous, roll-to-roll, high-resolution molding technology which
allows the design and synthesis of precisely defined micro- and nanoparticles
[1]. This technology blends the lithographic-based fabrication technique with
the roll-to-roll processes to obtain control over particle size, shape, chemical com-
position, and surface properties. The PRINT process initiates with the fabrication
of Si master template used for the preparation of the elastomeric molds. For this,
the Si wafers are patterned with desired features using standard photolithographic
techniques and forms the master templates in the PRINT process. The liquid pre-
cursor of the elastomer when poured over the Si master template completely wets
the Si wafer with micro- and nanosized patterns because of its positive spreading
coefficient on almost all surfaces and can be cured to generate an elastomeric
PRINT mold with complementary micro/nanofeatures derived from the patterns
on the Si master template. A liquid-based patternable material is filled into the cav-
ities (complementary micro/nanofeatures) without wetting the noncavity area
using a roll-to-roll process. The roll-to-roll process uses the film-split technique
against a high-surface-energy PET counter sheet which passed through a roller

Fabrication of Si master

template

(a) (b) (c)

(d) (e) (f)

Complementary micro/nano

cavities of the elastomeric mold

Filling of complementary
micro/nanofeatured cavities using
a roll-to-roll process

Particles are released in water

by dissolving the adhesive layer
Particles array is transferred from
the elastomeric cavities onto an
adhesive layer

The liquid material in the
cavities are solidified

Figure 3.10 Schematic representation of PRINT technique. (a) Fabrication of Si master
template. (b) Preparation of complementary micro/nano cavities of elastomeric mold using
the Si master template. (c) Filling of complementary micro/nano cavities with liquid
material using a roll-to-roll process. (d) Solidification of liquid material in the micro/nano
cavities. (e) Solidified array of micro/nano particles is transferred from the elastomeric
cavities onto an adhesive layer. (f ) Particles are dissolved in water by dissolving the
adhesive layer. Source: Adapted from Xu et al. [1] and Jeong et al. [2].

74 3 Fabrication Technologies



and applies pressure to the mold, thereby spreading the liquid over the microcav-
ities. The liquid in the mold cavities is solidified using one of the following ways:
(i) photocuring, (ii) vitrification by filling at an elevated temperature and cooling
down, and (iii) solvent evaporation. When the liquid in the mold cavities is soli-
dified, the array of particles can be transferred from the elastomeric cavities by
bringing the mold in contact with an adhesive layer (yellow) which can collect
the particles from the low-surface-energy mold. The transferred array of particles
can be released in water by dissolving the adhesive layer. The schematic fabrica-
tion process flow is shown in Figure 3.10a–f.
The stochiometric composition and size of particles fabricated using PRINT

technology can be modified under desired demand. The particles prepared using
PRINT includes: (i) hydrogels such as cross-linked poly(ethylene glycol)s (PEG)
and poly(silyl ether)s [3, 4]; (ii) thermoplastic polymers such as poly(lactic acid)
(PLLA) and poly(lactic-co-glycolic acid) (PLGA) [3, 5]; (iii) biologics such as insu-
lin and albumin; and (iv) pure small-molecule compounds including sugars and
small molecular drugs [6]. Multiphasic and region specifically functionalized par-
ticles can also be fabricated using PRINT. Zhang et al. [7] developed a strategy to
prepare end-labeled particles, biphasic Janus particles, and multiphasic shape-
specific particles by integrating two compositionally different chemistries into a
single particle. The surface properties of the PRINT particles can be easily modi-
fied, and the porosity, texture, and modulus of the particles can be altered through
careful design of matrix formulation.

3.4.2 Microcontact Printing

Microcontact printing is a process of transferring materials from a prepatterned
elastomeric stamp or mold with micro/nanofeatures onto a receptor substrate
by contacting the elastomeric stamp with the substrate as shown in Figure 3.11.
Microcontact printing is a particular type of soft lithography and replica molding
procedure which consist of two parts: stamp inking and printing. The patternable
ink material ink solution is typically composed of proteins, protein mixtures, or
small molecules. The stamp is a complementary elastomeric mold and produced
using soft lithography approaches by pouring and subsequently curing liquid elas-
tomeric resin on Si master template. Generally, the PDMS stamp is replica molded
by casting a solution of PDMS prepolymer onto a photolithographically fabricated
patterned Si master template. This stamp is immersed into a solution of the ink
material by which the ink adheres to the embossed regions of the stamp. Alterna-
tively, the ink can also be collected using the stamp from a donor substrate on
which the ink is predeposited. The inked pattern on the stamp is transferred on
the receptor substrate at the interface of stamp and the donor substrate through
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Figure 3.11 Fabrication process flow for the preparation of (a) Si master template and (b, c)
elastomeric stamp followed by microcontact printing process (d–g).
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conformal contact between the two. This microcontact printing process yields a
pattern of inked material on the surface of the receptor substrate, allowing the
pattern and deposition of geometrically defined and spatially addressable materi-
als onto flat surfaces. Microcontact printing has been used to create microscale
patterns of adhesive biomolecules, like collagen and fibronectin, in cell-repellent
substrates [8]. This results in cellular arrays in which cell growth is restricted to the
islands of adhesive materials [9]). Thus, in vitro culture of geometrically organized
cell communities is possible using such patterning techniques. Alkanethiols are
often microprinted onto a gold surface to prepare cell micropatterns [10]. Here
the microprinted substrates are backfilled with PEG-thiol followed by immersion
in a fibronectin solution. This process yields selective adsorption of fibronectin
onto alkanethiol-stamped regions, which allows the selective attachment of cells
onto the stamped regions.

3.4.3 Microfluidic Patterning

The microfluidic patterning is a process closely related to microcontact printing of
particles, organic molecules, and biological cells [11] on a target substrate. How-
ever, the striking difference in microcontact printing and microfluidic printing is
that in the former, the embossed regions elastomeric stamp forms the relief of the
Si master template, while the same regions are attached to the target substrate in
the latter and the gap forms the microchannels. When the materials solution/bio-
logical cells are injected through the microchannels the target regions on the sub-
strate are exposed to the flow, resulting in patterning of thematerial. Although this
method is less frequently used than microcontact printing, it is more useful to
micropatternmultiple components on a surface because singlemicrocontact print-
ing divides the surface into only two regions unless a multilevel stamp is used. The
schematic representation of the microfluidic patterning process is shown in
Figure 3.12. Microfluidic patterning assists a directed delivery of cells onto a sur-
face, in addition to selective deposition of materials [12].
The major advantages of the microfluidic patterning are minimal wastage of

materials since the material is directly fed into the microchannels for patterning,
multiple materials can be patterned on the target substrate using a single elasto-
meric stamp, reusability of the elastomeric stamp, and low cost and flexibility of
the stamp to serve as a versatile, cost-effective, high-throughput patterning tech-
nique. However, the potential drawback of this scheme lies in its mechanical
instabilities imposed by the soft stamp – such as lateral collapse or pairing of nar-
rowly spaced features, or sagging of the region between two features widely apart.
This restricts the pattern geometries that can be produced; blurring of the pattern
caused by diffusion of the solution ofmolecules stamped; the risk of contamination
of the surface to be patterned by transference of molecules or fragments from the
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Figure 3.12 Fabrication process flow for the preparation of prerequisites – (a) Si master
template and (b, c) elastomeric stamp followed by microfluidic process (d–f ).
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stamp material with consequences for the wetting; and adhesion properties of the
patterned substrate, multiple printing, and difficulty of achieving precise align-
ment of the stamp with previous printing steps and the resulting pattern inhomo-
geneity along large surfaces. Microfluidic patterning was successfully used in the
patterning of cells [13], proteins [14], DNA arrays [15], organoids [16], or gold
nanoparticles [17] on substrates such as glass slides, polymers [15], hydrogels
[18], silicon nitride [19], and SiO2.

3.4.4 Laminar Flow Patterning

LFP is a unique case of microfluidic patterning first developed by Takayama et al.
[20], where the flow configuration must be highly controlled. LFP technique is
used to pattern surfaces with particles and biomaterials including cells and also
position them so as to develop a gradient along its path. The LFP utilizes laminar
flow principle in liquid which is achieved when it flows through microfluidic
channels where the ratio of inertial to viscous forces of the flow configuration
is low, thereby limiting the effect of turbulence. Such flow configuration through
capillaries is termed as the low Reynold number (Re) flow [21, 22] and is the pri-
mary prerequisite of achieving laminar flow-based patterning. Re is a dimension-
less parameter relating the ratio of inertial to viscous forces in a specific fluid flow
configuration, and is a measure of the tendency of the liquid to develop turbulence
[23]. Laminar flow allows two or more streams of fluid to flow side by side in a
channel without convective mixing. Diffusion of the constituent molecules of
fluids present in respective channels cannot be ruled away across the boundaries
when the fluid flows side by side in the main channel [24]. However, in such cases,
the diffusion of particulate matter, for example cells across the boundaries, is very
slow and can be easily addressed during fabrication [25]. This ability to generate
and sustain laminar streams of different solutions in capillaries provides a unique
opportunity to pattern cells not only by positioning them along the stream, but also
chemically modifying the surface on which the cells are attached, allowing other
particulates to flow alongside in its vicinity and the composition of the fluid
medium surrounding the patterning cells [20]. LFP is blessed with the unique
ability that allows patterning of the culture medium itself in a highly controlled
fashion [26].
The steps for LFP initiate with the fabrication of elastomeric template for real-

ization of network of microfluidic capillaries with multiple inlets that converge
into a single main channel. This elastomeric template prepared by casting pre-
cured liquid elastomer (PDMS) on suitable complementary Si master mold and
subsequently processed for polymerization. The as-prepared elastomeric template
with the network of microcapillary channels is attached to the flat surface of the
substrate with the relief side in contact with the substrate. The network of relief
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patterns forms continuous microfluidic channel. By allowing different patterning
fluid components to flow from different inlets of microfluidic channels, patterns of
parallel stripes of desired materials are created alongside each other in the main
channel where the different fluids under laminar flow converges. The process is
schematically represented in Figure 3.13. LFP has some features that make it com-
plementary to other patterning techniques used for biological applications. It takes
advantage of the easily generated, multiphase laminar flows to pattern fluids and
to deliver components for patterning. This mild delivery method allows the use of
cells themselves as the patterning component. LFP is experimentally simple.
Multiple-component patterns can be made in a short sequence of steps, without
the need for multiple stages of pattern transfer with registration required by other
methods. The method is applicable to the patterning of metals, organic polymers,
inorganic crystals, and ceramics on the inner walls of preformed capillaries, using
both additive and subtractive processes.

3.4.5 Step and Flash Imprint Lithography

Step and flash imprint lithography (SFIL) was developed at The University of
Texas at Austin in the late 1990s and since then it has grown over the years
[27]. SFIL is a nanomolding process where the pattern created on the target sub-
strate is defined by the topography of the template mold with resolution in the
sub-50 nm regime [28–30]. Here a transparent material such as quartz which
allows the passage of UV rays during exposure is used as a mold for the process.

Elastomer mold
Target substrate

Cross-sectional view at

the main microchannel
Cross-sectional view at

inlet microchannels 1, 2

Laminar flow

Side by side patterned

material/cells

After elastomeric mold is released Main

microchannel

Inlet microchannel 1

Inlet microchannel 2

Before the release of elastomeric mold

Figure 3.13 Schematic diagram representing the laminar flow patterning.
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The advantage of this process over conventional photolithography technique lies
in its simplicity and cost-effectiveness as it does not require expensive projection
optics or advanced illumination sources and the quartz template can be used
multiple times. SFIL is most suitable in the fabrication processes which require
several lithography steps and suffers from registration issues. These problems are
minimized in SFIL through the use of transparent fused quartz/silica template,
facilitating the viewing of alignment marks on the template and wafer simulta-
neously. Moreover, the imprint process is performed at low pressure and room
temperature, minimizing magnification and distortion errors. SFIL process is
found to be robust with an inherent self-cleaning mechanism for removing par-
ticle contamination which is in contrast with other contact printing methods
where fabrication related defects are quite common [31]. In addition, surface
treatment during template fabrication has improved the lifetime of the template
and helps to reduce the process-generated defects during fabrication. SFIL shows
promise as a low-cost manufacturing tool for a wide variety of semiconductor,
microelectromechanical, optoelectronic, microfluidic, and patterning hard disk
substrates [32].

Step and Flash Imprint Lithography
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Mold is released
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the transfer layer
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Transfer layer
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Figure 3.14 Fabrication process flow of the step and flash imprint lithography (SFIL).
(a) Transparent quartzmold/template is brought in contact with the low viscousmonomer to
be patterned; (b) monomer liquid spread across the surface and fill the relief structures of
the template when the transparent template conforms over sacrificial layer; (c) monomer
liquid is photopolymerized/cured by UV light; (d) transparent template is separated from
the substrate leaving a complementary solid replica of the template on the substrate
surface; (e) etching of the residual layer of the monomer; (f-i) transfer layer is etched away
leaving behind the target features over a layer of sacrificial layer; (f-ii) dissolving the transfer
layer thereby releasing the separated array of relief patterns.
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In the SFIL process, a low-viscosity UV-curable monomer (known as the etch
barrier) is dispensed onto a removable sacrificial substrate deposited over carrier
surface [33]. The transparent quartz mold/template is brought in contact with the
low viscous monomer to be patterned. The low viscosity of the monomer liquid
allows it to spread across the surface and fill the relief structures of the template
when the later conforms over sacrificial layer. The monomer liquid trapped inside
the transparent template is photopolymerized/cured by UV light before the
transparent template is separated from the substrate leaving a complementary
solid replica of the template on the substrate surface. Postprocessing consists of
a breakthrough etch of the residual layer of the monomer where the target features
created using through the relief are separated on the substrate but not yet released.
The desired pattern is obtained either through (i) transfer etch where the sacrificial
layer that is exposed after breakthrough etching is selectively etched away leaving
behind the target features over a layer of sacrificial layer or (ii) dissolving the sac-
rificial layer thereby releasing the separated array of relief patterns. The SFIL proc-
ess is schematically depicted in Figure 3.14. This process has the potential to
become a high-throughput means of producing high aspect ratio and high-
resolution patterns without projection optics.

3.4.6 Hydrogel Template

The hydrogel template approach for the preparation of nanoparticles, nanowires,
microcapsules, and fibers was developed to make morphology-oriented chemical
synthesis simpler, cost-effective, and faster than the other solution based wet
chemical and laser ablation methods. This hydrogel template-based chemical syn-
thesis technique utilizes unique properties of physical gels which undergo sol-gel
phase transition upon changes in environmental conditions like temperature and
exposure to UV rays. Alginate, gelatin, agarose, gelatin methacrylate (GelMA),
poly(ethylene glycol) diacrylate (PEGDA), poly(N-vinylimidazole), and PVA
[34] are widely used hydrogel frequently used for the preparation of nanoparticles,
nanowires, bioscaffolds, and microfibers. The hydrogel-templated nanoparticles
are widely used in drug delivery application. The nanoparticle-based drugs pre-
pared through conventional emulsion methods suffer from heterogeneous size
distribution with suboptimal drug loading and release properties. The use of
hydrogel-templated nanoparticles ensures the preparation of monodispersed uni-
formly sized nanoparticles, where solid template-based methods seldom work.
This hydrogel template method is capable of preparing nanoparticles with resolu-
tion of 50–200 nm and offer flexibility in controlling the size in drug delivery for-
mulations [35]. In a nut shell, the hydrogel template approach provides a new
strategy of preparing nano/microstructures of predefined size and shape with
homogeneous size distribution most suitable for drug delivery applications.
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In this process, the nanoparticle precursor is loaded in the prepolymer solution
to form the hydrogel. The precursor can be reduced by UV rays or using suitable
reducing agents mixed in the prepolymer. The hydrogel traps the nanoparticles
produced by UV reduction or by chemical reduction to form nucleus of the seed
nanoparticles. The prepolymer of the hydrogel is subsequently dissolved in water
to release the nanoparticles. Wunnemann et al. [36] used microstructured hydro-
gel to develop a new template-guided method to obtain conductive Au-nanowire
arrays on a large scale. To generate the hydrogel template, wrinkled PDMS was
used as a master mold to form complementary microstructured template of hydro-
gel by imprint lithography method. Here polymer-based hydrogel was prepared by
PDMS stamp for the fabrication of parallel Au-nanowire array. The polymer
hydrogel was preloaded with reducing agent N-vinylimidazole which reduces
the Au precursor tetrachloroaurate(III) in the grooves of the hydrogel. The aque-
ous solution of the Au precursor when coordinated in the groove of the hydrogel
and reduced yields parallel array of Au nanowires. It was found that the lateral
wire to wire distance was shortened as compared to that of the PDMS wrinkles.
This method can be regarded as a facile nonlithographic top-down approach from
micrometer-sized structures to nanometer-sized features. Tamayol et al. [37] used
the alginate hydrogel template to develop polymeric network of fibers and 3D
structures. This was achieved by syringe-based wet spinning a mixture of Na-
alginate and polymeric solution in a CaCl2 coagulation bath where rapid and
reversible ionic gelation of sacrificial Na alginate template takes place when it sub-
sequently cross-links with CaCl2. Here the Na-alginate was cross-linked rapidly by
exchange of Na+ with Ca2+, which resulted in the formation of hydrogel networks.
The polymer fibers trapped in the hydrogel was released by dissolving the alginate
template polymer fibers in ethylenediaminetetraacetic acid (EDTA) solution.
However, mechanical strength of the fibers formed through hydrogel template
method contributes toward the success of the method. Chen et al. [38] reported
a simple way to fabricate custom-shaped microcapsules using hydrogel templates.
Nanoparticle containing microcapsules were prepared by coating hydrogel parti-
cles with single layer of poly-L-lysine followed by one-step core degradation and
capsule cross-linking procedure.

3.5 Etching

Etching is used extensively in material processing for delineating patterns, remov-
ing surface damage and contamination, and fabricating 3D structures. Etching is a
chemical process wherein material is removed by a chemical reaction between the
etchants and the material to be etched.
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Etching processes are characterized by three parameters: (i) etch rate, (ii) etch
selectivity, and (iii) etch uniformity.

I) Etch rate: The etch rate is defined as the material thickness etched per
unit time.

II) Etch selectivity: Etch selectivity is a measure of how effective the etch process
is in removing the material to be etched without affecting other materials or
films present in the wafer. Quantitatively, etch selectivity can be expressed as
the ratio between the etch rate of the material to be etched and etch-mask
materials on the wafer.

III) Etch directionality: Based on the etching directionality, the etching process
can be classified in two categories – (i) isotropic and (ii) anisotropic etching
process. Process flow of isotropic and anisotropic etching is shown in
Figure 3.15.

1) Isotropic etching: Isotropic etching proceeds in all directions at the same
rate. Two-dimensional view of a structure consisting of semiconductor
substrate and insulating layer with a photoresist mask is shown
Figure 3.15a. Figure 3.15b, exhibits 2D view of the side wall profile of insu-
lating film obtained by its isotropic etching.

Photoresist

(a)

(b) (c)

Photoresist PhotoresistUndercut Photoresist Photoresist

Insulating layer

Etchant

<aʹ,bʹ,cʹ >
<a,b,c>

Etchant

Anisotropic
etching

Isotropic

etching

Insulating layer

Substrate

Substrate Substrate

Photoresist

Figure 3.15 Process flow of isotropic and anisotropic etching. (a) Sample with protective
mask on insulating layer before etching. (b) Isotropic etching process where the etchant
dissolves the exposed region of the insulation (etching) layer equally in all directions
creating an undercut. (c) Anisotropic etching process where the etchant dissolves the
insulating layer at different rates in different crystallographic directions. The etching rate is
higher along <a ,b ,c > than along <a,b,c>.
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2) Anisotropic etching: Anisotropic etching is preferential in one direction.
Figure 3.15c, exhibits 2D view of the side wall profile of insulating film
obtained by its anisotropic etching.

The etching process is of two types – (i) wet and (ii) dry etching.

3.5.1 Wet Etching

Wet etching is a method of fabricating devices or structures by selectively remov-
ing materials using a liquid chemical solution. It is commonly used in the semi-
conductor industry and other fields of microfabrication to create patterns,
remove unwanted layers, or shape the surface of a material. It is important to note
that wet etching is a subtractive process, where the material is removed, rather
than adding or depositing it. The selectivity and control of the etching process
are crucial to achieving the desired patterns or structures with high precision.
However, wet etching has certain limitations, including limited resolution and iso-
tropic etch profiles (where the etch rate is the same in all directions). However, it
remains a valuable technique formany applications, especially in cases where high
throughput, simplicity, or cost-effectiveness is desired.
The wet etching process typically involves the following steps:

1) Substrate preparation: The material to be etched, usually a silicon wafer or a
thin film on a substrate, is thoroughly cleaned to remove any contaminants
or particles that could interfere with the etching process.

2) Masking: A masking layer is deposited or patterned on the surface of the mate-
rial to protect certain areas from the etchant. The mask is typically made of a
resistant material such as photoresist or metal.

3) Etchant selection: An appropriate etchant solution is chosen based on the mate-
rial being etched and the desired selectivity. The etchant selectively attacks the
material to be removed while minimally affecting the masking material or
other surrounding materials.

4) Etching: The substrate is immersed in the etchant solution, and the etching
process is allowed to proceed for a specific duration. During this time, the etch-
ant chemically reacts with the exposed regions of the material, dissolving or
breaking down the material, and removing it from the surface.

5) Rinse and clean: After the etching process is complete, the substrate is rinsed
thoroughly with deionized water or a rinsing solution to remove any residual
etchant and reaction byproducts.

6) Mask removal: If a temporary masking layer (e.g. photoresist) was used, it is
typically removed using an appropriate solvent or stripping process. This step
exposes the underlying material and completes the wet etching process.
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Different etchants and process parameters are employed for the removal of var-
ious material. For example, hydrofluoric acid (HF) is commonly used for etching
silicon dioxide (SiO2), while a mixture of sulfuric acid (H2SO4) and hydrogen per-
oxide (H2O2) may be used for etching metals like aluminum (Al). The etching
process of Si, SiO2, and Al are briefly described next:

1) Semiconductor (Silicon [Si])

The most widely used isotropic etchant for silicon is a mixture of nitric acid
(HNO3) and hydrofluoric acid (HF), commonly referred to as the “piranha solu-
tion.” The etching rate and selectivity of silicon can be influenced by various fac-
tors, including the etchant composition, temperature, concentration, and etching
time. The process parameters need to be carefully controlled to achieve the desired
etch depth and pattern resolution. Wet etching of silicon can be used to create var-
ious structures, such as trenches, wells, or other features on the silicon wafer.
The substrate is suitably cleaned to remove the contaminants and then masked

with photoresists on the Si wafer at appropriate sites where etching is not desired.
The etching process initiates with the preparation of the piranha solution by mix-
ing HNO3 andHF in the appropriate ratio. The Si wafer is immersed in the piranha
solution, and the etching process is allowed to proceed for a specific duration. The
etchant selectively reacts with the exposed silicon surface, dissolving the silicon
and removing it. Wet chemical etching usually proceeds by oxidation. Initially,
silicon is oxidized in the presence of holes as follows:

Si + 2H+ Si2+ + H2 3 4

Water dissociates according to the reaction:

H2O OH − + H+ 3 5

The hydroxyl ions (OH)− recombine with positively charged silicon ions to form
SiO2 in two steps:

Si2+ + 2 OH − Si OH 2 3 6

and

Si OH 2 SiO2 + H2 3 7

SiO2 dissolves in HF according to the reaction:

SiO2 + 6HF H2SiF6 + 2H2O, 3 8

where H2SiFe is soluble in water. The reactions of (3.4)–(3.8) may be represented
with HNO3 by the following overall reaction:

Si + HNO3 + 6HF H2SiF6 + HNO2 + H2O + H2 3 9
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However, this process yields isotropic etch profiles. For anisotropic etching of Si,
other etchants such as KOH solution, TMAH (tetramethylammonium hydroxide),
and ethylenediamine-based etchants are used. Etching Si using a potassium hydrox-
ide (KOH) solution is a widely usedmethod for shaping and etching Si wafers. KOH
is an alkaline etchant that selectively reacts with Si, allowing for controlled etching
of the material. This process is often referred to as “anisotropic etching” as the etch
rates are significantly different in different crystallographic directions of Si. The
etching rate and selectivity of Si in KOH solution are influenced by various factors
such as (i) temperature, (ii) KOH concentration, and (iii) doping level of the Si. The
orientation of the Si crystal also plays a significant role, as the etch rate varies
depending on the crystallographic planes of the Si. The (110) plane has the fastest
etching primary surface as it has more corrugated atomic structures than the (100)
and (111) primary surfaces. The (111) plane is an extremely slow etching plane that
is tightly packed, has a single dangling bond per atom, and is overall atomically flat.
KOH etching of silicon is employed for creating features with specific crystallo-
graphic orientations, such as V-grooves, pyramids, or other structures. The aniso-
tropic nature of the etch enables precise control over the shape and dimensions
of the etched features. The KOH etching is primarily suited for bulk etching of sil-
icon and may not be suitable for etching through thin films or high-aspect ratio
structures. In such cases, other etchingmethods like plasma etching or deep reactive
ion etching (DRIE) may be more appropriate.

2) Insulator (Silicon Dioxide [SiO2])

Etching SiO2 using HF is a common method for selectively removing or pattern-
ing SiO2 layers. HF is highly reactive toward SiO2 and can be used to etch SiO2

while leaving other materials, such as silicon, unaffected. The etch rate and selec-
tivity of SiO2 in HF solution can be influenced by various factors, including the
concentration of HF, temperature, and exposure time. Higher concentrations of
HF or longer etching times generally result in faster etch rates. The etching process
can be controlled to achieve specific patterns or features in the SiO2 layer. For
example, a photolithographic technique can be used to define a pattern on the
masking layer, and the SiO2 can be selectively etched away using HF to transfer
the pattern onto the SiO2 surface.
The Si substrate with SiO2 layer is thoroughly cleaned to remove any contami-

nants or particles that may interfere with the etching process. A photoresist (mate-
rials resistant to HF) is applied or patterned on the SiO2 surface to protect certain
areas from the HF etchant. When the substrate is immersed in the HF solution and
allowed to proceed for a specific duration, the HF selectively reacts with the SiO2,
dissolving and removing it from the surface according to reaction.

SiO2 + 6HF H2 + SiF6 + 2H2O 3 10
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The reaction produces silicon fluoride gas (SiF6) as a byproduct. The etch rate
and selectivity of SiO2 in HF solution can be influenced by various factors, includ-
ing the concentration of HF, temperature, and exposure time. The etching process
can be controlled to achieve specific patterns or features in the SiO2 layer. For
example, a photolithographic technique can be used to define a pattern on the
masking layer, and the SiO2 can be selectively etched away using HF to transfer
the pattern onto the SiO2 surface.

3) Metal (Aluminum [Al])

Etching aluminum (Al) using phosphoric acid (H3PO4) is a common method for
selectively removing or patterning aluminum layers. Phosphoric acid is a relatively
mild etchant for aluminum and offers good control over the etching process. The
reaction between H3PO4 and Al forms byproducts AlPO4 which dissolves in water
and H2 escapes. Etch rate of Al is of 2000 Å/min at 25 C. The etch rate and selec-
tivity of aluminum in phosphoric acid solution can be influenced by the concentra-
tion of phosphoric acid, temperature, and exposure time. Higher concentrations of
phosphoric acid or longer etching times generally result in faster etch rates. The
etching process can be controlled to achieve specific patterns or features in the
aluminum layer. However, H3PO4 is a relatively slow etchant for aluminum. For
faster and more selective etching of aluminum, other etchants such as hydrochloric
acid (HCl) or mixtures like HCl–HNO3 (aqua regia) are commonly used.
In Table 3.2, we have listed some materials and their etchants with desired com-

position and etch rate.

Table 3.2 Wet etchants used in etching and some selected electronic materials.

Material Etchant composition Etch rate (Å/min)

1. Si 3 ml HF + 5ml HNO3 3.5 × 105

2. GaAs 8ml H2SO4 + 1ml H2O2 + 1ml H2O 0.8 × 105

3. SiO2 28ml HF+ 170ml H2O+ 113 g NH4F or 15
ml HF + 10ml HNO3 + 300ml H2O

1000 or 120

4. Si3N4 Buffered HF or H3PO4 5 or 100

5. Al 1 ml HNO3 + 4ml CH3COOH+ 4ml
H3PO4 + 1ml H2O

350

6. Au 4 g KI + 1 g I2 + 40 ml H2O 1 × 105
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3.5.2 Dry Etching

Plasma-assisted etching is generally referred to as dry etching, and the term dry
etching is now used to denote several etching techniques that use plasma in the
form of low-pressure discharges. A glow discharge is used to generate chemically
reactive species (atoms, radicals, and ions) from a relatively inert molecular gas.
The etching gas is chosen so as to produce species that react chemically with
the material to be etched to form a reaction product that is volatile. The etch prod-
uct then desorbs from the etched material into the gas phase and is removed by the
vacuum pumping system. The most common example of the application of plasma
etching is in the etching of carbonaceous materials, for example, resist polymers,
in oxygen plasma – a process referred to as plasma ashing or plasma stripping. In
this case, the etch species are oxygen atoms and the volatile etch products are CO,
CO2, and H2O gases.
In etching silicon and silicon compounds, glow discharges of fluorine-

containing gases, such as CF4, are used. In this case, the volatile etch product is
SiF4 and the etching species are mainly fluorine atoms. In principle, any material
that reacts with fluorine atoms to form a volatile product can be etched in this way
(e.g. W, Ta, C, Ge, Ti, Mo, B, U). Chlorine-containing gases have also been used to
etch some of the same materials, but the most important uses of chlorine-based
gases have been in the etching of aluminum and poly-Si. Both aluminum and
silicon form volatile chlorides. Aluminum is not etched in fluorine-containing
plasmas because its fluoride is nonvolatile.
Plasma etching is predominantly an isotropic process. However, anisotropy in

dry etching can be achieved by means of the chemical reaction preferentially
enhanced in a given direction to the surface of the wafer by some mechanism.
The mechanism used in dry etching to achieve etch anisotropy is ion bombard-
ment. Under the influence of an RF field, the highly energized ions impinge on
the surface either to stimulate reaction in a direction perpendicular to the wafer
surface or to prevent inhibitor species from coating the surface and hence re-
enhance etching in the direction perpendicular to the wafer surface. Therefore,
the vertical sidewalls, being parallel to the direction of ion bombardment, are little
affected by the plasma.
Figure 3.16 is a schematic diagram of a planar etching system, which comprises

vacuum chamber, two RF-powered electrodes, an etching gas inlet, and a pumping
mechanism. The planar systems are also called parallel-plate systems or surface-
loaded systems. These systems have been used in two distinct ways: (i) the wafers
are mounted on a grounded surface opposite to the RF-powered electrode (cath-
ode) or (ii) the wafers are mounted on the RF-powered electrode (cathode)
directly. This latter approach has been called reactive ion etching (RIE). In this
approach, ions are accelerated toward the wafer surface by a self-bias that develops
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between the wafer surface and the plasma. This bias is such that positively charged
ions are attracted to the wafer surface, resulting in surface bombardment. It has
been demonstrated that a planar etching system, when operated in the RIE mode,
is capable of highly directional and high-resolution etching.

3.6 Doping

When impurities are intentionally added to a semiconductor, the semiconductor is
said to be “doped.” Figure 3.17a shows a hypothetical 2D silicon crystal in which
one silicon atom is replaced (or substituted) by an atom – in this example, a Group
V element in the periodic table, namely, phosphorus. Phosphorus has five valence
electrons, whereas silicon has only four. The phosphorus atom shares four of its
electrons with four neighboring silicon atoms in covalent bonds. The remaining
fifth valence electron in phosphorus is loosely bound to the phosphorus nucleus.
The ionization energy of an impurity atom of massm in a semiconductor crystal

can be estimated from a one-electronmodel. If this ionization energy is denoted by
the symbol electron pair (bound electrons) in a covalent bond (Figure 3.17a)
Ed, then,
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cross section of a plasma-
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ε0
εr

m∗

m
En 3 11

where ε0 is the permittivity of free space, εr is that of the semiconductor, andm∗ is
the effective electron mass in the semiconductor crystal. When the phosphorus
atom in silicon is ionized, the released electron becomes a free electron that is
available for conduction. The phosphorus atom is, hence, called a donor atom
because it donates a free electron to the crystal. All atoms with five valence elec-
trons, i.e. Group V elements, can behave in a similar manner to phosphorus in
silicon, i.e. donate a free electron to the semiconductor crystal. Consequently,
Group V elements, such as phosphorus or arsenic, are called donor atoms or sim-
ply donors, and the doped semiconductor is now referred to as an extrinsic sem-
iconductor. When a single-crystal silicon is doped with phosphorus atoms of
concentration ~1015 cm−3, the free electron concentration in the conduction band
increases from 1010 cm−3 to 1015 cm−3 at room temperature.
Now consider the situation in which a Group IV semiconductor is doped with

atoms from an element in Group III of the periodic table, i.e. atoms that have only
three valence electrons. To bemore specific, let us take silicon doped with boron as
an example, as is shown in the hypothetical 2D silicon lattice in Figure 3.17b. As
can be seen from Figure 3.17b, the net effect of having a boron atom that substitute
for silicon is the creation of a free hole (an electron deficiency in a covalent bond).
This hole is generated as follows: because boron has three valence electrons, three
neighboring silicon atoms will be bonded covalently with boron. However, the
fourth nearest neighbor silicon atom has one of its four valence electrons sitting
in a dangling bond; i.e. the whole system of the boron atom and the four neigh-
boring silicon atoms has one electron missing. An electron from a neighboring
Si-Si covalent bond may replace the missing electron, thereby creating an electron
deficiency (a hole) at the neighboring bond. The net effect is, hence, the generation
of a free hole in the silicon crystal. Therefore, this type of extrinsic semiconductor,
silicon in this particular example, is called a p-type semiconductor or p-type Si. It is
p-type because electrical conduction is carried out by positively charged free holes.
The doping processes are of two types – (i) diffusion and (ii) ion implantation.

3.6.1 Diffusion

In a diffusion process, the dopant atoms are placed on the surface of the semicon-
ductor by deposition from the gas phase of the dopant or by using doped oxide
sources. Diffusion of dopants is typically done by placing the semiconductor
wafers in a furnace and passing an inert gas that contains the desired dopant
through it. Doping temperatures range from 800 to 1200 C for silicon. The diffu-
sion process is ideally described in terms of Pick’s diffusion equation,
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∂C
∂t

= D
∂2C
∂x2

3 12

whereC is the dopant concentration,D is the diffusion coefficient, t is time, and x is
measured from the wafer surface in a direction perpendicular to the surface
(Figure 3.18a). The initial conditions of the concentration C(x, 0) = 0 at time
t = 0 and the boundary conditions are that surface concentration C(0, t) = Cs at
surface and that a semi-infinite medium has C(∞, t) = 0. The solution of
Eq. (3.12) that satisfies the initial and boundary conditions is given by,

C x, t = Cserfc
x

2 Dt
3 13

where erfc is the complementary error function and the diffusion coefficient D is a
function of temperature T expressed as,

D = D0 exp
−Ea

kT
3 14

where Ea is the activation energy of the thermally driven diffusion process, k is
Boltzmann’s constant, and DO is a diffusion constant. The diffusion coefficient
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Figure 3.18 (a) Theoretical diffusion profile of dopant atoms within a silicon wafer
and (b) relationship between the diffusion coefficient and doping concentration of a charge
carrier in a semiconducting material.
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is independent of dopant concentration when the doping concentration is low.
However, when the doping concentration exceeds some temperature-dependent
characteristic value, called the intrinsic carrier concentration [Ni(T)], the diffusion
coefficient becomes dependent on dopant concentration. When D is independent
of dopant concentration, the diffusion process is called intrinsic diffusion, whereas
when D is dependent on the doping concentration, the diffusion process is called
extrinsic diffusion (Figure 3.18b). In intrinsic diffusion, the dopant diffusion pro-
files are complementary error functions as given by Eq. (3.13); however, extrinsic
diffusion profiles are somewhat complex and deviate from the basic linear theory.
Instead, more complex models or empirical lookup tables are used to predict the
diffusion depth. The diffusion coefficients of commonly used dopants are consid-
erably smaller in silicon dioxide than in silicon. Hence, while doping silicon, sil-
icon dioxide can be used as an effective diffusion barrier or mask.

3.6.2 Ion Implantation

Ion implantation is induced by the impact of high-energy ions on a semiconductor
substrate. Typical ion energies used in ion implantations are in the range of
20–200 keV and ion densities could be between 1011 and 1016 ions/cm2 incident
on the wafer surface. Figure 3.19 shows the schematics of a medium-current
ion implanter. It consists of an ion source, a magnet analyzer, resolving aperture
and lenses, acceleration tube, x- and y-scan plates, beam mask, and Faraday cup.
After ions are generated in the ion source, the magnetic field in the analyzer mag-
net is set to the appropriate value, depending on charge-to-mass ratio of the ion, so
that desired ions are deflected toward the resolving aperture where the ion beam is
collimated. These ions are then accelerated to the required energy by an electric
field in the acceleration tube. The beam is then scanned in the x–y plane
using the x- and y-deflection plates before hitting the wafer that is placed in the
Faraday cup.

HV terminal
Resolving aperture

Acceleration tube

Lens
Y-scan plates

x-scan plates Beam mask

Wafer (target)

Faraday cup

Analyzer magnet

lon source

Figure 3.19 Schematic arrangement of an ion implanter for precise implantation of a
dopant into a silicon wafer.
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Commonly implanted elements are boron, phosphorus, and arsenic for doping
elemental semiconductors, n- or p-type. After implantations, wafers are given a
rapid thermal anneal to activate electrically the dopants. Oxygen is also implanted
in silicon wafers to form buried oxide layers. The implanted ion distribution is nor-
mally Gaussian in shape and the average projected range of ions is related to the
implantation energy.

3.7 Solution Processed Methods

Solution process-based device fabrication provides convenient way of materials
integration compared to conventional growth techniques. System integration
involving assembly of nanosized sensing materials in micron sized devices is cru-
cial to (and still is a challenge in) the development and large-scale production of
miniaturized sensors.
Solution casting approaches such as tape casting [39, 40], screen printing

[40, 41], spray deposition [40, 42], inkjet printing [43–46], and drop dispensing
[47, 48] are relatively easy and economical and thus are widely used in materials
assembly. The first three techniques not only require temperatures in excess of
80 C for curing causing permanent change in electronic properties of biomodified
materials, but also form thick films of sensing material in the order of micrometers
that result in deviation in transport properties.

3.7.1 Inkjet Printing

Inkjet printing is presently one of the cheapest direct write techniques widely used
in research and manufacturing industries especially in the electronic industry
where conductive interconnects and other features are required to be printed
easily and in cost-effective way on circuit boards for convenient assembly and
packaging. Prior to the discovery of inkjet printing technique, the deposition of
conductive ink on circuit boards and functional soluble materials was performed
by screen-printing technique and spin coating, respectively. However, with the
advent of inkjet printing solution processed inks including conductive solutions,
functionalized inorganic, organic, and biomaterials have been successfully
patterned on both rigid and flexible substrates. Printed circuit board (PCB)
manufacturing, radiofrequency identification (RFID) tags, solar cells, batteries,
and displays are some of the celebrated applications of inkjet printing.
The foundation for inkjet printing was laid in 1833 by Felix Savart [49] who

showed that viscous liquid jets can be fragmented into a series of repeatable dro-
plets and this principle was explained using laws of fluid dynamics in 1931 by
Weber. Based on this phenomenon, Dr Sweet of Stanford University designed
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the first Continuous InkJet (CIJ) printer in 1965 [50]. In CIJ printing, a pressure
was applied to a liquid jet to produce a series of droplets of uniform size and spa-
cing which during their passage through an electric field gets charged to facilitate
their deposition on their desired location on the substrate to form a pattern.
The uncharged ink droplets are rendered into a gutter which was recirculated sub-
sequently. The technique was commercialized by IBM in 1976 by the virtue of
which the company launched IBM 4640 printer in commercial market. However,
CIJ inkjet printers were not suitable to print functional materials as the recircu-
lated ink may suffer degradation on continuous exposure to ambience. To combat
this problem, drop-on-demand printers (DOD) were introduced where droplets
were ejected only when it is required.
The thermal inkjet printer, invented by Sperry Rand Corporation in 1965, was

the first DOD-type printer which was awarded a patent. In thermal inkjet printing,
current is passed through a resistive coil, placed in the ink chamber near the noz-
zle, which superheats the ink to form nucleated bubbles. The enveloping vapor
around the bubble insulated the ink from the heater, thereby preventing further
heating of the ink in the chamber. The bubble formed in the ink chamber near the
heater expands itself leading to the increase in pressure within the chamber. This
increase in pressure in the enclosed ink chamber due to the expansion of the bub-
ble forces the ink out of the nozzle in the form of a droplet. The heater is transiently
switched off to facilitate the collapse of the bubble resulting in a transient pressure
wave which separates the droplet from the nozzle and the subsequent refilling of
the ink channel. The full cycle takes approximately 10 μs after which the bubble is
recreated in the next cycle and the process continues to form a series of droplets
ejected on the substrate. Functional materials are not printed using this technique
as the thermal cycle involves increasing the heater to bubble nucleation temper-
ature which would easily damage the material properties.
In 1972, Zoltan published a patent for piezoelectric-based DOD printer which

consists of a hollow tube of piezoelectric material which contracts on the applica-
tion of external voltage to squeeze the ink chamber for the ejection of ink droplets
out of the nozzle. This technique was later termed as the squeeze-mode DOD
printing. The bend-mode DOD printing, introduced by Kyser and Sears in 1972
[51], consists of a small ink chamber with an inlet tube at one end and outlet tube
in the form of a nozzle at the other end. A piezoelectric disk which is mounted on
one side of the chamber produces electric pulses that flexes the ink chamber
inwardly, thereby squeezing the ink droplet out through the nozzle. The electric
pulses of frequency of 700 Hz produce spot size as low as 100 μm. The push mode
piezoelectric DOD print head, introduced in 1984, consists of a piezoelectric rod
placed attached to a membrane on the ink chamber. The periodic excitation of
the piezoelectric rod pushes the membrane inward, thereby decreasing the effec-
tive volume of the ink chamber. The periodic reduction in ink chamber volume
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causes ejection of ink droplets out from the nozzle. The shear-mode DOD printing
technique was introduced in 1986 by Kenneth Fischbeck and Allen Wright of
Xerox Corporation where the print headwas designed such that shear deformation
in the piezoelectric element forces the ink channel into a chevron shape with
reduced volume and hence ejection of the ink droplet through the nozzle.
Figure 3.20 shows a schematic representation of piezoelectric based inkjet

printer. Some of the earliest uses of inkjet printing of conductive materials are
as described previously [50, 52]. The first demonstration of high-resolution piezo-
electric DOD inkjet printing of a functional material was conducted by Sirringhaus
et al. [53] with minimum feature sizes of 5 mm through the use of hydrophobic
surface treatments. Inkjet printing of CNT films on substrates has proved to be
an efficient and cost-effective technique used in a wide cross-section of applica-
tions. Okimoto et al. [54] designed high-performance thick-film SWNT transistors;
the SWNT film being deposited 100 times at each position making the device fab-
rication process slow. The transistors showed mobility of 1.6–4.2 cm2/V s and ON/
OFF ratio of 104–105 and required a processing temperature of 80 C. Kordas et al.
[55] proposed a cost-effective method of generating conducting carboxyl group
functionalized MWNT pattern on paper and polymer surface using commercial
desktop printers. The FESEM image showed that the MWNTs were randomly

Pump

Piezo propeller

Ink chamber

Ink

Piezoelectric crystal
Nozzle

Ink tank

To recycling gutter

Substrate

Printed

pattern

Charge electrode

Deflector

Ink droplets
Stage

Rollers for x-y stage movement

Image
signal

Figure 3.20 Schematic representation of the working of inkjet printing.
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oriented and electrical characterization revealed that the conductance of the net-
work increased with each print repetitions and percolation was only achieved in
excess of 30 such repetitions. Song et al. [56] used inkjet printing to generate line
patterns of SWNT that were 75mm long and line width of 150 μm.However, it was
observed that overwriting on the line pattern increased the line width. The elec-
tronic characterization of the pattern showed promise in high-frequency applica-
tions. Although inkjet printing has the ability to print locally on a substrate with
minimum waste, it is relatively slow and the film thickness is larger than that in
drop dispensing technique owing to the repetitive casting process required to
achieve optimum percolation threshold.

3.7.2 Drop Dispensing

Shiraishi et al. [57] developed SWNT FET from solution processed SWNT aggre-
gates, which showed a mobility of 10.9 cm2/V s and showed promise of being fab-
ricated on low heat-tolerant substrates. Li et al. [58] fabricated a chemical sensor
by solution casting SWNT network on interdigitized electrode. The sensor showed
high sensitivity at room temperature and good reproducibility for commercial
applications. Since drop dispensing method suffers from drop-size control on dif-
ferent substrates, scientists have developed numerous solution dispensing technol-
ogies to solve the problem [59].
Drop dispensing technique also suffers from the problem of clogged orifice when

the concentration of SWNTs in solution becomes high enough to form bundles.
Covalent functionalization is extensively adopted to obtain highly dispersed solu-
tion of SWNT [60]. However, covalent functionalization of SWNT distorts the elec-
tronic property of the SWNTs [61] which brings about degradation in device
performance. Noncovalent functionalization with ssDNA not only retains the
excellent electronic property of the individual nanotubes, but also produces highly
dispersed SWNT in solution [62].
Compared to the conventional syringe-based drop dispensing technique, the

microcantilever-based drop dispensing method, first introduced by Paul et al.
[63], showed excellent accuracy and control over position and diameter of the dis-
pensed drop. The technique achieves a drop cast of nanometer thickness and
desired diameter that not only enhances dynamic recovery of the sensor, but also
prevents wastage of sensing material. The technique imparts consistency in film
thickness and reduces stray signals which can evolve due to higher film thickness.
This microcantilever-based technique of solution patterning is 30 times faster than
inkjet printing [64] as the required percolation threshold is achieved by microcast-
ing the as-prepared solution between Au-electrodes only once. However, this tech-
nique requires suspension of isolated SWNTs in solution to prevent aggregation
leading to clogging of the dispensing orifice. Isolation of individual SWNT was
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achieved by passivating its surface by noncovalently attaching ssDNA to it. The
negatively charged phosphate backbone of the DNA wrapped around the SWNT
not only isolates individual nanotubes in solution due to mutual electrostatic
repulsion, but also renders the SWNT network highly responsive so that any small
physiochemical change in the neighborhood can be immediately sensed by change
in conductivity of the network. The mutual repulsion among neighboring DFCs
helps them to maintain a highly dispersed state in the solution.
Inspired by the work of Baba et al. [65], where they reported a strategy of micro-

patterning of SWNT composites using microfluidic cantilevers, Paul et al. [63]
extended this technique to the development of DFC-based chemical sensors.
They used this microcantilever-based drop dispensing technique to cast DNA-
functionalized carbon nanotube DFC solution between prefabricated electrodes
and henceforth use it as a humidity sensor. The technique consists of a surface
patterning tool which is mounted on a fixed support which can be lowered onto
the substrate through z-control, while the substrate is kept on a stage capable of
precise x–ymovement in the order of micrometers. The SPT consists of a reservoir
which stores the solution and dispenses it using capillary action through a narrow
channel of 30-μmwide fabricated on the microcantilever as shown in Figure 3.21.
This technique requires solution processed and uniformly dispersed active sensing
material to prevent aggregation leading to clogging of the dispensing orifice.
Micropatterning of solution processed active sensing material between Au-
electrodes requires precise position and drop diameter control so that the DFC net-
work just bridges the electrodes at a desired location thereby preventing wastage of
sensing material. The diameter of the DFC drop dispensed by this technique
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Figure 3.21 (a) SEM image of microfabricated Si-based microfluidic cantilever, commonly
called the surface patterning tool (SPT) , Images of SPT dispensing (or drop-casting) DNA
functionalized CNT (DFC) solution (b) of different drop cast diameters and (c ) between
Au electrodes, and (d) Digital image of drop cast DFC bridging the Au electrodes for use in
sensor applications. Source: Adapted from Paul et al. [63].
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depends on the RH, contact time between the cantilever tip, and the substrate tc,
hydrophilicity of the substrate regulated by UV exposure time tUV, and viscosity of
the solution. The UV/ozone exposure renders the substrate hydrophilic so that the
DFC solution can be easily transferred to the substrate through capillary action.
Higher contact duration provides ample time for the solution in the reservoir of
the SPT to flow onto the substrate. The increased RH of the dispensing environ-
ment also favors higher drop diameter of the cast.

3.7.3 Spray Deposition

Spray deposition method is developed as a cost-efficient technique for fabrication
of multilayer structures used in the organic-based devices (OBDs). The advantage
of spray deposition technique lies in its ability for large area coverage [66] for mul-
tilayer deposition [67, 68]. The spray deposition technique produces smooth,
defect-free, and uniform thin organic films [69] with cheap, vacuum-free process
aimed for several sensor applications [70–72]. In the multilayer structures formed
using the spray deposition technique, the film morphology is crucial for contact
resistance reduction and increasing of the device current efficiency. The spray dep-
osition technique consists of a spray gun bearing a spray nozzle which is connected
to the reservoir containing the precursor solution to be spray deposited. The solu-
tion is ejected from the nozzle in the form of aerosol and deposited on the surface
of the substrate kept on a heater for drying. The aerosol is formed due to the out-
flux of compressed gas through the nozzle and is controlled by a pressure regulator
as shown in the Figure 3.22. The pressure of the compressed air flowing out

Compressed
air Precursor

solution reservoir

Pressure

regulator

Heater

Spray nozzle

Atomized droplet spray

Steel plate

Thermocouple

Power
supply

Premetallized glass
substrate

Figure 3.22 Schematic representation of the working of spray deposition.

100 3 Fabrication Technologies



through the nozzle determines the optimum distance between the nozzle and the
substrate. The pressure of the compressed gas required for spray deposition
depends on thematerial to be deposited and is typically around 4–6 atm. The thick-
ness of each layer depends on the viscosity of the solution and the spraying time,
whereas the surface roughness of the film is a function of volatility of the solvent
used in the spray technique. The distance between the spray nozzle and the sub-
strate also plays an important role in realizing a uniform film morphology. When
the distance between the spray nozzle and the substrate is high, most of the solvent
already evaporates during the flight stage, and dry powder hits the substrate form-
ing an inhomogeneous and uneven surface morphology. At distances too low in
the orders of a few centimeters, problems in surface wetting occurs which leads
to streaming of solution off the substrate. Thus, optimum distance must be fixed
between the substrate and the nozzle based on the heating and the choice of
solvent [73]. Most efficient spray deposition is obtained with low concentration
of solute. Low concentration solution allows the materials to coalesce through
capillary effects, thereby forming a uniform film.

3.7.4 Screen Printing

The screen-printing process facilitates high-quality patterns to be repetitively pro-
duced at high rates and low cost and has been successfully adopted by electronics
industries for the deposition of thick-film active sensing materials, patterning of
conductive ink in the form of electrodes [74], and resistors on insulating substrates
for the fabrication of complex hybrid electronic microcircuits [75]. The screen-
printing technique overcomes the challenge of repetitive deposition of conductive
ink onto substrate, and hence, allows controlled and precise printing of electrodes
and active sensing materials.
In screen printing, the ink in the form viscous paste is deposited in a controlled

way on the desired substrate through patterned apertures referred as a screen [76].
This process is accomplished by a flexible squeegee stroking the ink across the
screen surface. There the screen is usually depressed to form a line contact with
the surface thereby filling the apertures with ink when the line of contact advances
with the squeegee stroke allowing the screen to peel away from the substrate
behind the squeegee. The deposition of ink using screen printer is depicted in
Figure 3.23.
Typically, the screen-printable inks comprise metal or metallic oxide particles

[77], fiber-reinforced composites [78, 79], and polymer-conductive inks [80] with
suitable binder having an organic carrier material to achieve desired ink viscosity
which ensures ink flow through the apertures required for screen printing. Ideally
the ink viscosity should be low enough to ensure free flow of ink through the aper-
tures when encountered by shearing force exerted during screening. However, this
viscosity must also be high enough so that the printed ink patterns retain their
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desired dimensionwhen the shearing stress is withdrawn. Such viscous inks which
flow through the apertures with moderate shear stress but acquire a highly viscous
form after being printed on the substrate are termed as the pseudoplasticmaterials.
The screen-printed patterns on substrate are heat dried to prevent lateral flow of

ink. The carrier material in the ink evaporates quickly to compensate for the low-
ering of ink viscosity with rise in temperature. In most applications such as the
chemiresistors, it is desirable that the resistances of printed conductive electrodes
and sensitive materials must be low to enhance sensor performance [81].
The thickness of the ink required to be deposited determines the resistance of
the as-printed patterns and can only be ascertained by empirical means and
through trials.

Movement

Movement

Ink

(a)

(b)

(c)

Pattern

window

Screen

Squeegee

Substrate

Unused ink

Screen-printed pattern

Figure 3.23 Schematic representation for the working of screen-printing technique.
(a) The screen is placed atop a substrate and the ink is placed on top of the screen, and a
squeegee pushes the ink through the holes in the mesh; (b) a flexible squeegee spreads the
ink across the screen surface; (c) ink deposited on the substrate through the patterned
apertures.
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3.7.5 Tape Casting

Tape-casting technique is widely used to form thin films of sensory activematerials
for capacitors [82], chemiresistors, and CHEMFET. This technique is capable of
addressing challenges in device miniaturization including the control of the film
thickness. The underlying principle of tape casting is that a reservoir of slurry with
a slit-shaped outlet at the base is moved across a surface, releasing a layer of slurry.
Slurry characteristics and the speed of movement of the reservoir can be adjusted
to influence the thickness of the tape. A doctor blade can also be drawn along the
tape surface to modify tape thickness. The scraping (or doctor) blade is used to
remove excess-deposited coating materials from a moving substrate. Film thick-
nesses from 5 μm to a few millimeters are currently obtained using tape casting.
Additional postprocessing steps are required to control film composition and prop-
erties. One clear advantage of tape casting is the possibility of using the continuous
process on flexible substrates. The schematic representation of tape casting is
shown in Figure 3.24.
The preparation of film of desired thickness through tape casting is performed by

the following steps [83]:

1) Slurry preparation
2) Tape casting
3) Drying

Homogenizer

Slurry container

Carrier tape/film

Carrier reel

Slurry

Doctor

blade Heater

Mixing

Take-up reel

Dry tape

Evaporation of solvent

Peeling

Take-up

carrier reel

Solute Solvent

Slurry

Binder Additive

Figure 3.24 Schematic representation of the working of tape casting.
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First, the active sensing material in powdered form is added to suitable liquid
solution to form a slurry. The slurry generally includes the powdered material
and a liquid consisting of a solvent, a deflocculant, a binder, and a plasticizer.
The preparation of stable, concentrated powder dispersions in organic or aque-
ous solvents requires an effective stabilization of the particles in the medium.
This was achieved by electrostatic steric or electrostatic stabilization of the pow-
der dispersion in the desired solvent. In the case of electrostatic stabilization,
the particle agglomeration and flocculation are suppressed by the repulsive cou-
lombic forces between similarly charged species. In organic solvents, steric sta-
bilization plays the dominant role with the effect being based on the repulsive
forces increasing strongly when the adsorption layers of different particles start
to overlap. In the case of low-molecular-weight surfactants, the geometrical
range and thus the effective concentration window of the steric interaction is
rather limited due to the maximum thickness of the adsorbed layer which
can be reached.
During the second part of the process, the slurry is cast into a film under a special

straight blade, called a “doctor blade,” whose distance above the carrier deter-
mines the film thickness. The relative motion between the doctor’s blade and
the substrate cast the slurry in the form of thin film on the substrate. The tape-
casting technique can be performed either on prefabricated electrodes or the
metallization of the electrodes can be performed postcasting. In the formed case,
it is required to cast the slurry consisting of active sensor material in a specified
location between the electrodes to realize the device. Thus, tape casting at desired
sites bridging the microelectrodes can be achieved by using hard mask with spe-
cified casting window over the electrodes. In the latter case, the electrodes can be
fabricated on the processed slurry using either hard mask or process-compatible
photolithography technique.
The third step involves drying of tape-casted slurry by evaporation of the

solvent to form a lather-like tape. Once dried, the resulting film, called a green
sheet, has the elastic flexibility of synthetic leather. The evaporation must be
controlled to avoid differences in shrinkage of the green tape which causes crack-
ing. The stresses result from a gradient in the pressure in the liquid in the pores of
the drying body. With increasing drying rate and size of the body the stress
increases, whereas the stress decreases with increasing permeability of the struc-
ture. In addition, binder migration caused by capillary forces must be minimized.
Such migration processes would result in an inhomogeneous green tape with a
low stability and problems with the waviness of the sintered substrate. The
removal of the organic additives from the green substrate is a crucial step in
the production of high-performance sensors. The tape-casting technique is used
to form thin films of fiber-reinforced composites, metal oxide thin films, and
polymers.
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3.8 Conclusions

The new technological advancement of microfabrication has opened a platform
for research and development to improve the performance and the characteristics
of all types of microsensors for different applications in the realms of consumer
and wearable electronics, health care, aviation, defense, security, and industry.
A miniaturized solid-state sensor with a next-generation technology innovative
architecture, smart choice of materials, efficient engineering capable of providing
excellent sensor performance, reliable, and consumes low power is a gift to man-
kind. Microfabrication processes are more crucial for solid-state sensors used in
precision operations such as defense, aviation, and health care, and are expected
to have perfect temperature homogeneity for the long-term stability and high ther-
mal and mechanical strength to intensify the robustness in different environ-
ments. Thus, appropriate use of fabrication tools and technologies are very
important in dealing with complex designs. Again, the choice of such microfabri-
cation tools is justifiably chosen so that the overall commercial cost of the product
is optimized for best performance.

List of Abbreviations

APCVD Atmospheric Pressure Chemical Vapor Deposition
CIJ Continuous Inkjet
CVD Chemical Vapor Deposition
DFC Deoxyribonucleic Acid Functionalized Carbon Nanotube
DOD Drop-on-Demand Printers
EBL Electron-beam Lithography
EBPVD Electron-beam Physical Vapor Deposition
EDTA Ethylenediaminetetraacetic Acid
EUV Extreme Ultraviolet Radiation
FESEM Field-effect Scanning Electron Microscope
FIBL Focused Ion-beam Lithography
GelMA Gelatin Methacrylate
IBL Ion-beam Lithography
LFP Laminar Flow Patterning
LPCVD Low-pressure Chemical Vapor Deposition
MWNT Multiwall Carbon Nanotube
NASA National Aeronautics and Space Administration
OBD Organic-based Devices
OLED Organic Light-emitting Diode
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PDMS Polydimethylsiloxane
PECVD Plasma-enhanced Chemical Vapor Deposition
PEG Poly(ethylene Glycol)
PEGDA Poly(ethylene glycol)diacrylate
PET Polyethylene Terephthalate
PI Polyimide
PLGA Poly(lactic-co-glycolic Acid)
PLLA Poly(lactic Acid)
PMMA Polymethyl Methacrylate
PRINT Particle Replication in Nonwetting Templates
PVA Polyvinyl Alcohol
PVD Physical Vapor Deposition
RF Radiofrequency
RH Relative Humidity
SFIL Step and Flash Imprint Lithography
SPT Surface Patterning Tool
ssDNA Single-stranded Deoxyribonucleic Acid
SWNT Single-walled Carbon Nanotube
XRL X-ray Lithography
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4

Piezoelectric Sensors

4.1 Overview

In 1880, brothers Pierre Curie and Jacques Curie (Figure 4.1a) discovered that
applying mechanical stress to crystals such as quartz, tourmaline, and Rochelle
salt generates electrical charges on the surface of these materials [1]. Later, Hankel
in 1881 termed this phenomenon as “piezoelectricity” to distinguish it from other
sources of generation of electricity such as contact electricity (friction generated
static electricity) and pyroelectricity (electricity generated from crystals by heat-
ing) [2]. Piezo comes from the Greek word “piezein,” which means “squeeze”
or “apply some pressure.” The converse effect, implying the internal generation
of mechanical strain on the application of an electrical field to these was predicted
by Gabriel Lippman (Figure 4.1b) in 1881, via mathematical deduction from fun-
damental thermodynamic principles. This inverse piezoelectric effect was quickly
demonstrated by the Curie brothers via experimentation.
They confirmed the existence of the converse effect and attributed this complete

reversibility of piezoelectric phenomenon to the electroelastic mechanical defor-
mations in the piezoelectric crystals. From the year 1882 onward the discovery
of piezoelectricity generated significant interest in the European scientific commu-
nity, where the researchers engaged themselves in the identification of piezoelec-
tric crystals based on the asymmetric crystal structure and its reversibility in the
electrical and mechanical forms of energy. As piezoelectricity developed as a new
field of research in the last quarter of the nineteenth century, the thermodynamics
in quantifying complex relationship among mechanical, thermal, and electrical
variables using appropriate tensorial analysis were established. This work was
published in 1910 in the form of Woldemar Voigt’s (Figure 4.1c) Lehrbuch der
Kristallphysik (Figure 4.1d) (Textbook on Crystal Physics) describing the 20 natu-
ral crystal classes in which piezoelectric effects occur. While Voigt was working
on the identification and quantification of piezoelectric crystals in terms of

113

Solid-State Sensors, First Edition. Ambarish Paul, Mitradip Bhattacharjee, and Ravinder Dahiya.
© 2024 The Institute of Electrical and Electronics Engineers, Inc.
Published 2024 by John Wiley & Sons, Inc.



measurable quantities, the world was maturing by transforming the science
of piezoelectricity into application-oriented technology producing efficient
machines. In 1917, Paul Langevin and his coworkers developed an ultrasonic
submarine detector in France during World War I using natural piezoelectric
crystals. Many new applications for piezoelectric crystals were developed in
the years between World War I and World War II, such as speakers (Figure 4.1e)
microphones, accelerometers, phonograph pick-ups (Figure 4.1f ), and signal fil-
ters. However, due to the restricted availability of naturally occurring piezo crys-
tals led to limited device performance and hence low commercial exploitation.
During World War II, isolated research in the United States, Japan, and Soviet
Union led to the emergence of a new class of piezoelectric crystal in the form
of perovskites which showed improved piezo performance. These ceramic mate-
rials prepared in the laboratory by sintering metal oxides can be tailor made with
specific characteristics to suit desired applications. In spite of this scientific

(a)

(d) (e) (f)

Transformer

Slot for crystal

Paper
speaker cone

Piezo crystal
wrapped in
aluminum

(b) (c)

Figure 4.1 (a) Curie family portrait. Standing are Jacques and Pierre Curie (inset); Seated,
their mother, Mme Cure, and Father, Dr Eugene Curie. Pierre shared the 1903 Nobel
Prize in physics with his wife, Maria Sklodowska Curie (Marie Curie), and Henri Becquerel.
(b) Gabriel Lippman in 1881 predicted inverse piezoelectric effect. (c) Woldemar Voigt’s
(d) Lehrbuch der Kristallphysik (Textbook on Crystal Physics) was published in 1910.
(e) A Speaker in 1960’s used Rochelle salt as the piezoelectric crystal, often termed as the
‘singing crystals’ then. (f) Phonograph used in WWI and WWII. Sources: (a) Unknown
source/Wikipedia Commons/public domain. (b) Nobel Foundation/Wikipedia Commons/
public domain. (c) Woldemar Voigt/Wikipedia Commons/public domain. (d) Woldemar Voigt/
Forgottenbooks. (f) Flickr/Jalal gerald Aro.
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progress in laboratory synthesis of piezo crystals, the technological advance-
ments in application followed by commercial success could not be achieved;
much attributed to the atmosphere of secrecy during the World War II and
resisted the growth of industry and a new market for piezoelectricity-based tech-
nology. Around 1965, constant Japanese efforts in materials research led to the
creation of new piezoelectric families that were free of patent restrictions. The
emergence of new piezoelectric materials was used by the Japanese to manufac-
turer signal filters for the television and radio markets, and piezo-ceramic igni-
ters for natural gas/butane appliances. As time progressed, the markets for
piezoelectric materials grew and opened up avenues for new applications.
A few such applications were audio buzzers, air ultrasonic transducers, and sur-
face acoustic wave (SAW) filter devices. The research activities on piezoelectric-
ity were stepped up at the end of the twentieth century as evident from the
increased publications from US, UK, Russia, India, and China. The piezo mate-
rials emerged as the most important frontier material for the development of
solid-state sensors by the stroke of the twenty-first century because of its useful-
ness and reasonably priced actuators which are low in power consumption and
high in reliability and frequently used in electrostatic muscles.

4.2 Theory of Piezoelectricity

4.2.1 Direct Piezoelectric Effect

The origin of piezoelectricity can be explained using the molecular model. In the
absence of any stress, the centers of the negative and positive charges of each
molecule coincide – resulting into an electrically neutral molecule as schemati-
cally illustrated in Figure 4.2a. However, in the presence of an external mechanical

(a) (b) Fk

F

Pk

Pk

(c)

P

Figure 4.2 (a) Schematic representation of arrangement of negative and positive charges
in a neutral molecule. (b) Separation of negative and positive charge centers due to
application of force, and (c) external force causes polarization due to alignment of dipoles
generating piezoelectricity under transverse compression and tension mode (Section 4.8.1).
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stress the unit crystal cell of the material is deformed, thereby resulting in the sep-
aration of the positive and negative centers in the unit cell forming respective
dipoles as represented in Figure 4.2b. As a result, the opposite facing dipoles inside
the material cancel each other and fixed charges appear on the surface as shown in
Figure 4.2c. Thus, due to the applied mechanical stress the material is polarized
and this effect is termed as the direct piezoelectric effect. This polarization generates
an electric field that can be used to transform the mechanical energy, used in the
material’s deformation, into electrical energy [3]. The piezoelectric effect is exhib-
ited by 20 of 32 crystal classes and is always associated with noncentrosymmetric
crystals. Naturally occurring materials, such as quartz, exhibit this effect as a result
of their crystalline structure. Engineered materials, like lead zirconate titanate
(PZT) for instance, are subjected to a process called poling to impart the piezoelec-
tric behavior.

4.2.2 Poling

In a macroscopic crystalline structure that comprises several such unit cells, the
dipoles are by default found to be randomly oriented as shown in Figure 4.3a.
When the material is subjected to a mechanical stress, each dipole rotates from
its original orientation toward a direction that minimizes the overall electrical
andmechanical energy stored in the dipole. If all the dipoles are initially randomly
oriented (i.e. a net polarization of zero), their rotationmay not significantly change
the macroscopic net polarization of the material, hence the piezoelectric effect
exhibited will be negligible. Therefore, it is important to create an initial state

(a) (b) (c) (d)

Figure 4.3 Macroscopic crystalline structure showing (a) the random orientation of
dipoles producing net zero charge, (b) partial orientation of dipoles when the poling field is
switched off, (c) generation of piezoelectricity when the material is compressed, and
(d) generation of piezoelectric voltage of reverse polarity when the material in strained.
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in the material such that most dipoles will be more or less oriented in the same
direction. Such an initial state can be imparted to the material by poling it as
shown in Figure 4.3b. The direction along which the dipoles align is known as
the poling direction.
During poling, the material is subjected to a very high electric field that orients

all the dipoles in the direction of the field. Upon switching off the electric field,
most dipoles do not return back to their original orientation as a result of the pin-
ning effect produced by microscopic defects in the crystalline lattice. This gives us
a material comprising numerous microscopic dipoles that are roughly oriented in
the same direction. It is noteworthy that the material can be depoled if it is sub-
jected to a very high electric field oriented opposite to the poling direction or is
exposed to a temperature higher than the Curie temperature of the material.
Using them in various sensing or actuating applications requires a systematic

tabulation of their properties – for which, a standardized means for identifying
directions is very important. That is to say, once the piezoelectric material is cho-
sen for a particular application, it is important to set the mechanical and electrical
axes of operation. Wherever crystals are concerned, the orthogonal axes originally
assigned by crystallographers are used for this purpose. A general practice to
identify the axes is to assign them the numerals, e.g. (i) corresponds to x-axis,
(ii) corresponds to y-axis, and (iii) corresponds to z-axis. These axes are set during
“poling”; the process that induces piezoelectric properties in the piezoelectric
material. Conventionally, the poling direction is considered to be the third axis,
except in quartz where the polarity is considered to be along the first axis. Hence,
we need to interpret the material properties in terms of these principal directions.
For example, the coupling coefficient d31 indicates how much the material will
strain along its first principal direction when an electric field is applied across
the third principal direction. This also means that the material properties can
be used without any alteration only if the crystal’s principal directions are aligned
with the coordinate system used to describe the material’s position.
The orientation of the DC poling field determines the orientation of themechan-

ical and electrical axes. The direction of the poling field is generally identified as
one of the axes. The poling field can be applied in such a way that the material
exhibits piezoelectric responses in various directions or combination of directions.
The poling process permanently changes the dimensions of a piezoelectric mate-
rial, as illustrated in Figure 4.3b. The dimension between the poling electrodes
increases and the dimensions parallel to the electrodes decrease. In some materi-
als, the poling step is also needed for the introduction of piezoelectric effect. For
example, in virgin state the piezoelectric materials such as PVDF, P(VDF-TrFE),
and ceramics are isotropic and are not piezoelectric before poling. Once they are
polarized, however, they become anisotropic.
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4.2.3 Static Piezoelectricity

Let us consider a poled piezoelectric material with a net polarization and having
two metal electrodes deposited on opposite surfaces depending on the mode of
operation of the piezoelectric crystal (Section 4.8.1). If the electrodes are externally
short circuited, with a galvanometer connected to the short-circuiting wire, and
compressive force is applied on the surface of piezoelectric material, a fixed charge
density appears on the surfaces of the crystal in contact with the electrodes as
shown in Figure 4.3c. This polarization generates an electric field which in turn
causes the flow of the free charges existing in the conductor. Similarly, a tension
force produces a polarization in the opposite direction (Figure 4.3d) causing the
flow of free charges in the reverse direction in the conductor. Thus, depending
on their sign, the free charges will move toward the ends where the fixed charges
generated by polarization are of opposite sign. This flow of free charge continues
until the free charge neutralizes the polarization effect. This implies that no charge
flows in the steady state or in the unperturbed state – irrespective of the presence of
external force. When the force on the material is removed, the polarization too dis-
appears, the flow of free charges reverses, and finally thematerial comes back to its
original standstill state. This process would be displayed in the galvanometer,
which would have marked two opposites sign current peaks. If short-circuiting
wire is replaced with a resistance/load, the current would flow through it and
hence mechanical energy would be transformed into electrical energy. This
scheme is fundamental to various energy-harvesting techniques that tap ambient
mechanical energy such as vibrations and convert it into usable electrical form.
Somematerials also exhibit the reverse piezoelectric effect, i.e. a mechanical defor-
mation or strain is produced in the material when a voltage is applied across the
electrodes. The strain generated in this way could be used, for example, to displace
a coupled mechanical load. This way of transforming the electrical electric energy
into usable mechanical energy is fundamental to the applications such as nanopo-
sitioning devices.

4.2.4 Anisotropic Crystals

In some materials such as in the perovskites atomic structure (Section 4.5.2.2), the
piezoelectric effect arises inherently out of anisotropy in the crystal structure and
does not require poling unlike polymers (Section 4.5.2.1). This also means that pie-
zoelectric material properties such as the stiffness (or compliance) matrix, cou-
pling matrix, and permittivity matrix are defined in a certain crystal coordinate
system that is typically denoted by the first, second, and third axes. Anisotropy
can be defined as the ability of a material to be directionally dependent, i.e. show-
ing different properties in different directions. The properties of an anisotropic
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material changes along the axis. Single crystals are anisotropic in nature. They
exhibit directional dependent physical properties. The anisotropic nature comes
from the fact that the linear density of atoms in a given particular crystallographic
direction is not always the same. The interatomic spacing between the atoms also
varies with the given crystallographic direction. Thus, when the anisotropic crystal
is subjected tomechanical stress along a particular direction, the separation of pos-
itive and negative charge centers in the unit cell are separated from each other due
to its noncentrosymmetric geometry leading to the generation of piezoelectricity
(Figure 4.4a–c).

4.3 Basic Mathematical Formulation

It was discussed in the earlier section that piezoelectric material is electrically
polarized when mechanically strained. When the piezoelectric material is polar-
ized, fixed and opposite electric charges are developed at the opposite surface of
the material. According to the linear theory of piezoelectricity [4], the density
of as-generated fixed charges in a piezoelectric material is proportional to the
applied stress and can be mathematically written as:

Ppe = d T 4 1

where P is the piezoelectric polarization vector, whose magnitude is equal to sur-
face charge density σpe generated due to piezoelectric effect, d is the piezoelectric

Piezoelectricity in quartzSi O2

(a) No stress (b) Compression (c) Tension

Figure 4.4 Schematic representation of piezoelectric material at (a) unstressed, (b) under
compression, and (c) tension showing the generation of charges of piezoelectric origin
at the surface of the material.
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strain coefficient, and T is the stress applied on the piezo material. Similarly, the
reverse piezoelectric effect is expressed as:

Spe = d E 4 2

where S is the mechanical strain produced when the piezoelectric material is
exposed to external electric field E. Thus, direct and reverse piezoelectric effects
can be formulated as:

Ppe = d T = d C S = ϕ S 4 3

where C = (T/S) = (ϕ/d) is the elastic constant of the material relating the mag-
nitude of applied linear stress T and the corresponding mechanical strain S pro-
duced due to it and ϕ is the piezoelectric stress constant.
Again, when the piezomaterial is subjected to an externally applied electric field

E, the negative and positive charge centers of the material are separated resulting
in the generation of piezoelectric stress Tpe along specified direction, thereby pro-
ducing piezoelectric strain Spe in the same or different direction depending on the
material. Thus, the reverse piezoelectric effect can be mathematically formulated
using the equation:

Tpe = C Spe = C d E = ϕ E 4 4

where C is the elastic constant of the material relating the generated stress T and
the applied strain S as T = CS.

4.3.1 Contribution of Piezoelectric Effect to Elastic Constant C

The piezoelectric phenomenon causes an increase in the material’s stiffness. Let us
consider a piezoelectric material under strain S producing the following effects:

1) This strain S will generate elastic stress Telastic proportional to the mechanical

strain S such that Te = CS and

2) The strain S will generate a piezoelectric polarization Ppe = ϕS which creates
an internal electric field Epe in the material given by

Epe =
Ppe

ε
=

ϕS
ε

4 5

where ε is the dielectric constant of the material.
When piezoelectric material is poled with a specified polarity thematerial under-

goes polarization due to the poling field. Under an externally applied compressive
stress T, an elastic stress Te is generated in the material that restricts mechanical
deformation of the material. Again due to the piezoelectric property of the
material, the compressive stress on the material produces an electric field Epe
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in the direction same as that of poling field. This electric field Epe generated due
to piezoelectric effect produces a stress Tpe which opposes the applied external
stress T .
Again for reverse piezoelectric effect, when an external electric field E is applied

on a poled piezoelectric material in the direction of the poling field, the elastic
stress Te, which is generated in the material, restricts material deformation. Again
the generation of piezoelectric electric field Epe produced in the direction of the
poling field direction produces piezoelectric stress Tpe. Thus, the presence of an
applied electric field with polarity same as that of poling field results in positive
strain S and hence the expansion of the material. Consequently, the stress
T generated by the strain S can be calculated using the relations Te = CS and
Tpe = ϕEpe as:

T = Te + Tpe = CS +
ϕ2

ε
× S = C +

ϕ2

ε
× S = C × S, 4 6

where C = C +
ϕ2

ε

Thus, piezoelectric effect results in an increased elastic constantC, i.e. the mate-
rial gets stiffened in the presence of piezoelectric effect. The constantCis called the
piezoelectrically stiffened constant.

4.3.2 Contribution of Piezoelectric Effect to Dielectric Constant ε

When an external electric field E is applied across two electrodes separated by a
material of dielectric constant ε, an electric displacement field D is created
between two electrodes and is expressed by the relation D = εE. This is associated
with polarization of the dielectric material resulting in the separation of positive
and negative charges at the opposite sides of the material. For a material with pie-
zoelectric property, the electric field E produces a strain Spe = d × E, which can be
positive or negative depending on the direction of the external electric field with
respect to the poling field. If the direction of external field is in the poling field
direction, the strain is positive and material undergoes expansion along the direc-
tion of poling field. In the case of a direct piezoelectric effect, the expansion of
material along poling field produces Ppe = ϕS , opposite to that of poling field
or opposite to the external applied field. Thus, the surface charge density increases
when the direction of applied external field is same as that of poling field. Again it
can be shown that the surface charge density increases even if the direction of
applied external field is opposite to that of the poling field. If the electric field is
maintained constant, the additional polarization due to piezoelectric effect
increases the electric displacement of free charges toward the electrodes by the
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samemagnitude. Therefore, the total electrical displacement due to different types
of polarizations as illustrated in Figure 4.5 is given by:

D = εE + Ppe = εE + ϕSpe = εE + ϕdE = ε + ϕd E = εE

4 7

where ε = ε + ϕd

and ε is the effective dielectric constant. Thus, the piezoelectric behavior increases
the dielectric constant of the material by ϕd.

4.4 Constitutive Equations

4.4.1 Piezoelectric

Linear piezoelectricity is the combined effect of the (i) linear electrical behavior
and (ii) elastic behavior of the material. In order to construct the constitutive rela-
tions for piezoelectric effect let us consider the following equations which describe
the elastic and the electrical behaviors.

The electrical behavior is defined by the relationD = εE, 4 8

where D is the electric displacement vector which is proportional to the accumu-

lated charge density σ and the polarization P, ε is the permittivity of the material,

and E is the electric field generated in the material due to polarization.
The elastic behavior of the material is defined using Hooke’s law as:

S =
1
C T , S = sT 4 9

P

σpe

σo

σd

+ –

Figure 4.5 Schematic diagram indicating different electrical displacements due to
dielectric polarization σd, orientational polarization σo, and piezoelectric polarization σpe
associated with a piezoelectric and dielectric material.
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where s is the compliance of the material and is interpreted as the ability of the
material to resists deformation.
These may be combined into coupled equations and represented as:

D = dT + εTE

S = sT + dtE
,

Or, Sij = sEijklTkl + dkijEk andDi = diklTkl + εTikEk 4 10 4 11

where Sij is the mechanical strain applied in the i direction and observed in the
j direction, Di is the electric displacement in the i direction, Tkl is the mechanical
stress applied in the k direction and observed in the l direction, Ek is the electric
field, dkij is the piezoelectric strain coefficient, sEij is elastic compliance tensor

applied in the i direction and observed in the j direction at constant electric field,
and εTik is dielectric constant tensor under constant stress. The piezoelectric cou-
pling coefficient d is a material property and depends on thematerial’s mechanical
properties (compliance or stiffness), its electrical properties (permittivity), and its
piezoelectric coupling properties. The superscript E on the compliance sEijkl indi-

cates that the compliance was measured at constant E, preferably E = 0, while
the superscript T on the permittivity matrix εTik means that the permittivity data
were measured at constant stress field, preferably T = 0.
The equations can be expressed in matrix form as:

S = sE T + dt E

D = d T + εT E

or

S1
S2
S3
S4
S5
S6

=

sE11 sE12 sE13 sE14 sE15 sE16
sE21 sE22 sE23 sE24 sE25 sE26
sE31 sE32 sE33 sE34 sE35 sE36
sE41 sE42 sE43 sE44 sE45 sE46
sE51 sE52 sE53 sE54 sE55 sE56
sE61 sE62 sE63 sE64 sE65 sE66

T1

T2

T3

T4

T5

T6

+

d11 d12 d13
d21 d22 d23
d31 d32 d33
d41 d42 d43
d51 d52 d53
d61 d62 d63

E1

E2

E3

4 12

D1

D2

D3

=

d11 d12 d13 d14 d15 d16
d21 d22 d23 d24 d25 d26
d31 d32 d33 d34 d35 d36

T1

T2

T3

T4

T5

T6

+

εT11 εT12 εT13
εT21 εT22 εT23
εT31 εT32 εT33

E1

E2

E3

4 13

Equation (4.13) shows that part of an electrical field applied to the material is
converted into mechanical stress. Likewise, the second equation shows that part
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of a mechanical strain applied to the material is converted into electrical field. One
can note that in the absence of electric field E , the second equation is S = sT ,
which is Hooke’s law. Likewise, in the absence of mechanical stress the first equa-
tion is D = εTE, only describing the electrical behavior of the material. Expressing
the equations in an alternative form, we have:

D− dt
εT

=
S− sET

T

or S = sE 1− k2 T + d εT D, where k2 = (d2/(εTsE))

and k is known as the electromechanical coupling coefficient. It is an indicator of
the effectiveness with which a piezoelectric material converts electrical energy into
mechanical energy or converts mechanical energy into electrical energy. In the
case where the electric displacement is equal to zero, the formula becomes:

S = sE 1− k2 T 4 14

The strain is still proportional to the stress, but the compliance is multiplied by
the term (1− k2). When k is equal to zero, the equation is simply Hooke’s law,
which is logical as it means that all the energy in the material is strain energy.
However, one must know that this expression of k has been obtained considering
that the system is not connected to a circuit. A new expression of k in the case of a
system linked to a circuit is now developed.

4.4.2 Sensor Equations for Electrical Circuits

Since the current and the voltages are measurable quantities in a circuit in contrast
to electric field and electrical displacement, let us constitute the equations for the
same. To replace the electric displacement and the electric field in the above equa-
tions, onemust realize that a constant electric displacement results in zero current,
hence the fact that these two entities are linked. Likewise, a zero electric field
results in a zero voltage. The voltage and the current can be expressed in terms
of electric field E and the electric displacement, respectively, as follows:

V =

x

0

E dx 4 15

and

I =
d
dx

A

D da, 4 16
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where

I current

V voltage

x thickness of piezoelectric material

A surface area of piezoelectric material

E electric field

D electric displacement field

When the piezoelectric material is subjected to an externally applied stress, the
electric field of piezoelectric origin is developed which gives rise to voltage and
hence current in a closed electrical circuit. Assuming electric field E is uniform
along the thickness of the material and the electric displacement D is uniform
on the material’s surface, and taking Laplace transform, we have:

V ζ = E ζ x

I = ζ A D x

where ζ is the Laplace parameter. Expanding in the Laplacian space, we have:

I ζ = ζCV ζ + ζAdT ζ , 4 17

with C = (AεT)/x, where C is also known as the inherent open-circuit capacitance
of the piezoelectric material and

S ζ =
d
x
V s + sET ζ 4 18

Suppressing V(ζ) and T(ζ), we have:

I ζ = ζC 1− k2 V ζ +
ζAεTk2

d
S ζ 4 19

S ζ =
k2sE

dAζ
I ζ + sE 1− k2 T ζ 4 20

It is evident that even at V(ζ), the current will not be equal to zero, which
means that there is a source of current in the circuit. The source of this current
has a piezoelectric origin and is triggered once there is mechanical loading.
Again, it is also to be noticed that the simple proportionality between stress
T(ζ) and strain S(ζ) is lost as soon as both electrical and displacement fields
are not equal to zero. Finally, when k is equal to zero, the second equation
becomes Hooke’s law, which is logical.
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Expressing the Eqs. (4.19) and (4.20) in matrix form:

I

S
=

ζC ζAd
d
x

sE
V

T
4 21

The first term ζC in the matrix is the piezoelectric admittance. When a circuit of
impedanceZext is connected, the total admittance is ζC+ (1/Zext), and thematrix is
expressed as:

I

S
=

ζC +
1

Zext
ζAd

d
x

sE

V

T
4 22

Themodified kwhen the piezoelectric material is connected to the circuit can be
obtained by using the ratio of the amount of electrical energy produced to the total
energy of the system as:

k2circuit = k2
ζCZext

1 + ζCZext
4 23

The expression of strain is given by replacing k with kcircuit as:

S = sE 1− k2circuit T 4 24

4.4.3 Piezoelectric Constants for a Material

When a piezoelectric material is electrically stressed by a voltage the material suf-
fers change in material dimensions. On the other hand, when the piezoelectric
material is stressed mechanically by an externally applied force an electrical volt-
age is generated in the closed circuit. Thus, these piezo elements capable of sensing
or transmitting element are widely used in solid-state devices due to its rugged,
compact, reliable, and efficient performance in devices. These piezoelectric devices
are designed for suitable application by appropriate recognition of the piezoelec-
tric properties of the material in terms of scientifically relevant parameters.
The electrical and mechanical responses of piezoelectric materials under exter-

nal mechanical and electrical activation are highly directional and are represented
and characterized by double subscripts. Piezoelectric coefficients with double sub-
scripts link electrical andmechanical quantities. The first subscript gives the direc-
tion of the electric field associated with the voltage applied, or the charge
produced. The second subscript gives the direction of the mechanical stress or
strain. Several piezo ceramic material constants may be written with a
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“superscript”which specifies either amechanical or electrical boundary condition.
The superscripts are T, E, D, and S, signifying:

T = constant stress = mechanically free
E = constant electric field = short circuit
D = constant electrical displacement = open circuit
S = constant strain = mechanically clamped

Let us now discuss the piezoelectric constants to understand the behavior of dif-
ferent materials to be assigned with desired application.

4.4.3.1 Piezoelectric Strain Constant d

The piezoelectric constants relating the mechanical strain produced by an applied
electric field are termed the strain constants, or the “d” coefficients. The units may
then be expressed as m/V.

d =
Strain developed

Applied electric field
=

Short circuit charge density
Applied mechanical stress

The d constants are calculated from the equation:

d =
k

ε0KT
Es

E

Large dij constants relate to large mechanical displacements suitable for
motional transducer devices. Conversely, the d coefficient relates the charge col-
lected on the electrodes, to the applied mechanical stress. For example, the coef-
ficient d33 signify the parameter when the force is applied in the three directions
(along the polarization axis) and the piezo response is felt on the same surface on
which the charge is collected. Again d31 applies when the charge is collected on the
same surface as before, but the force is applied at right angles to the polarization
axis. The subscripts in d15 indicate that the charge is collected on electrodes which
are at right angles to the original poling axis and that the appliedmechanical stress
is shear. The units for the dij coefficients are commonly expressed as coulombs/
square meter per Newton/square meter.

4.4.3.2 Piezoelectric Voltage Coefficient g

The piezoelectric voltage coefficient “g” is the ratio of the electric field produced to
the mechanical stress applied and is expressed as Vm/N. The g constants are
obtained from the formula:

g =
Strain developed

Applied charge density
=

Field developed
Applied mechanical stress

=
d
ε
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The coefficient gij denotes that the applied stress or the piezoelectric induced
strain is in the j direction and the electrodes are established normal to the i direc-
tion. Thus, a “31” subscript signifies that the pressure is applied at right angles to
the polarization axis, but the voltage appears along the polarization axis. A “15”
subscript implies that the applied stress is shear and that the resulting electric field
is perpendicular to the polarization axis. Materials with high gij are most suitable
for sensor applications.

4.4.3.3 Piezoelectric Coupling Coefficients k

The coupling coefficient (sometimes referred to as the electromechanical coupling
coefficient) is defined as the ratio of the mechanical energy accumulated in
response to an electrical input or vice versa. The piezoelectric coupling coefficient
can be expressed in the following equation:

k =
Mechanical energy stored
Electrical energy applied

=
Electrical energy stored

Mechanical energy applied

The subscripts in kij refer to the relative directions of electrical and mechan-
ical quantities and the kind of motion involved. They can be associated with
vibratory modes of certain simple transducer shapes; k33 is appropriate for a
long thin bar, with electrodes on the ends, and polarized along the length,
and vibrating in a simple length expansion and contraction. The k31 relates
to a long thin bar, with electrodes on a pair of long faces, polarized in thickness,
and vibrating in simple length expansion and contraction. The kp signifies the
coupling of electrical and mechanical energy in a thin round disk, polarized in
thickness, and vibrating in radial expansion and contraction. The k15 describes
the energy conversion in a thickness shear vibration. Since these coefficients
are energy ratios, they are dimensionless.

4.4.3.4 Mechanical Quality Factor QM

The mechanical quality factor QM is defined as the ratio of the reactance to the
resistance in the series equivalent circuit representing the piezoelectric resonator.
TheQM is also related to the sharpness of the resonance frequency. This parameter
characterizes the sharpness of the electromechanical resonance system. The QM

can be mathematically expressed as:

QM =
1

2πf rZmC0

f 2a
f 2a f

2
r
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where

f r resonance frequency Hz

f a anti resonance frequency Hz

Zm Impedence at fa ohm

C0 static capacitance F

4.4.3.5 Acoustic Impedance

When a voltage is applied across the piezoelectric crystals it produces a pressure
field (a stress) on the atoms in their lattice with an accompanying overall contrac-
tion or expansion (a strain) in one or more dimensions of the material. The acous-
tic impedance Zacous is the parameter which evaluates the acoustic energy transfer
within the crystal and signifies the resistance in the propagation of acoustic energy.
Acoustic impedance is the product of the density and speed of the wave in the
piezoelectric crystal.
In solid materials, Zacous = ρ k , where ρ is the density and k is the elastic

stiffness of the material.

4.4.3.6 Aging Rate

The aging rate of a piezoelectric ceramic is a measure of how certain material
parameters vary as a function of time (age). The most important parameters that
age with time are the dielectric constant, frequency constants, and the resonant
frequency. The aging of ceramics has a logarithmic function with time.

Ageing rate =
1

log t1 − log t2

P2 − P1

P1

where t1 and t2 represent number of days after polarization.
P1 and P2 represent measured parameters.

4.4.3.7 Dielectric Constants KT
ij

The relative dielectric constant KT
ij is the ratio of the permittivity of the material ε

to the permittivity of free space ε0 in the unconstrained condition, i.e. well below
the mechanical resonance of the part. The dielectric constant is derived from the
static capacitance measurements at 1 kHz using a standard impedance bridge. The
relations are illustrated in Figure 4.6 and expressed below:

KT
ij =

C0h
ε0A

KT
ij relative dielectric constant of material at constant stress T
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where electric field applied in j direction and stress generated along i

C0 measured capacitance

h distance between electrodes

ε0 relative permitivity of free space

A area of electrodes

4.5 Piezoelectric Materials

Piezoelectric materials can be classified into natural or man-made and their sub-
divisions are illustrated in Figure 4.7. The naturally occurring piezoelectric mate-
rials are subdivided into single-crystal organic materials and biopiezoelectric
materials. The single-crystal piezo materials include materials with anisotropic
dielectrics with noncentrosymmetric crystal lattice, while the organic piezo mate-
rials involve hydrocarbon materials with piezoelectric properties. Some low
structurally symmetric biomaterials which are associated with biological system
show piezoelectric response to mechanical stress, are excessively used nowadays
in medical devices due to its biocompatibility needs (separate mention in this sec-
tion), and are termed as biopiezoelectric materials. However, it is the man-made
piezoelectric materials including ceramics, polymers, and composites that domi-
nate the piezoelectric sensor industry due to their enhanced properties as com-
pared to natural piezoelectric material. Materials with ferroelectric properties are
often used to prepare piezoelectric materials. Man-made piezoelectric materials

Poling axis

(a) (b) (c)
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Figure 4.6 Schematic representation of relative dielectric constant KT
ij showing the

direction of mechanical stress and corresponding direction of induced polarization.
Mechanical stress applied along the poling direction produces an induced polarization
(a) perpendicular to it but in the direction along x-axis (referred as “1”) (b) perpendicular
to it but in the direction along y-axis (referred as “2”) and (c) in the same direction along
z-axis (referred as “3”).
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are subdivided into four main categories – polymers, ceramics, composites, and
thin films. Different categories of the piezoelectric materials and their respective
principles for the generation of piezoelectricity are described next.

4.5.1 Natural Piezoelectric Materials

4.5.1.1 Piezoelectric Single Crystals

Single crystal studies present a number of advantages for investigating piezoelec-
tricity in any material, including biological structures. First, in terms of theoretical
methodology, quantummechanical modeling most often begins with the unit cell.
Density functional theory (DFT) utilizes periodic boundary conditions to simulate
bulk material behavior and can quantify material physical properties of crystals,
including the dielectric, elastic, and piezoelectric constants. By studying biomole-
cular crystals in this way, the predicted physical properties can be directly related
to single-crystal experiments, allowing effective screening of organic crystals
for experimental investigation. A combination of modeling and characterization
can provide much-needed insight into how piezoelectric properties are modulated
by unit cell properties, such as dipole moments, molecular packing, and compo-
sition. Crystallizing biomolecules create a network of unit cell dipoles identical to
the mechanisms of classical inorganic piezoelectrics, which allows for biological
single crystals to easily fulfill the role of piezo ceramics, e.g. in stack actuation.
Single crystals can often be grown quite easily from aqueous solutions, and the
quality and shape of organic single crystals can be modulated using additives or
pH buffers. This simple idea that the properties of single crystals can be modified
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Figure 4.7 Classification of piezoelectric materials and their examples.
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chemically to enhance their properties suggests that this could be extended to pie-
zoelectric properties using theoretical predictions to guide experiments. Some of
the well-known piezoelectric single crystals along with their salient features are
listed in Figure 4.8.
The piezoelectricity effect in the natural crystalline material is discussed by

using a piezoelectric – a specially cut quartz crystal. The parameters that decide
the piezoelectric nature of the crystal are: (i) angle at which the wafer is cut from
natural quartz crystal, (ii) plate thickness, (iii) dimension of the plate, and
(iv) means of mounting. Thus, a natural quartz crystal has to be cut in the shape
of a thin plate of rectangular or oval shape of uniform thickness to investigate its
piezoelectric characteristics. Each crystal has three sets of axes – optical axes, three
electrical axes OX1, OX2, and OX3 at 120 with each other, and three mechanical

Quartz

• Rochelle salt (NaKC4H4O6–4H2O) is one oldest material showing ferroelectricity

  between the two Curie temperatures Tc1= 255K and Tc2= 297K showing

  orthorhombic structure in the paraelectric phase and the monoclinic structure

  in the ferroelectric phase.

• It has a very low decomposition temperature equal to 55°C. The piezoelectric

  constants of Rochelle salt are d21= 7.0 × 10–10C/N, d22= 2.2 × 10–9C/N, d23= 2.1 ×

  10–9C/N, and d25= 3.7 × 10–11C/N

• Topaz crystallizes in the orthorhombic structure and is mostly prismatic

  terminated by topaz pyramidal and other faces.
• Piezoelectricity in topaz can probably be attributed to ordering the (F,OH) in

  its lattice, which is otherwise centrosymmetric: orthorhombic bipyramidal

  (mmm). Topaz has anomalous optical properties which are attributed to such

  ordering.

Rochelle Salt

Topaz

Tourmaline

• Tourmaline [(Na,Ca) (Mg, Li, Al, Fe2+)3Al6(BO3)3Si6O18(OH)4] is employed in

  pressure devices because of its piezoelectric properties – i.e. its ability to

  generate electric charge under mechanical stress or its change in shape when

  voltage is applied. It has been used in depth-sounding apparatus and other
  devices that detect and measure variations in pressure.

• Quartz is the most popular single-crystal piezoelectric material. Single-crystal

  materials exhibit different material properties depending on the cut and

  direction of the bulk wave propagation. Quartz oscillator_operated in thickness

  shear mode of the AT-cut are used in computers, TVs, and VCRs.

• In SAW. devices ST-cut quartz with X-propagation is used. Quartz has

  extremely high mechanical quality factor QM > 105
Source: Parent Géry/Wikimedia Commons/Public Domain

Source: dmishin

Figure 4.8 Different naturally occurring single-crystal piezoelectric materials.
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axes OY1, OY2, and OY3 also at 120 with each other. The mechanical axes will be
at right angles to the electrical axes as shown in Figure 4.9a, b. When a mechanical
strain is applied along the y-axis, the atomic structure in the crystal is deformed
which causes the shifting of the positive and negative charge centers of the atomic
dipoles in the crystal, leading to the generation of electrical polarization. Due to
this electrical polarization, a net charge is generated on the crystal faces perpen-
dicular to the xy plane, thereby an external electrical field is achieved. On the other
hand, if an electric stress is applied in the directions of an electric axis (x-axis), the
atoms of the crystal are subjected to an electrical pressure, due to which the atoms
are moved to rebalance themselves, leading to the deformation of the crystal and
hence generation of mechanical strain in the direction of the y-axis.

4.5.1.2 Organic Materials

The organic piezoelectric effects are attributed to the lack of symmetry in most
organic molecules. Thus, piezoelectricity is most prevalent in organic noncentro-
symmetric structures where piezoelectric charges are generated when a mechan-
ical stress is applied. The piezoelectric effect is enhanced in organic molecules
when molecular dipoles within the bulk material are orienting in a particular
direction through the application of a high electrical field termed as poling. Many
organic material including the biomaterials like amino acids, peptides, DNA, and
glycine form noncentrosymmetric crystals and exhibit piezoelectricity and are
dwelled in the next section on piezoelectric biomaterials. Natural piezoelectric
materials especially biomaterials usually exhibit weak piezoelectric property
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Figure 4.9 Display of (a) electrical (x) and mechanical (y) axes of a piezoelectric crystal
and (b) cutting technique of a piezoelectric crystal, showing the cut axis that is perpendicular
to the largest face.
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and uncontrollable shapes. Other organic piezoelectric materials like glycine, col-
lagen, cellulose, keratin, and graphene have also attracted attention in recent years
and will be discussed in this section.
Cellulose, the most abundant biopolymer on earth, is generally obtained from

plant sources. Wood is the most common example of crystalline cellulose forming
aligned fibers and oriented at a particular direction. The piezoelectricity of wood,
i.e. the change of electrical polarization in a material in response to mechanical
stress, has been known for decades. The piezoelectricity in wood is attributed
to the cellulose crystal lattice, formed by unit cells of cellulose molecules
([C6H10O5]n).
Let us consider a section of the wood is cut perpendicular to the grain direction

and electrode in the z-plane as shown in Figure 4.10a. On application of a shear-
ing force parallel to the direction of the fibers along the z-direction clockwise in
the z-plane, it is found that positive charges are developed on the front side and
negative charges of piezoelectric origin are developed on the backside of the
wood section as shown in Figure 4.10b. A shear stress in one plane, including
the grain direction, produced electrical polarization perpendicular to it. This ori-
gin of the piezoelectricity in wood originate from the crystalline structure of nat-
ural cellulose fiber consisting of micellar structure. The crystalline structure
belongs to the monoclinic symmetry space group C2||x3, and the possible piezo-
electric constant dij for a single crystal of cellulose is as follows:

dij =

0 0 0 d14 d15 0

0 0 0 d24 d25 0

d31 d32 d33 0 0 d36

Sliced section
of wood

(a) (b)

z

z

y

x

Charges of

piezoelectric

origin developed

Direction of shear
force parallel to z-axis

Figure 4.10 Schematic representation of wood section in Cartesian coordinates with
(a) z-axis aligned along the direction of the fibers and (b) generation of piezo charges on
application of shearing forces along the z-direction.
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The piezoelectric coefficient dij describes the charge density generated under a
certain applied stress. The components of third-rank tensor with piezoelectric
coefficients dij can be expressed using a 3 × 6 matrix, where m = 1, 2, 3 refers
to the electrical axis and n = 1, 2, …, 6 to the mechanical axis [5]. The main axes
1, 2, and 3 correspond to length, width, and thickness, whereas the shear around
these axes is expressed by indices 4, 5, and 6. Taking into consideration the parallel
arrangement of cellulose fibers alone, the z-axis in wood the piezoelectric constant
d matrix gets modified. The long axis of micelle are oriented parallel to the fiber
axis and have a fair good orientation. These distribution of micellar fiber in the x–y
plane are however random. Hence, the d constant of the piezoelectric system is
given by d14 and d25, where the relation d25=−d14 is also satisfied. Hence, the
d constant of the system is given as:

dij =

0 0 0 d14 0 0

0 0 0 0 − d14 0

0 0 0 0 0 0

The chemical treatments which transform the lattice structure from cellulose
I–II or III, increased the piezoelectric modulus. However, gamma ray irradiation
up to a dose sufficiently high to decrease the molecular weight had only little influ-
ence on the piezoelectric modulus. The piezoelectric polarization in wood can be
utilized in technical problems such as the measurement of shock velocity in
timber.
Collagen, an organic polymer and one of the major components in bio-

logical tissue, possesses significant piezoelectric properties. Type I collagen
(Figure 4.11a) accounts for more than 90% of the total collagen content in the body
and constitutes the bones, tendons, and the ligaments, while type II collagen
(Figure 4.11b) is found in cartilages. Collagen molecules are generally 1.5 nm in
diameter and 300 nm long and exist as a spiral triple helix which self-assembles
through extensive hydrogen bonding of amine and carbonyl functionalities and
packs into a quasi-hexagonal (C6) lattice of crystalline fibrils of diameter
50–200 nm. The piezoelectric effect in collagen comes from polar and charged
groups in the molecule. When a mechanical stress is applied to the collagen mol-
ecule the displacement of the hydrogen bonds reorients the dipole moments along
the long axis of the collagen molecule, inducing permanent polarization in the
molecule. The crystalline symmetry and structural stability of collagen is main-
tained by crystalline water molecules bridged through carbonyl groups of polypep-
tide chains. Together, these effects result in the overall piezoelectric effect in
collagen. The shear piezoelectric constant of collagen is found to be around
d14 = 0.1 pm/V. The piezoelectric properties can be improved by the addition of
chitosan to collagen and adjusting the resultant mixture to neutral.
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Bone is a nanocomposite consisting of 90% type I collagen matrix and 10%
hydroxyapatite filler. Here, collagen and the hydroxyapatite both possess piezoe-
lectric properties and form the organic and the inorganic parts of the nanocompos-
ite, respectively. Since collagen forms the major part of the bone, we discuss the
piezoelectric contribution from the organic collagen fibers. The piezoelectricity
in bone is largely attributed to the dense fibrillar packing of noncentrosymmetric
collagenous matrix with embedded crystalline nanoapatite crystals of dimensions
(size: 50 × 25 × 3 nm). The highest shear mode piezoelectric coefficient d14 in fem-
oral bone was recorded to be 0.7 pC/N. However, due to structural anisotropy, the
bone displays anisotropic piezo response. The axial piezoelectricity and vertical or
radial piezo resistivity of bone were suggested to be related to directional orienta-
tion of collagen fibrils as well as p–n junctions between collagen (n-type material)
and apatite (p-type material). Anderson found the piezoelectric constants of dry
bone to be:

dij =

d11 d12 d13
d21 d22 d23
d31 d32 d33

=

0 55 0 11 − 0 25
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Figure 4.11 (a) Representation collagen fibers composed of aligned collagen fibrils
which is made from triple helix collagen molecules and (b) molecular structure of type II
collagen fiber.
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where dij is defined by the following relationship:

Pi =
i

dijTi i = 1, 2, 3 and j = 1, 2, 3

where P is the electric polarization; T, mechanical stress; Axis 1 is aligned anterior
to posterior; Axis 2 is along the lateral direction; and Axis 3 comprises the longi-
tudinal direction parallel to the long axis of the bone. The collagen fibers are
oriented parallel to the long axis of the bone (axis 3). The piezoelectric constants,
d21, d23, and d11, showed greatest values, signifying that the generated piezoelectric
charges are largest at the sides of the collagen fiber. Under physiological compres-
sion, polar hexagonal crystalline units of collagen in dry bone undergo dipolar reo-
rientation resulting in a negatively charged surface. When the bone was immersed
in the saline water the piezoelectric coefficient is modified to:

dwetij =

d11 d12 d13
d21 d22 d23
d31 d32 d33

=

0 54 6 7 1 33

8 9 1 12 0 96

28 11 5 2 5

It was inferred that in the bone under wet state the applied stress drives the flow
of fluid containing charged ions through the canalicular space, resulting in stream-
ing potentials that provide electric signals to cells and hence the large increase in
the piezoelectric constants d31 and d32. The piezoelectric effect in bone promotes
bone formation by the deposition of osteoblasts driven by the generated electrical
dipoles. The electrical dipoles induce the deposition of minerals – primarily
calcium – on the stressed side of the bone, and hence help in bone fracture healing.
Silk is highly disordered natural fiber obtained frommoth or spider. Commercial

silk fibers are obtained from Bombyx mori moth silk. The silk thread consists of
longitudinal striations with two fibroin filaments of 10–14 μmeach, and embedded
in sericin. The sericin binder acts as an adhesive binder to hold the structure of the
fiber. The silk fibroin is a natural fibroin protein with semicrystalline structure,
providing fiber stiffness and strength. Silk fibroin is a high-molecular-weight block
copolymer which consists of a heavy (≈370 kDa) and light chain (≈26 kDa) linked
together by a single disulfide bond. Two crystalline polymorphs are reported
for the B. mori silk fibroins. The first polymorph silk I represents the structure
of the silk fibroin when stored in the silk gland of B. mori before spinning, while
the silk II represents the structure of the fibroin after spinning. The polymorph
silk I is mostly helical and less extended conformation of silk chains as compared
to silk II. Under shearing forces, the metastable silk I structurally transforms into
silk II. The silk II polymorph is composed of both amorphous and crystalline
phases. The crystalline regions of the fibroin consist of alternating sequence of
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structurally pleated antiparallel β-sheet secondary structure and amorphous
spacers. The crystalline heavy chain with antiparallel β-sheet structure is com-
posed of highly repetitive alanine (Ala) and glycine (Gly) amino acids sequence
motif. The β-sheet crystallite is themolecular network constructed by cross-linking
β-sheet conformation of the molecular structures within several neighboring
silk protein molecules. The Ala-Gly phase is hydrophobic, while the hydrophilic
amorphous spacer impart polyelectrolytic properties to the heavy chain. The
β-sheet secondary structure can be indexed as a monoclinic space group with a
rectangular unit cell parameter of a= 0.938 nm, b= 0.949 nm, and c= 0.698 nm
for B. mori silk.
Shear piezoelectricity is a characteristic property of the silk fibroin, the struc-

tural, self-assembling protein of silkworm fibers. Fukada et al. [6] reported that
the piezoelectric response of silk fibroins was ~1 pC/N, which is comparable to
that of the quartz crystal (~2 pC/N). Silk films with draw ratio = 2.7 exhibit shear
piezoelectric coefficients of d14 = −1.5 pC/N. Silk’s piezoelectricity is attributed
cumulatively to high degree of silk II, β-sheet crystallinity, and crystalline orien-
tation. Silk piezoelectricity is explained by net polarization of uniaxially aligned,
silk II crystals with a noncentrosymmetric, monoclinic unit cell perpendicular to
the plane of the applied shear force. The shear forces, when applied in the plane of
the β-sheet, could result in intra- and interchain slide within pleated β-sheet
domains and a subsequent rotation of amide dipoles, resulting in the formation
of an internal polarization. While an isotropic distribution of β-sheet crystal
domains would lead to cancellation of internal polarizations, uniaxial orientation
of crystal domains could facilitate a net polarization and hence resulting in a pie-
zoelectric effect. The interest in silk fibroin, a piezoelectric material for biotechno-
logical and biomedical applications, is due to the highly controllable β-sheet
content, biocompatibility, and controllable biodegradation rates. Piezoelectric silk
could potentially enable development of exciting piezoelectric silk-based wearable
sensors.
In addition to the organic materials discussed previously, many hard tissues like

dentin and cementum together with soft tissues like cartilage, ligament, tendon,
muscle, and hair have shown piezoelectric behavior. This property generally ori-
ginates from the nanocrystalline or liquid crystalline-ordered nature of complex
extracellular matrix components like collagen, keratin, elastin, glycosaminogly-
cans, and hydroxyapatite which compose these materials.

4.5.1.3 Biopiezoelectric Materials

Biological materials are low-symmetry, highly ordered structures and lack of
inversion center has facilitated various biological materials to possess inherent pie-
zoelectric properties with large linear electromechanical coupling coefficient. The
piezoelectric behavior in biological materials is attributed to the complex dipolar
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properties and dipole–dipole interactions mediated by intricate hydrogen bonding
networks with different levels of self-assembly and hierarchy. Although the piezo-
electricity derived from biological materials are not considered technologically
advantageous for commercial success with d coefficients ranging from 0.1 to 2
pC/N2 as compared to 8 pC/N and 800 pC/N for ceramic-based piezo materials,
new materials including viruses, prawn shells, and fish bladders are continued
to be investigated for improved performances in the development of piezoelectric
generators. It is expected that biological piezoelectric material will find applica-
tions in various sectors including high-performance sensors, actuators, and energy
harvesters. Biological piezomaterials show unique promise for applications in sen-
sing and drug delivery and have the potential to be an alternative to Pb-based
ceramic piezo materials. The difficulty in the crystallizing fibrous and transmem-
brane proteins is a major set-back in the investigation and understanding of bio-
logical piezo materials. However, breakthroughs in the crystallization techniques
for amino acids and peptides have opened up fresh scope and interest in the inves-
tigation of biopiezo materials. The understanding of the piezoelectric properties of
amino acids holds the major key to prediction of piezo behavior of biological mate-
rial. Lysozyme, a well-known globular protein found in tears and saliva, and thy-
mine, one of the nucleobases, were reported to exhibit piezoelectric properties in
crystalline forms.
Generally amino acids are known to crystallize in low-symmetry, noncentro-

symmetric, orthorhombic, and monoclinic space groups, thereby providing them
with piezoelectric properties. Glycine, the simplest amino acid, can form crystals
with α, β, and γ phases as shown in Figure 4.12a. Among them, both the β phase
with the noncentral symmetric space group P21 and the γ phase with the noncen-
trosymmetric space group P32 exhibited piezoelectricity. The single-layer β glycine
is metastable and converts easily into α-glycine in air. γ-Glycine crystals with a
trigonal hemihedral symmetry are stable at room temperature, but γ crystals
are tough to grow. The high shear piezoelectric constant d16 of up to 178 pm/V
was achieved for β-glycine crystal. The γ glycine exhibited a low longitudinal piezo
coefficient of 10 pm/V and piezoelectric constant d33 of 9.93 pm/V. The amino
acid-based device enabled a maximum output voltage of ~0.45 V under a force
of ~0.172 N. Doping of centrosymmetric α-glycine crystals with other L amino acids
also leads to crystals with piezoelectric properties. Piezoelectric pressure sensors
using glycine as the active material have been reported [7].
The peptide that has attracted the most attention for its piezoelectric properties

is diphenylalanine (FF) (Figure 4.12b), which is easily influenced by external elec-
tric fields in aqueous solution. FF peptide nanotubes possess piezoelectric and
pyroelectric properties along with high stability and large Young’s modulus,
whichmake them promising alternative piezomaterials for consumer electronics.
FF was also found to generate voltages of 0.6–2.8 V, which makes them
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alternative beside glycine and alanine for self-powered brain implants and pace-
makers. It was reported that the piezoelectric constant d33 of FF peptides ranged
from 5 to 30 pm/V. Since as grown FF peptides are often distributed in random
directions, electric field are applied during growth to promote self-assembly of
the FF strands resulting in the alignment of the strands along the polarization
direction, thereby generating an effective dipole moment to achieve a piezoelec-
tric coefficient d33 = 17.9 pm/V. FF peptide nanorods were also synthesized where
piezoelectric coefficient d33 = 60 pm/V was obtained. The piezoelectric coeffi-
cients of FF peptide under shear orientation were obtained to be d15 = 80 pm/V,
which is higher than the piezoelectric constant (d31 = 4 pm/V), (d33 = 18 pm/V),
and (d14 = 10 pm/V). This is attributed to the FF hexagonal structures which
produces strong dipole moments of six FF rings that point at the same orientation.
The orthorhombic structure has antiparallel orientations in six FF rings and a zero
total polarization. The FF peptide shows piezoelectric character only at tempera-
ture above 140 C due to the formation of an orthorhombic crystal structure above
this temperature. The FF microrod possessed a piezoelectric constant d33 as
high as 17.9 pm/V. Other piezoelectric peptides, cyclo-GW, with a monoclinic
(P21) crystal structure, has an effective piezoelectric constant of d33 = 14.1 pC/N.
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Figure 4.12 (a) (i) α Phase (ii) β phase, and (iii) γ phase of glycine crystal. (b) A schematic of
(i) FF peptide nanorods with hexagonal symmetry, (ii) the change in the domain and
crystallite size in orthorhombic FF peptide crystal, and (iii) as a function of the annealing
temperature 140 C.

140 4 Piezoelectric Sensors



When the cyclo-GWpeptide was fabricated into a nanogenerator, an output voltage
of 1.2 V at a force of 65 N was generated. W-based aromatic dipeptides such as
cyclo-FW peptides with an orthorhombic crystal structure used as voltage genera-
tors produced a high open-circuit voltage reaching 1.4 V. DNA’s piezoelectric prop-
erties are attributed to the internal rotation of the dipoles created by phosphate
groups. The piezoelectric properties in DNA were observed at lower water content
when the bonds holding the DNA helix together gets weaker. This demonstrates
the importance of bonding, structure, and experimental conditions when determin-
ing piezoelectric properties. The M13 bacteriophage’s piezoelectric effect is caused
by extruding proteins and it can be fabricated into thin films that exhibit strengths
of 7.8 pm/V.
Piezoelectric biological materials have opened up new avenues in the design

and construction of energy-harvesting devices in spite of multiple challenges
relating the amount of water content in the biomaterial and the role of water
in the modulation of piezoelectric properties. Furthermore, the softness of bio-
logical materials has restricted the measurement of piezoelectric parameters
using traditional instruments. The challenge is even magnified due to the nan-
oscopic size of the biomolecules and that they cannot be sliced, polished, and
electrode with relative ease.

4.5.2 Man-made/Synthetic Piezoelectric Material

4.5.2.1 Polymers

Polymer material is lightweight, low cost, and flexible, which is promising for var-
ious applications. There aremainly two kinds of piezoelectric polymer materials as
mentioned earlier. First, the polymer materials (Table 4.1) intrinsically have the

Table 4.1 Mechanical and electric properties of different piezoelectric materials.

PVDF [9, 10] PVDF-TrFE Parlyene-C Polyimide

Young’s modulus (GPa) 2.5–3.2 1.1–3 2.8 2–3
Dielectric constant 12 12 3.15 4

Dielectric loss 0.018 0.018 0.01

Mechanical loss 0.05 0.05 0.06 0.06

d33 13–28 24–38 2 5.3–16.5
d31 6–20 6–12
k33 0.27 0.37 0.02 0.048–0.15
k31 0.12 0.07

Maximum usability
temperature

90 100 115 220
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piezoelectric effect. These kinds of polymer materials mainly are PVDF and its
copolymer of trifluoroethylene (PVDF-TrFE) nylon-11 and polyurea [8]. However,
most polymer-based piezoelectric generators are fabricated from PVDF and its
copolymer. The second kind is called an electret that can preserve the induced
charges for a long time. An electret can be considered a piece of dielectric material
with the presence of quasi-permanent real charges on the surface or in the bulk of
the material, or frozen-in aligned dipoles in the bulk. An electret behaves like a
battery or acts as an electrical counterpart of a permanent magnet. A piece of poled
ferroelectric material can also be an electret. It can be used not only in the fabri-
cation of piezoelectric generators but also in triboelectric generators based on elec-
trostatic induction effect. Here, we mainly discuss on PVDF and its copolymers.
Crystallographically, PVDF has very low symmetry because poling is achieved
by uniaxial or biaxial stretching rather than the application of an electric field. This
leads to an orthorhombic structure; class 2 mm and it therefore has 17 independent
coefficients. The properties that make it attractive are its low acoustic impedance,
Z = 3.9 MRayl, its low Qm, and its high piezoelectric voltage constant, g33 = 0.23
Vm/N. Together, these make it an excellent broadband receiver for underwater
sonar and biomedical imaging applications, where the ultrasonic medium has
an acoustic impedance, Z≈ 1.5 MRayl. Its physical form as a thin plastic film also
finds it applications and assists with its use as a broadband receiver because this
places its fundamental resonance at a high frequency, allowing spectrally flat oper-
ation at lower frequencies.
The piezoelectric effect stems from hydrogen and fluorine atoms in the PVDF,

which are positioned perpendicularly to the polymer as shown in Figure 4.13. The
crystallinity of the PVDF polymer will be a major factor on the piezoelectric
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Figure 4.13 Molecular arrangements in (a) unpoled and (b) electrically poled PVDF
showing the separation of positively charged H-ions and negatively charge F-ions
contributing to the enhancement in piezoelectric behavior.
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constant of polymers. Typically, PVDF has three crystalline phases, namely α, β,
and γ, and it is the α phase that typically forms inmost situations. The piezoelectric
polymers have a crystalline region that has an internal dipole moment. These
dipole moments are randomly oriented without any mechanical or electrical pol-
ing process, and the net dipole moment is zero in this condition. This type of struc-
ture is called α-phase PVDF film (Figure 4.13a) that has no piezoelectric response.
The α-phase PVDF film is commonly used as insulating material because of its low
thermal conductivity, low density, and high chemical and heat resistance. With
post processes such as mechanical stretching and electrical poling under a high
electric field, crystalline regions inside the bulk PVDF film will align in electric
field direction. The PVDF structure with this morphology is called β-phase film
(Figure 4.13b). As the polar β phase shows the strongest piezoelectric behavior,
the material needs to be electrically poled using an electric field with the order
of 100MV/m or mechanically stretched. A higher β-phase crystalline can lead
to a higher piezoelectric coefficient d33. Typically, around 90–95% of β-phase por-
tion shows a strong piezoelectric response for PVDF polymer. Copolymers of
PVDF such as PVDF tetrafluoroethylene (PVDF-TrFE) P(VDF-TrFE) [(CH2-
CF2)n-(CHF-CF2)m] crystallizes more easily into the β phase due to steric factors,
resulting in better piezoelectric response. Upon application of post processes to the
PVDF film, the β-phase PVDF film retains its morphology unless there are severe
changes in temperature to the film. The maximum operating temperature for the
β-phase PVDF film is 80 C and 110 C for the β-phase PVDF-TrFE film.
Piezoelectric polymers have certain common characteristics as

• Small piezoelectric d constant which makes them a good choice for the actuator.

• Large g constant which makes them a good choice as sensors.

• These materials have good acoustic impedance matching with water or human
body due to their light weight and soft elasticity.

• Broad resonance bandwidth due to low QM.

• These materials are highly opted for directional microphones and ultrasonic
hydrophones.

4.5.2.2 Ceramics

Piezo ceramics, a significant group of piezoelectric materials, are ferroelectric
materials with polycrystalline structures (perovskite, tetragonal/rhombohedral
crystals). Above the Curie temperature, these crystals exhibit simple cubic symme-
try in structure, where there are no dipoles present and the positive and negative
charge sites are coincident due to the centrosymmetric structure. However, this
symmetry is broken below the Curie temperature, where the charge sites are no
more coinciding as depicted in Figure 4.14. This results in built-in electric dipoles,
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which are reversible. Neighboring dipoles realign locally to form Weiss domains.
Lead zirconate titanate (PZT), barium titanate (BaTiO3), lead titanate (PbTiO3),
potassium niobate (KNbO3), lithium niobate (LiNbO3), lithium titanate
(LiTaO3), sodium tungstate (Na2WO3), and zinc oxide (ZnO) are some of the most
typical piezo ceramics. Barium titanate (BaTiO3, BT) ceramics were discovered
independently by US, Japan, and Russia during the WWII, which marked the
dawn of the “glory of piezoelectric perovskites.” Based on the widely used
“Tita-Con” (titania condenser) composed of TiO2–MgO, researchers doped various
ternary oxides to enhance the permittivity of the materials. When the researchers
investigated three dopants, CaO, SrO, and BaO, in a wide stoichiometric propor-
tions, they found that the permittivity was maximum when the oxides were in
compositions of ABO3 type, e.g. CaTiO3, SrTiO3, and BaTiO3, where such struc-
tures were termed as perovskites. Initially BaTiO3 was not recognized as a piezo-
electric material but an insulator due to its high capacitance. Later Gray at Erie
Resister asserted that electrically poled BaTiO3 exhibited piezoelectricity owing
to the domain realignment. BaTiO3 has a noncentrosymmetric crystal structure
with a net non-zero charge in each unit cell of the crystal. However, as a result
of the titanium ion sitting slightly off-center inside the unit cell, an electrical polar-
ity develops, thereby turning the unit cell effectively into an electric dipole.
A mechanical stress on the crystal further shifts the position of the titanium
ion, thus changing the polarization strength of the crystal. This is the source of
the direct effect. When the crystal is subjected to an electric field, it also results
in a relative shift in the position of the titanium ion, leading to the distortion of
the unit cell and making it more (or less) tetragonal. This is the source of the
inverse effect. Due to its high dielectric constant and low loss characteristics,
BaTiO3 has been used in applications such as capacitors and multilayer capacitors
(MLCs). While doped BaTiO3 has found wide application in semiconducting
devices, PTC thermistors, and piezoelectric devices, and has become one of the

Pb2+ O2– Ti4+, Zr4+

T > Tc T < Tc

P
→

(a-i) (a-ii) (b-i) (b-ii)

BaTiO3
BaTiO3

Figure 4.14 The transition of (a) BaTiO3 from (i) tetragonal to (ii) cubic and (b) PbZrO3

from (i) tetragonal to (ii) cubic beyond the Curie temperature Tc, P denotes the direction of
polarization.
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most important ferroelectric ceramics. Piezoelectric BaTiO3 (Figure 4.14a-i,ii)
ceramics had a reasonably high coupling coefficient and nonwater solubility,
but the bottlenecks were (i) a large temperature coefficient of electromechanical
parameters because of the second-phase transition (from tetragonal to rhombohe-
dral) around room temperature or operating temperature, and (ii) the aging effect
due to the low Curie temperature (phase transition from tetragonal to cubic) around
only 120 C. In order to increase the Curie temperature higher than 120 C, to
decrease the second transition temperature below−20 C, various ion replacements,
such as Pb, Zr, and Ti, were studied. From these investigation and using the solid
solutions of PbTiO3, PbZrO3, and SrTiO3, a new system, lead zirconate titanate
(Pb[Zr(x)Ti(1− x)]O3) (PZT), was discovered (Figure 4.14b).
PZT has a perovskite crystal structure, with each unit consisting of a small tet-

ravalent metal ion in a lattice of large divalent metal ions. In the case of PZT, the
small tetravalent metal ion is Ti or Zr, while the large divalent metal ion is usually
Pb. Under conditions of tetragonal or rhombohedral symmetry on the PZT crys-
tals, each crystal has a dipole moment. As compared to BaTiO3, the PZT materials
exhibit greater sensitivity and have a higher operating temperature. Piezoelectric
thin films of PZT are widely used in the field of sensors and actuators, because of
their ability to generate large displacements, the higher sensitivity and higher
energy densities with wide dynamic range, and low power requirements. Due
to its excellent polarization values, dielectric constant, easy integration to various
devices, and piezoelectric constant, PZT thin film is often used as the actuating/
sensing component. Some examples where PZT thin films are used as active
layer/component are force sensors, ultrasonic sensors, thermal sensors, micro-
pumps and valves, probes for medical imaging and nondestructive testing, accel-
erometers, and new range of electronic components.
Due to excellent piezoelectric and dielectric properties of PZT, it has been on the

forefront in sensor and actuator technologies for more than 60 years. Later in the
1990s, single-crystal piezoelectric material such as PMN-PT and PZN-PT were
made, which along with PZT have been well commercialized and found many
applications in the sensor and actuator fields because of their very high electrome-
chanical coupling coefficient and large piezoelectric coefficient. However, the big-
gest challenge which is being faced by Pb-based materials is its environmental
compatibility, because of toxicity of Pb. Recent global restrictions on manufacture,
use, and disposal of Pb-based material requires pressing need to develop Pb-free
and environment friendly material with piezoelectric properties similar to that
of Pb-based. Among the Pb-free piezoelectric material, BNT ((Bi1/2Na1/2)TiO3)-
based, KNN ((K1/2Na1/2)NbO3)-based, or BKT ((Bi1/2K1/2)TiO3)-based, and
BaTiO3-based materials are widely investigated. Of these materials, BaTiO3,
because of its ease of fabrication and better electromechanical properties, provides
a good model to understand the physics of Pb-free material.
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Lithium niobate and tantalate have the same chemical formula ABO3 as
BaTiO3 and Pb(Zr,Ti)O3. However, the crystal structure is not perovskite, but
ilmenite. Since the Curie temperatures in these materials are high (1140 and
600 C for LN and LT, respectively), perfect linear characteristics can be observed
in electro-optic, piezoelectric, and other effects at room temperature. Although
fundamental studies had been conducted, particularly in electro-optic and pie-
zoelectric properties, the commercialization was not accelerated initially
because the figure of merit was not very attractive in comparison with perovskite
ceramic competitors. Some of the piezo ceramics along with their salient features
are listed in Figure 4.15.

4.5.2.3 Piezoelectric Composites

To modulate and enhance the properties of different piezoelectric materials, rel-
evant composites/nanocomposites have been developed. Piezo composites com-
posed of a matrix phase and the filler phase where one or both may possess
piezoelectric properties. The piezo composites are promising materials because

Barium Titanate

Lead Titanate Ceramic

Lithium Niobate and Lithium Tantalate

• These materials are composed of oxygen octahedron.

• Curies temperature of these materials
   is 1210 and 6600 °C, respectively.

• These materials have a high electromechanical coupling

   coefficient for surface acoustic wave.

• These materials with dopants such as Pb or Ca ions can stabilize

   the tetragonal phase over a wider temperature range.

• These are initially used for Langevin -type piezoelectric vibrators.

• These can produce clear ultrasonic imaging because of there 

   extremely low planar coupling.
• Recently, for ultrasonic transducers and electromechanical

   actuators single crystal relaxer ferroelectrics with morphotropic

   phase boundary (MPB) are being developed.

PZT

• Doping PZT with donor ions such as Nb5+ or Tr5+ provides soft

  PZT's like PZT–5.

• Doping PZT with acceptor ions such as Fe3+ or Sc3+ provides 

   hard PZT's like PZT-8

Figure 4.15 Salient features of various piezoelectric ceramics.
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of their excellent tailorable properties. The advantages of this composite are
high coupling factors, low acoustic impedance, good matching to water or
human tissue, mechanical flexibility, broad bandwidth in combination with a
low mechanical quality factor, and the possibility of making undiced arrays
by simply patterning the electrodes. Piezoelectric composite materials are espe-
cially useful for underwater sonar and medical diagnostic ultrasonic transducer
applications.
Newnham et al. [11] introduced the concept of “connectivity” for classifying the

various diphasic piezoelectric composites. A diphasic composite is identified with
this notation with two numbers “m–n,” where m stands for the connectivity of a
filler phase (such as PZT) and n for a matrix phase (such as a polymer). A 0–0 com-
posite is depicted as two isolated filler and matrix phases, while a 1–0 composite
has phase 1 (filler) connected along the z-direction. A 1–3 composite has a one-
dimensionally connected filler rods arranged in a three-dimensionally connected
polymer matrix, and in a 3–1 composite, a honeycomb-shaped filler contained in
one-dimensionally connected polymer phase. A 3–3 is composed of a network of
filler embedded in a 3D connecting polymer. Figure 4.16 depicts the concept of
connectivity in piezoelectric composites.
PVDF and its copolymers are widely used as piezoelectric material and emerged

as an alternative to the ceramic-based piezoelectric due to its bendability. Moreo-
ver, its ease of processability, availability, and high piezoelectric coefficients in
PVDF has encouraged researchers to use it as a matrix in piezocomposites.

2–2 Composites 1–3 Composites

Electrode

Piezoelectric elementPolymer

0–3 Composites 3–3 Composites
(unit cell)

Polymer

Piezoelectric
particles

Figure 4.16 Schematic representation of the concept of connectivity in piezoelectric
composites.
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The β phase of PVDF which provides piezoelectric character to the polymer may
be enhanced by the inclusion of different fillers, the addition of which promotes
the formation of the β phase. Thus, fillers of different classes, including ceramics,
metal- and carbon based, hybrid material, biomaterials, in its macro, micro, and
nano sizes, are being widely used to achieve improved piezo performance and
tailor ability. Here are some of the frequently used fillers that are widely used
in polymer-PVDF matrix.

Ceramic fillers: Ceramic fillers include nonmetallic solids like an inorganic com-
pound of a metal, nonmetal, or metalloid atoms. Some of the piezo ceramic fil-
lers with highest piezoelectric coefficients and frequently used with PVDF
matrix are lead-zirconate-titanate (PZT), barium titanate (BaTiO3), sodium
potassium niobate (KNN), and bismuth sodium titanate (BNT). These ceramic
materials show excellent piezoelectric and dielectric properties where their
inherent properties, such as brittleness, nonductility, and poor shape ability,
are minimized due to its 0–3, 1–3 connectivity in the matrix.

Carbon-based fillers: Carbon-based fillers such as carbon nanotube (CNT), graph-
ene oxide (GO), and reduced graphene oxide (rGO) have lured researchers for
the development of polymer nanocomposites due to their high mechanical
strength and thermal conductivity. These carbon fillers have also found to
improve the piezoelectric and dielectric characteristics of the piezoelectric
matrix material. Surface functionalized MWCNTs with –CF2 promotes the for-
mation of β phase in PVDF polymer matrix and was attributed to the strong
interaction between the functionalized MWNT and the PVDF where the strong
electronegativity of fluorine atom in dipole reacted with the π electron-rich sur-
face of MWCNT, thus forming PVDF chains with all trans–trans zigzag confor-
mation. Again, Alamusi et al. [4] reported that incorporation of rGO in PVDF
induced the formation of ß phase, where the rGO–PVDF nanocomposite
film with 0.05 wt% rGO loading possesses the highest output voltage (3.28 V)
at a frequency of 30 Hz, which is around 293% of that of the pure PVDF film.

Metal-Based Fillers: It is well established that the piezoelectric behavior of PVDF-
based materials increase significantly when reinforced with metallic fillers
such as zinc oxide (ZnO), titanium dioxide (TiO2), ferrites, iron oxide
(Fe3O4). In 2012, Dodds et al. [12] found that the remnant polarization of
PVDF-TrFE/ZnO nanoparticle-composite-based thin films increased from 5.8
to 15.2 mC/m2 under the applied electric field of 60 MV/m, at 20% ZnO nano-
particles concentration.

Biobased Materials: Biobased filler materials have attracted much interest due
to its easy availability, biocompatibility, and multifunctional behavior. Many
research groups have developed several PVDF-based biopolymer composites
for improving the device performance and reliability toward the next
generation.
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Hybrid Fillers: The hybrid fillers comprise two components – an inorganic com-
pound and an organic material – which may be nano or micro sized. Hybrid
fillers not only reduce the filler loading, and therefore, the cost and processing
difficulties, but also help in the achievement of superior properties through
synergism. Qiu and coworkers synthesized a nanocomposite by adding TiO2

nanoparticles coated onMWCNTs as hybrid fillers in PVDFmatrix for enhancing
the dielectric and ferroelectric behavior. The prepared PVDF/TiO2@MWCNT
composite films showed enhanced dielectric constant, breakdown strength of
210 V/μm at 0.3 wt% of TiO2@MWCNTs, and lower dielectric loss compared to
the pristine MWCNT/PVDF composite film.

As discussed earlier, the improvement in the piezoelectric properties of the nan-
ocomposite depends on the reinforcing filler dispersion geometry. Piezoelectric
composites with 0–3 geometry (fillers in the form of particles in polymer matrix)
shows poor piezoelectric properties, while composites with 1–3 (fillers in the form
of fiber) or 2–2 (fillers in the form of laminates) geometry exhibits superior piezo-
electric properties, when the longitudinal direction of the fillers remains parallel to
the direction of poling.
Let us consider a 1–3 composite where longitudinally aligned one-dimensional

piezo electric fibers forms phase 1 and the polymer matrix forms the phase 2. The
effective piezoelectric coefficients d∗ and g∗ of the composite with piezo ceramic
fillers in polymer can be determined as follows. During reverse piezoelectric effect,
when an electric field E is applied to this composite in the longitudinal poling
direction, the piezo ceramic fibers extend easily because the polymer is elastically
very soft (assuming the electrode plates which are bonded to its top and bottom are
rigid enough). Thus, d∗33 is almost the same as d133 of the PZT itself.

d∗33 = d133

Similarly, d∗33 =
1V d133, where 1V is the volume fraction of phase 1

(piezoelectric).
Again, in case of direct piezoelectric effect when an external stress is applied to

the composite in the longitudinal direction along the aligned fibers, the elastically
stiff piezo ceramic fibers will support the applied stress and is enhanced and
inversely proportional to the volume fraction. Thus, larger induced electric fields
and larger g∗ constants are expected:

g∗33 =
d∗33
ε0ε∗3

=
d133

1Vε01ε3
=

1g33
1V

In conclusion, the piezoelectric g∗ coefficient of the composite can be enhanced
by two orders of magnitude with decreasing volume fraction 1V of the piezo fiber
fillers, while the d∗ coefficient of the composite remains constant.
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The salient features of piezo composites are as follows:

• Piezoelectric composites made up of piezoelectric ceramic and polymer phases
form excellent piezoelectric materials.

• High coupling factor, low acoustic impedance, and mechanical flexibility
characterize these materials.

• Thesematerials are especially used for underwater sonar andmedical diagnostic
ultrasonic transducer applications.

4.5.2.4 Thin Film

Piezoelectric polymer film sensors have become one of the fastest growing tech-
nologies in the global sensor market. With the advent of piezoelectric polymer
films in the last two decades there has been a significant rise in the technolog-
ical activity which have revolutionized sensor applications to combat various
problems. Piezoelectric polymer films find wide use in sensor electronics due
to its large tensile strength flexibility and castable in a wide range of thicknesses
and areas. As a transducer, the piezoelectric film can be molded into unique
designs and can also be glued with commercial adhesives. The major advan-
tages of piezoelectric polymer over piezo ceramics that encourages usage in bio-
electronic devices are low acoustic impedance which is closer to that of human
tissue, water, and other organic materials. Such a close impedance match
allows efficient transduction of acoustic signals in tissue and water. Piezoelec-
tric polymer films also exhibit excellent sensitivity and low density. When pie-
zoelectric polymers are extruded into thin film, they can be joined to a structure
without affecting its mechanical motion. Piezoelectric films are ideal for strain
sensing applications, which demand high sensitivity and wide bandwidth.
Moreover, piezoelectric film offer more benefits in the form of wide dynamic
range, and high sensitivity, large displacement, and low power consumption
make it suitable for the development of actuators. However, on the other
side when compared with piezoelectric ceramic film, the piezoelectric polymer
film makes a relatively weak electromechanical transmitter, especially in low
frequency and resonance applications. Piezoelectric thin films of lead zirconate
titanate (PZT), lead-free piezoelectric, piezo polymer films, and cellulose-based
electroactive paper (EAPap) used for electromechanical transduction. Enhanced
piezoelectric activity in a thin film leads to improved performances in devices.
PZT films are widely used in energy-harvesting devices due to its high piezoelectric
coefficients, high power output density, and relatively low permittivity. Thin films
of BaTiO3 deposited on a flexible substrate are used to convert mechanical energy
to electrical energy. BaTiO3−metal-structured ribbons when transferred on flexible
substrate and periodically deformed by a nanogenerator can generate an output
voltage of up to 1.0 V. Piezoelectric polymers like PVDF having low permittivity,
low thermal conductivity, and flexibility with low acoustic loss are used extensively
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in shock sensors, vibration control, and tactile sensors. Thin films of PVDF possess
enhanced piezoelectric constant of 6–7 pC/N, which makes them suitable for trans-
ducer application in ultrasonic imaging with operating frequencies of 60–85 kHz.
Aluminum nitride piezoelectric film does not need poling to exhibit piezo proper-
ties and can be used in electroacoustic device due to its enhanced electroacoustic
properties such as insertion loss, coupling coefficient, quality factor, bandwidth,
and dielectric constant.
In a nut shell, lightweight, high dielectric strength, high mechanical strength,

and excellent stability and impact resistance together with high elastic compli-
ance, wide dynamic range, and low acoustic impedance of piezoelectric filmsmake
them suitable for wide range of applications.

4.5.2.5 Choice of Piezoelectric Material for Desired Applications

Piezoelectric materials are chosen based on the requirement of our applications.
The material that possesses the desired electromechanical properties would meet
the desired requirement and hence can be considered for suitable applications.
Here are the salient features of the materials that makes them suitable for different
applications.

1) The parameters to be considered for applications working under mechanical
resonance are the mechanical quality factor, electromechanical coupling fac-
tor, and dielectric constant. Higher the magnitude of these parameters, the
more suitable the materials are for the application.

2) Materials with large piezoelectric strain coefficient, large nonhysteretic strain
levels are best for an actuator.

3) Materials with high electromechanical coupling factor and high dielectric per-
mittivity are best as transducers.

4) Low dielectric loss is important for materials used in off-resonance frequency
applications accounting for low heat generation.

5) Materials like PVDF with large piezoelectric voltage coefficient are suitable for
sensor application.

6) Polymers have low piezoelectric constant d as compared to ceramics, but are
bendable and suitable for wearable applications.

7) Shape change of ceramic-based materials is more than that of polymer-based
materials when the same amount of voltage is applied.

4.6 Uses of Piezoelectric Materials

The uses of piezoelectric material can be classified into three major ways – trans-
ducers, actuators, and generators or energy harvesters as described next.
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4.6.1 Piezoelectric Transducer

Transducers are very important part of the sensor circuit as it converts the input
energy received from the sensor element into output energy in the form of electri-
cal signals as shown in Figure 4.17. A piezoelectric transducer is electroacoustic
transducer that transforms mechanical energy into electrical energy by some
forms of solid-state materials. The piezoelectric transducers utilize direct piezo-
electric effect where the piezoelectric materials generate electrical charges pro-
portional to the applied stress. The mechanical compression and elongation on
the piezo material determines the polarity of the generated potential in close
sensor circuit.
Not all piezoelectric materials can be used in piezoelectric transducers. The

piezoelectric transducer materials are so chosen that the electrical signal output
generated by the transducer are measurable. The material properties required
in piezoelectric transducers are frequency stability, high output values, and insen-
sitive to the extreme temperature and humidity conditions. The materials must be
available in various shapes or should be flexible to be manufactured into various
shapes without disturbing their properties. Unfortunately, there is no piezoelectric
material that meets all these properties. Thus, the piezoelectric materials for trans-
ducer applications must be chosen carefully.
The advantages of piezoelectric transducers are listed as follows:

• Self-generating: Piezo materials have the ability to produce voltage and do not
require any external power source.

• Accessible: Piezoelectric transducer circuits are portable due to their small
dimensions and large measuring range.

• High-frequency response: The high-frequency response of these transducers
makes a good choice for various applications.

• Flexibility: Piezoelectric polymers like PVDF are bendable and can be castable
into different forms.

However, the piezoelectric transducers also carry some limitations:

• Small electric charge: While they might be self-generating, you will require a
high impedance cable to establish a connection with an electrical interface.

Mechanical

energy
Piezoelectric

transducer

Electrical
energy

External
signal

Sensor element
Measurable

electrical signals

Figure 4.17 Block diagram representation showing the conversion of mechanical energy
to electrical energy in piezoelectric sensor leading to output signal.
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• Temperature and environmental conditions can affect the behavior of the
transducer.

• They can only measure changing pressure, hence they are useless while measur-
ing static parameters.

4.6.2 Piezoelectric Actuator

In a direct piezoelectric effect, a mechanical stress applied on the piezoelectric
material produces electrical charges of different polarity at opposite surfaces of
the material thereby generating piezoelectric voltage. However, in reverse piezo-
electric effect, the electric field applied parallel to the polarization direction pro-
duces an elongation of the crystalline material. The electrical field generates a
torque over the electrical dipoles found in the structure of the material, which will
be aligned along the field, producing in turn a change in the length ofmonocrystal-
line partitions. Thus, in reverse piezoelectric effect, the electrical voltage applied
across the piezo material along the poling axis produces mechanical strain and
hence microscopic and precise displacements in relevant directions in the piezo-
electric material. The piezoelectric actuator works on the principle of reverse pie-
zoelectric effect where it converts an electrical signal into a precisely controlled
physical displacement (stroke). If this small displacement or strain in the piezoe-
lectric material is resisted, a force (blocking force) is developed which can be used
in wide range of application and this arrangement is called the actuator. Thus, the
actuators can produce a small displacement of the blocking object with a high
force capability when voltage is applied. The performance of the piezoelectric
actuators depends on the amount of displacement, and hence force generated,
and the operating voltage of the actuator. Other factors to consider are stiffness,
resonant frequency, and capacitance. Stiffness is a term used to describe the force
needed to achieve a certain deformation of a structure. Resonance is the frequency
at which the actuators respond with maximum output amplitude. The capacitance
is a function of the excitation voltage frequency. The design and the configuration
of the actuator depend on the desired applications. A disk actuator is a device in
the shape of a planar disk which generated displacements along the axis perpen-
dicular to the plane. Piezoelectric stack or multilayer actuators consists of piezo-
electric disk or plate actuators that are stacked together where the axis of stacking
is the axis of linear displacement when triggered by a voltage. Tube actuators are
monolithic devices that contract laterally and longitudinally when a voltage is
applied between the inner and outer electrodes. Ring actuators are annular disk
actuators with a central hole, where the axis of displacement is made accessible.
Block, disk, bender, and bimorph actuators are also available. The piezoelectric
actuators are used in wide variety of applications where precise control on small
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mechanical displacement at high speed is required. This include adjusting fine
machine tools, lenses, mirrors, or other equipment. A piezo actuator can be used
to control hydraulic valves, act as a small-volume pump or special-purpose motor,
and in other applications requiring movement or force. Although piezoelectric
actuators provide plenty of advantages such as large generated force table displace-
ment and ease of use, they suffer from small displacement and require large volt-
age. Moreover, piezo actuators undergo rate-independent hysteresis exhibited
between the input voltage and the output displacement, which hampers position-
ing accuracy of the device. Undesirable oscillations and instabilities are some of
the disadvantages frequently face that limits the usage of piezoelectric actuators.
The piezoelectric stick–slip actuators use a piezoelectric material, sandwiched

between the distal and a proximal element PE (Figure 4.18a) to displace the distal
element kept on the surface by a short distance through static friction. When a
voltage is applied across the piezoelectric material, the mechanical strain devel-
oped within the material leads to stretching of the material by a small distance
~1 μm as shown in Figure 4.18b. On retracting the piezoelectric material rapidly,
the inertia of the distal element causes slipping relative to the piezoelectric
element, resulting in a net displacement of the distal element as shown in
Figure 4.18c. The distal element undergoes displacement in small stochastic steps
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Figure 4.18 Schematic representation showing the working of piezoelectric stick-slip
actuator (a) piezoelectric material is sandwiched between the distal and a proximal element
PE (b) on application of voltage the mechanical strain in the piezoelectric material stretches
the PE slowly and (c) on withdrawal of voltage, the piezoelectric material rapidly contracts
producing a net displacement of the distal element.
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size and by taking multiple successive steps, large net motions are possible. Piezo-
electric stick–slip actuators behave much like admittance-type actuators during
normal operation, in that they are very precise and they maintain their position
when not commanded to move.
The salient features of the piezoelectric actuators are:

1) They have a theoretical unlimited resolution, often resolving to subnanometer
values, i.e. smallest changes in supply voltage are detected and converted into
linear motion without skipping or stepping.

2) High actuation forces can be attained without significant loss in precision.
3) Extremely high response times of under 1 ms.
4) There are no moving parts and thus no friction or free play. Elongation of a

piezoelectric actuator is based only on deformation of the material and there
is also no fatigue or aging involved. Endurance tests have proved that there
is no altering in such an actuator’s operation even after 500 million cycles.

5) Very low power consumption as the piezo effect converts energy directly into
motion, the execution element absorbs energy only when elongating.

6) No magnetic fields are generated when the actuator is operating.

4.6.3 Piezoelectric Generator

The piezoelectric generator is a power generation device and works on the
principle of conversion of energy from mechanical to electrical energy where
vibrations in piezoelectric materials are transduced to electrical signals. The
piezoelectric generator also includes an energy storage electronic circuitry for con-
tinuous supply of electrical energy to the load. Such energy-harvesting devices can
be fabricated using all kinds of piezoelectric materials – monocrystals, ceramics,
polymers, and composites. The architecture of the piezoelectric generator (energy
harvester) is composed of a piezoelectric crystal sandwiched between two metal
plates and an energy storing component (capacitor) and a full-wave rectifier circuit
as shown in Figure 4.19a. Under unloading condition, the charges in the piezoe-
lectric material are in structural equilibrium and polarization of the charges does
not occur to generate a voltage Vout = 0. Under the influence of an external load on
the piezoelectric material, the polarization of charges across the opposite faces of
the material produce a voltage as a result of which electrical signal is generated.
Since the piezoelectric transducer is unable to generate output voltage under static
mechanical loading, the generator produces voltage signal only under change in
pressure on the piezo element. Thus, in the reverse cycle when the load is with-
drawn from piezoelectric element after the loaded condition produces a voltage
output but with a opposite polarity. Considering the forward and reverse cycles
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of loading and unloading states, respectively, the piezoelectric element generates
an alternating voltage as depicted in Figure 4.19b and needs to be converted to
direct current for suitable applications. The full-wave rectifier circuit comprising
four diodes connected to the piezo element converts the alternating current into
direct current as shown in Figure 4.19c, and is subsequently stored in a capacitor
for a short time as illustrated in the figure. Once enough energy is stored, the
switch is flipped to light up an LED. To achieve an efficiency of the energy-
harvesting device, the soft piezoelectric material with high flexibility and rough-
houses to damage and environmental effects is to be used as this material has
increased hysteresis property. The energy-harvesting efficiency (η) of the device
is given as:

η =
Pout

Pin
× 100 =

1
m

m

n = 2

Vn + Vn− 1
2 R

Fn + Fn− 1 dn − dn− 1 tn − tn− 1

where V is the voltage drop across resistance R, F is the force applied to the base of
the plate, d is the displacement of the plate, t is the time increment between data
points, n is the data point index, andm is the total number ofmeasured data points.
If flexibility of the material is high, the plates are able to return to their original
positions after the release of the force, leading to the achievement of nearly equal
displacement of the piezoelectric material for the data point index n and (n − 1).
Thus, the (dn− dn− 1) is reduced, which in turn leads the generation of increased
hysteresis effect (Vn+ Vn− 1) in the material and hence, the achievement of high
energy-harvesting efficiency of the device.
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Figure 4.19 (a) Schematic diagram of piezoelectric generator and (b) mechanical to
electrical energy-harvesting device. (c) Output waveform of the forward and reverse cycles
before and after rectification using the diode arrangement.
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4.7 Piezoelectric Transducers as Sensors

4.7.1 Pressure Sensor

When pressure is applied on a piezoelectric crystal, it generates electric charges on
the crystal surface, leading to generation of the piezoelectricity. Thus, the piezo-
electric crystal can be used as a pressure transducer with a piezoelectric crystal
inserted between a solid base and the diaphragm as shown in Figure 4.20. The
charges generated in response to the applied pressure (or force) can be measured
in terms of output voltage (Vout) across the output terminals and found to be pro-
portional to the applied pressure (or force). However, the piezoelectric crystal will
show no physical deformation when a fixed voltage is applied across the crystal, i.e.
the piezoelectric material shows no inverse piezoelectric effect. The pressure trans-
ducer is not suitable for measuring static applied pressure as the output signal
gradually drops to zero, even in the presence of constant pressure. The piezoelec-
tric pressure transducers are sensitive to dynamic changes in pressure across a
wide range of frequencies and pressures. The piezoelectric transducers as pressure
sensors are suitable only for measuring rapid small variations in pressure over a
wide dynamic range of the sensor. Unlike piezo resistive and capacitive transdu-
cers, piezoelectric sensor elements require no external voltage or current source as
they are capable of generating an output signal directly from the applied strain.
The disadvantages of the piezoelectric sensor lie in the easy neutralization of sur-
face charges produced by the applied force by charges from the environment, leak-
age current through the dielectric, and through the input resistance of the
circuitry. This makes the sensor behave as a high-pass filter for input signals, pre-
venting static measurements. Second, the piezoelectricity is affected by tempera-
ture which may induce crystal deformation and even output voltage.

Pressure

Orifice

External casing 

Electrodes
High impedance amplifier

Piezoelectric crystal

Output
voltage

Cu diaphragm

Figure 4.20 Schematic diagram of the piezoelectric pressure sensor demonstrating its
working principle.
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4.7.2 Accelerometer

In a piezoelectric pressure sensor, the pressure is applied to a thin metal dia-
phragm and is mechanically transferred to the crystal. Piezoelectric pressure
sensors are affected by acceleration (a), because the mass (m) of the object
housing the piezo pressure sensor produces an inertial force on the crystal
when accelerated. Such devices which are used to measure acceleration are
called accelerators. An accelerometer consists of one or more piezoelectric crys-
tals and a proof mass (or seismic mass) which is fixed by a preload onto the
crystal. Figure 4.21a shows the architecture of the piezoelectric compression
mode accelerometer where the piezoelectric component is in the form of pie-
zoelectric stack as shown in Figure 4.21b. The piezoelectric stacks increase the
sensitivity of the accelerometer by generating more output voltage in response
to small displacement (Section 4.8.2). When the accelerometer is subjected to
acceleration/vibration of amplitude = a, a force (F = ma) is generated which
acts on the piezoelectric element. Due to the piezoelectric effect, a charge (q)
and voltage (Vout) output proportional to the applied force is generated and
expressed as:

Q = d33F and Vout =
d33 × d
ε33 × A

F

where d33 and ε33 are piezoelectric constants. d and A denote the thickness and
area of the piezo disc. Since the seismic mass is constant, the charge output signal
is proportional to the acceleration of the mass. Over a wide frequency range both
sensor base and seismic mass have the same acceleration magnitude and hence,
the sensor measures the acceleration of the test object. The charge (Sq) and voltage
(SVout ) sensitivity are given as, Sq = q/a and SVout = Vout a.

F = ma

Output

voltage

Output

voltagePiezo disc stack

Solid base

Seismic
mass m

a

d

A

(a) (b)

Figure 4.21 (a) Schematic representation of a piezoelectric accelerometer and
demonstration the working principle of the accelerometer. (b) Schematic representation
of Piezo disc stacking arrangement.
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A piezoelectric accelerometer consists of a base plate, a seismic mass, and a (pre-
loaded) crystal. The mechanical characteristics of this spring mass system follow
from the equation of motion:

m
d2x
dt2

+ α
dx
dt

+ kx = F t

where m is the seismic mass, α the damping constant, and k the spring constant
between seismic mass and base. The natural frequency ωo of the system equals:

ω0 =
k
m

Since the damping constant α of a piezoelectric accelerometer is usually very
small, the natural frequency of the accelerometer is approximately equal to the
resonance frequency ωres under damped condition. A high resonance frequency
requires a small massm and a large stiffness k. The mass determines the sensitivity
in the frequency range 50–60 Hz and is chosen for suitable applications. The res-
onance frequency of commercial accelerometers ranges from 1 to 250 kHz: the
smaller the size, the higher the resonance frequency. The piezoelectric accelerom-
eter can have (i) high and (ii) low impedance outputs. In the case of high imped-
ance device, the output voltage generated in proportion to the acceleration is given
as the input to other measuring instruments. The instrumentation process and sig-
nal conditioning of the output is considered high and thus a low impedance device
cannot be of any use for this application. This device is used at temperatures
greater than 120 C. The low impedance accelerometer produces a current due
to the output voltage generated and this charge is given to a FET transistor so
as to convert the charge into a low impedance output. This type of accelerometers
is most commonly used in industrial applications.

4.7.3 Acoustic Sensor

The scope of the acoustic sensors has widened over the years. The common appli-
cation of acoustic sensors includesmeasuring displacement, concentration of com-
pounds, stress, force, and temperature. An acoustic wave can propagate either on
the surface of the material (SAW) or through the bulk material (BAW). The acous-
tic sensor has a pair of piezoelectric transducer at each end of the device. At the
transmitting end the piezo transducer generates acoustic waves, while at the
receiver end, the acoustic waves that are received from the transmitter end are con-
verted into an electrical signal as shown in Figure 4.22. The electrical circuit is
coupled to the mechanical structure using direct and inverse piezoelectric effect.
A transmitter transducer end forces atom of the solid into vibratory motions about
their equilibrium position. The neighboring atoms then produce a restoring force
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tending to bring the displaced atoms back to their original positions. Any variation
in the vibratory characteristics due to external stimulus affects its phase velocity
and/or the attenuation coefficient of the propagating acoustic wave at the receiver
end. In acoustic sensors, external stimuli, such as mechanical strain in the mate-
rial, increase the propagating speed of sound, while in chemical sensors the
adsorption of molecules, attachment of bacteria cause a reduction of acoustic wave
velocity. Again, in viscosity sensors, viscous liquid comes in contact with the active
region of an elastic wave sensor to decrease the amplitude of the wave. The
changes in the velocity or amplitude produces variation in the natural frequency
or phase characteristics of the sensor, which can then be correlated to the corre-
sponding physical or chemical stimulus to measure the magnitude of the external
agent. In chemical and biological sensors, the acoustic path, where mechanical
waves propagate, may be coated with chemically selective compound which inter-
act only with the stimulus of interest. Piezoelectric materials are generally used to
generate and detect acoustic waves. Piezoelectric materials provide the transduc-
tion of electrical signal into mechanical acoustic waves in the generation of acous-
tic wave and vice versa in the detection of the same. Conventional piezoelectric
materials which are used as acoustic sensor include quartz, ZnO, LiNbO3, PZT
ceramic, AlN, and LiTaO3.
Based on the acoustic wave propagation modes the piezoelectric acoustic wave

sensor can be classified into two categories-(i) SAW sensors and (ii) bulk acoustic
wave (BAW) sensors. Since the waves must propagate through the cross-sectional
thickness of the BAW sensors, the electrodes are positioned on the opposite sides
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Figure 4.22 Three-dimensional representation of the surface acoustic wave (SAW) sensors.
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of the propagating medium and spans over an large area. For the SAW sensors, the
waves propagate on the surface of the material on which the interdigitated exci-
tation electrodes are fabricated.

i) SAW Sensors:

When an electric signal with alternating polarity is applied on the electrodes an
alternating region of tensile and compressive strain between two fingers of the
electrodes are developed due to piezoelectric effect of material. The mechanical
wave propagates on the surface of the material in both directions from the trans-
mitting electrodes crosses the delay line to reach the receiver electrodes. For a
chemical sensor the delay line is sensing area, where the sensor material absorbs
the target analytics thereby inducing variations in the propagating waves.
The response of the piezoelectric SAW sensor is attributed to the changes in the

surface properties of the propagation medium in the delay line. These changes in
the properties at the delay line modulate the velocity and amplitude of the SAW.
The operation frequency of the SAW device depends on the interdigital transdu-

cer’s design and the nature of piezoelectric material and expressed as, fres = (VR/λ),
where VR is Rayleigh wave velocity determined by material properties and λ is the
wavelength defined as the periodicity of the interdigitated electrodes (IDE). The
surface wave velocity (v) can be perturbed by various factors, each of which repre-
sents a possible sensor response as:

∂v
v0

=
1
v0

∂v
∂m

Δm +
∂v
∂c

Δc +
∂v
∂T

ΔT + …

where v0 is unperturbed wave velocity, m is mass, T is temperature, and c is stiff-
ness. Therefore, these kinds of devices can be used in mass, pressure, and temper-
ature sensing applications. The change in wave velocity also causes the change in
fres of the SAW device.

ii) BAW Sensors:

The quartz crystal microbalance (QCM) is the oldest and the simplest acoustic
wave device which utilizes BAW for themass sensing applications. The device con-
sists of a thin disk of AT-cut quartz with parallel circular electrodes patterned on
both sides of the crystal as shown in Figure 4.23. An alternating applied voltage at
the transmitting electrodes produces shear deformation of the piezoelectric crystal.
Bulk adsorption of target analyte onto the coated crystal causes an increase in
effective mass, which reduces the resonant frequency of the crystal, in direct
proportion to the concentration of target analyte. For ideal sensing material, this
sorption process is fully reversible with no long-term drift effect, giving a highly
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reliable and repeatable measurement. The relation between the frequency shift
and the mass loading is given as:

Δf =
2f 20

A ρqμq
Δm

where f0= resonant frequency depends on the wave velocity (v) and the piezoelec-
tric material thickness = f0 = v/2d, Δf= frequency change, Δm=mass change,
A = active area, ρq= density of piezoelectric material, and μq = shear modulus
of piezoelectric material.
The SAW and BAW sensors that are used to measure environmental properties

such as temperature, pressure, stress, acceleration, field, and charge have been
reported over recent years. Furthermore, through proper design and choice of
piezo material, different chemical analytes in the form of atoms/molecules have
also been detected. Such chemical sensing applications include analytes monitor-
ing the deposition of monolayers, biochemical trace detections including monitor-
ing DNA mutations, and commercial application like environmental monitoring.
In addition to chemical and biological sensors, these materials have also been con-
figured to measure physiochemical properties such as dew/melting point, curing,
adsorption/desorption, and viscosity. The success of acoustic wave sensors lies in
its capability to monitor a wide range of properties while using the measurement
electronics.
Moreover, piezoelectric materials can be used as temperature sensor due to their

pyroelectric property where the crystals generate electric energy in response to
temperature. However, pyroelectricity and the application of piezoelectric materi-
als as temperature sensors are not included in this chapter.

Top electrode

Site for mass loading

Piezoelectric medium
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Figure 4.23 Illustration of QCM-based piezoelectric bulk acoustic wave sensor, showing
top and bottom circular electrodes.

162 4 Piezoelectric Sensors



4.8 Design of Piezoelectric Devices

The piezoelectric sensor operated using the direct piezoelectric phenomenon gen-
erates an output voltage Vo at the electrodes when force F is applied along suitable
direction. This phenomenon is frequently utilized in the development of various
sensors as described in Sections 4.6.1 and 4.7. Similarly, with the same piezoelec-
tric arrangement under inverse piezoelectric effect, the crystal undergoes deforma-
tion when an external voltage is applied at the terminals. This phenomenon is used
for actuation and described in Section 4.6.2. Thus, depending on the desired appli-
cation of the device the piezoelectric crystal may be used as direct or inverse pie-
zoelectric effect.

4.8.1 Orientation of Piezo Crystals

To construct a device for a given target application, the device architecture plays
an important role and determines the performance of the device. The piezoelec-
tric devices are designed using suitable piezoelectric material (Section 4.5) con-
sidering its various material properties (Section 4.4.3) where the orientation of
the material or crystal in the device occupies a pivotal importance. Since the pie-
zoelectric properties are direction dependent, the orientation of piezoelectric
materials in devices for a given application is decided by their piezoelectric strain
coefficient dij (Section 4.4.3.1). The piezoelectric crystal/material are able to gen-
erate charges at the different surfaces based on the various modes of structural
deformation experienced by the crystal under the influence of external forces F.
The piezoelectric crystal may operate in the following modes such as: (i) parallel
compression and tension mode, (ii) transverse compression and tension mode,
(iii) transverse shear mode, and (iv) parallel shear mode. The piezoelectric crystal
operates in parallel compression and tension mode when a pair aligned forces F
producing compression and expansion of the crystal generates a polarization P in
the direction of the force. Similarly when the pair aligned forces F producing
compression and expansion in the crystal, polarizes it in the direction perpendic-
ular to the direction of the applied force the piezoelectric crystal is said to be
operating in transverse compression and tension mode. Piezo materials with
high dii tensor elements are frequently used in parallel compression and tension
mode, while that with high dij, i, j = 1, 2, 3, and i j tensor elements, are used in
transverse compression and tension mode. The piezo crystal operates in the
transverse shear mode when a pair of opposite unaligned forces produces shear-
ing deformation in the crystal giving rise to resultant polarization in the direction
perpendicular to the direction of force. Similarly when this applied force pro-
duces polarization in the crystal in the direction of the force, the crystal operates
in parallel shear mode. The performance of the piezoelectric crystal or material
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used as sensor in shear modes involve dominant participation of dij, i = 1, 2, 3 and
j = 4, 5, 6 tensor elements.
To understand the dij tensor elements of the piezoelectric crystals and the

charges generated at different crystal faces due to various structural deformations
due to applied forces on it, let us consider a piezoelectric crystal of length a, width
b, and thickness c, with electrodes deposited on the opposite faces of crystal per-
pendicular to the z-axis and as shown in Figure 4.24a. Here the x-, y-, and z-axes are
denoted as direction 1, direction 2, and direction 3. With reference to Figure 4.24b,
when force F is applied along z-axis (direction 3), the dipoles are polarized P along
the same direction (P along direction 3). Due to this deformation chargeQ= F. The
d33 is accumulated across the terminals along the z-axis and the piezoelectric crys-
tal operates in parallel compression and tension mode. Similarly when the aligned
F is applied on the crystal along the x-axis (direction 1) produces polarization along
the z-direction (direction 3), then the accumulated charge at the electrodes is given
by Q = F. The d31 and the crystal operate in the transverse compression and ten-
sion mode as shown in Figure 4.24c. The shear forces are in the form of opposite
and unaligned forces acting on the faces of the crystal. The forces may be imagined
as torque acting about an axis. The shear force acting on the crystal about the axes
x, y, and z is denoted by directions 4, 5, and 6, respectively. In Figure 4.24d, the
crystal operates in transverse shear mode where shear forces are applied on the
crystal along the z-axis and about the y-axis (direction 5), producing a polarization
in the x-direction (direction 1). The charge accumulated at the terminals is given
by Q = F.d15. The piezo crystal under parallel shear mode is shown in Figure 4.24e
where shear force is applied along the x-axis and about the y-axis (direction 5), pro-
ducing a polarization in the x-direction (direction 1). The charge accumulated at
the terminals in this case is also given by Q = F.d15.

4.8.2 Piezo Stacks

A single-layer piezoelectric actuator is made from a single piezoelectric element.
A single piezoelectric element produces an electric charge or force which may not
be sufficient to operate a device for useful work. To obtain greater accumulation of
charges or generate higher forces, multiple piezo elements are put together on top
of each other in a casing to produce enough electric charge to create significant
displacement that can be harnessed as useful work. However, piezo stacks and
multilayer piezo stacks must not be confused with each other. A piezo stack
has multiple layers of piezo elements, while a multilayer piezo stack has multiple
layers of piezo stacks.
As mentioned earlier, a multilevel piezoelectric actuator delivers a much wider

range of forces and displacements for the same amount of applied voltage.
This is attributed to the multiplicative effect resulting from the stacking-up of
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piezoelectric elements. Suppose a single-layer piezoelectric actuator produces 1 μ
m displacement at 1 kV. When such piezo elements are stacked together on top of
each other through parallel connection, produces 100 μm displacement at 100 V.
Therefore, a multilevel piezoelectric element produces 100 times more force at
10 times less voltage. Thus, performance of piezo stacks are significantly more pro-
nounced than each piezo elements. Low operating voltages with high force mag-
nitudes extend the capabilities of piezoelectric actuators and make them suitable
for a wider range of control applications.
Figure 4.24f shows multilayer piezoelectric stack consisting of ceramic piezo ele-

ment laminates. Within operational range of voltage, the piezo actuator reaction
versus controlled voltage is linear. The mechanical displacement ΔL or stroke of a
piezo stack, consisting of n piezo elements with piezoelectric stain coefficient
dij under applied voltage V, depends on the number of layers and is given by
ΔL = dij n V. Thus, the more the number of layers a piezo stack has, the higher
the mechanical displacement or stroke. The blocking force of the piezo stack is
directly proportional to the cross-sectional area of the piezo stack. The wider
the cross-sectional area the higher the blocking force of the piezo stack. In other
words, any amount of pressure that can deform a piezo element is strong enough to
create a piezo effect.

4.8.3 Bimorph Architecture

A piezoelectric bimorph consists of two active piezoelectric layers adhered
together in the form of a cantilever architecture as shown in Figure 4.24g. In piezo
actuator applications, if voltage is applied, one piezo layer expands and the other
shrink, thereby bending the cantilever. Thus, the piezoelectric bimorph can be
used to generate displacements. The piezo bimorphs greatly magnify the power
and range of a piezoelectric actuator. While a single piezoelectric crystal can only
shrink or expand by a fewmillimeters at most, bimorphs can bend well over ten or
a hundred times that range at the same voltage. In piezo sensor applications, the
piezo bimorph generates an electrical signal as a response to a mechanical input,
such as force, pressure, or acceleration. A schematic diagram of a piezoelectric
series bimorph is illustrated in Figure 4.24h, where the bimorph in the form of
cantilever of length L, widthW, and height h, bends in response to physical input,
thereby generating a output voltage V0. In piezo transducer applications, the pie-
zoelectric bimorph can receive either electrical or mechanical inputs and produce
either electrical or mechanical outputs depending on the desired results. The pie-
zoelectric bimorph can also have a passive layer between the two active layers act-
ing as a supportive substrate. The designs of piezoelectric bimorph are extremely
common in sound production; one can often find a piezoelectric bimorph in fire
alarms, buzzers, and other sound producing devices.
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4.9 Application of Piezoelectric Sensors

4.9.1 Industrial Applications

4.9.1.1 Engine Knock Sensors

Knock sensors (KS) are vibration sensors that are used to detect structure-borne
acoustic oscillations. The KS is a piezoelectric sensor that consists of a sensing crys-
tal and a resister. The KS takes advantage of the unique property of piezoelectric
crystal that generate a small voltage under vibration. Automobile engines are fre-
quently subjected to undesirable problem called detonation (unintended combus-
tion) where the air/fuel instead of burning smoothly, produces vibrations (also
termed as knocking), which may destroy the pistons, rods, valves, gaskets, and
plugs. To avoid this notorious problem, piezoelectric KS can be employed to sense
the detonation before it becomes problematic. The KS attached to the engine
senses the knocking sound (vibration) in the engine and will send a signal to
the PCM (power train control module) of the car. The schematic diagram of the
KS is shown in Figure 4.25. The KS is installed at a transduced reference voltage
of 2.5 V produced by the piezoelectric crystal. When the engine produces knock-
ing, the vibrations experienced by the sensor head are transmitted to the
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Figure 4.25 Schematic representation of the working principle of engine knock detector.
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piezoelectric crystal which converts the vibrations to electrical signals. These AC
signals arousing from the vibrations produce electrical spikes ~4.5 V in output sig-
nal and are communicated to the PCM. When the PCM receives the signal, it
retards the engine ignition timing preventing harm to the engine. A knock sensor
is important to a car’s fuel efficiency and helps the car to adjust the fuel-to-air mix,
which optimizes the amount of power to the engine.

4.9.1.2 Tactile Sensors

The use of piezoelectric polymers in the development of wearable sensors has
seen a burst of research interests. A flexible PVDF film-based piezoelectric tactile
sensor array was developed by Yu et al. [13] in 2016 to measure three-axis
dynamic contact force distribution. The array consists of six tactile units
arranged as a 3 × 2 matrix where the piezoelectric PVDF film is sandwiched
between four square-shaped upper electrodes and one square-shaped lower elec-
trode, forming four piezoelectric capacitors. A truncated pyramid bump on the
four piezoelectric capacitors improved the sensing of forces. A three-axis contact
force transmitted from the top of the bump will lead to the four piezoelectric
capacitors underneath undergoing different charge changes, fromwhich the nor-
mal and shear components of the force can be calculated. The sensor array can be
easily integrated onto a curved surface, such as robotic and prosthetic hands, due
to its excellent flexibility.
Chen et al. [14] in 2018 developed a flexible three-axial tactile sensor using pie-

zoelectricity enhanced P(VDF-TrFE) micropillars. The three-axis force measure-
ment was achieved using the vertically aligned P(VDF-TrFE) micropillars
which are sandwiched between four square bottom electrodes and a common
top electrode to form four symmetrically arranged piezoelectric sensing units.
The arrangement uses high sensitivity and good flexibility of the imprinted
P(VDF-TrFE) micropillars on four distributed piezoelectric units to provide highly
sensitive detection of three-axis compressive and tensile stress. The relative gen-
eration of piezoelectric charges on the bottom electrodes gives the direction and
the amplitude of the applied force. The flexible three-axial tactile sensor has high
potential for use in advanced robots, wearable electronics, and a variety of human–
machine interface implementations.
Amultimodal temperature and force sensor on ultrathin, conformable, and flex-

ible substrates was developed by Viola et al. [15] in 2018. The device involves cou-
pling a organic charge modulated field-effect transistor (OCMFET) with a PVDF-
based pyro/piezoelectric element. The device detects both pressure stimuli and
temperature variations, opening avenues for low-cost, highly sensitive, and con-
formable multimodal sensors. The device is conformable on skin as the overall
thickness of the device is 1.2 μm.
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4.9.1.3 Piezoelectric Motors

The piezo motors have emerged as an excellent alternative to electric motors,
opening new avenues for smart applications. A piezoelectric micro motor uses
inverse piezoelectric effect, i.e. when an electric voltage is applied to a piezoelectric
material, it deforms mechanically. These piezo motors have two parts – a stator
and a rotor. Stator converts electrical energy of the piezoelectric element into oscil-
lations. The movements of the stator are converted into the movement of a slider
into frictional contact with the stator. This movement may either be rotational or
linear, depending on the design of the motor structure.
There are three types of piezo motors – (i) stick and slip piezo motor, (ii) stepper

piezo motor, and (iii) ultrasonic/resonant piezo motor. Figure 4.26a explains the
working principle of the stick–slip piezo motor. The stick–slip piezo motor set up
consist of piezoelectric stack which is fixed to a rigid support on one side, a moving
slider, and bearings on which the slider moves. The piezo crystal is in contact with
the slider through a rigid contact. The stick and slip piezo motor operates through
distinct and alternating stick and slip phases [16]. In the stick phase, the voltage
across the piezo crystal is increased gradually causing slow extension of the crystal
allowing the slider to advance owing to the frictional force between the contact
point and the slider. In the slip phase, the piezo actuator is rapidly retracted by
applying a rapidly decreasing voltage, because of which the slider remains station-
ery due to inertia, while the contact point slips back to its original position. The
alternating phases of stick and slip produce a net displacement ΔL of the slider
in the desired direction. The phases are repeated to realize macroscopic movement
of the slider.
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Figure 4.26 Schematic representation of the working of the stick and slip (a) and
stepper (b) piezo motors through graphical representation of the applied voltage versus
time plots.
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The stepper type of piezo motors, also called walking piezo motors, are typically
used for high-force applications. Generally PZT crystals are used in the construc-
tion of such piezoelectric motors [17]. It consists of three piezo actuators, of which
some of the actuators are in contact with the slider (piezo A and piezo B) and serve
as anchors to the slider, while the others (piezo C) are used to generate transla-
tional motion of the slider as shown in Figure 4.26b. Initially piezo A and piezo
B are in contact with the slider when it is at rest. At the onset of translational
motion of the slider, the piezo A is retracted, while piezo B is extended by appli-
cation of suitable bias voltages to different piezo stacks. At this state only contact
point of piezo B is in contact with the slider as shown in Figure 4.26b (Step 1). Now
piezo C is extended to realize the translational motion of piezo B, and hence exe-
cute movement of the slider due to frictional force between the piezo B contact
point and the slider as shown in Figure 4.26b (Step 2). Now, piezo A is extended
and piezo B is retracted such that only piezo A is in contact with the slider as in
Figure 4.26b (Step 3). Finally, piezo C is retracted to its original position as shown
in Figure 4.26b (Step 4). The cycle steps 1–4 are repeated to realize movement of
the slider.
The ultrasonic piezo motor arrangement consists of linear or circular

arrangement of piezoelectric segments depending on the design of the motor
and works using the generation of travelling or standing waves [5]. The piezo
elements are capable of oscillating at one of its resonant frequencies, in the
ultrasonic range under the influence of AC voltage. The oscillations of the piezo
elements produce elliptical motion of the stator which creates movement of a
slider due to frictional contact with the stator. All the piezoelectric segments are
arranged circularly and have the same polarization direction in z-direction, per-
pendicular to the plane of the rotor. Thus, the piezo elements oscillate along the
z-direction under applied voltages. The piezo segments are excited by applied
voltages +s, +c, −s, and −c with phase shift of 90 over one wavelength such
that the superposition of multiple standing waves produces travelling waves
which move along the piezo ring of the motor as illustrated in Figure 4.27a.
As the surface travelling waves moves along the stator, the contact point(s)
shift(s) along the motion direction, constantly pushing the slider in the direc-
tion opposite to the direction of movement of the travelling wave. Figure 4.27b
shows a typical ultrasonic piezo motor showing the circularly arranged piezo
segments generating a travelling wave. Patel et al. [18] through COMSOL sim-
ulation have depicted the travelling waves in the piezo ceramic ring using ani-
mations as shown in Figure 4.27c. Although travelling wave piezo motors
achieve high forces, they are prone to wear and tear and have a limited lifetime.
To reduce the wear between the piezo elements and the rotor, the piezo ele-
ments are coated with wear resistive material.
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4.9.1.4 SONAR

SONAR (Sound NAvigation and Ranging) is a technology that uses acoustical
waves to detect the location of objects in the ocean as depicted in Figure 4.28.
SONAR devices send out pulsating sound waves from a transducer, and then pre-
cisely measure the time it takes for the sound pulses to be reflected back to the
receiver transducer. The distance to an object can be calculated using the time dif-
ference and the speed of sound in the water (~1500 m/s). SONAR was widely used
during WWI to detect icebergs and enemy submarines. Lead indium niobate–lead
magnesium niobate–lead titanate (PIN–PMN–PT) ternary single crystals are fre-
quently used in SONAR applications due to its higher coercive field (Ec ~ 5 kV/cm)
and higher Curie temperature (Tc > 210 C). PIN–PMN–PT single-crystal piezoe-
lectric materials provide increased sensitivity and wider bandwidth for underwater
transducers [19]. These piezoelectric crystals provide higher piezoelectric perfor-
mance magnitude which helps to decrease the number of piezoelectric elements
necessary. Thus, improved performance is achieved at lower power consumption
levels. SONAR can be used for under water sea surface imaging, such as fish finder

(a)
Contact points

Rotor/slider
stator

–s –c  +c +s +c –c –s –c +c +s +c –c –s –c +c +s +c –c –s –c +c +s +c –c –s

Surface travelling waves

Piezo extension by AC vol. +s V

Piezo retraction by AC vol. –s V

Rotor/slider

stator

Piezo elements

Piezo

elements

Piezo extension by AC vol. +c V

Piezo retraction by AC vol. –c V(b)

(c)

Direction of motion

Figure 4.27 (a) Schematic representation of the working of the ultrasonic piezo motor,
(b) typical ultrasonic piezomotor showing its components, and the (c) COMSOL illustration of
the standing waves generated due to oscillations in the circularly arranged piezo elements.
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to locate objects like fish, wreck, vegetation, and sudden change in water temper-
ature, in the search area of the sea, and under water communication.

4.9.2 Consumer Electronics

4.9.2.1 Piezoelectric Igniters

In a piezoelectric igniter, a piezoelectric rod generates a rapid rise in voltage when
the piezo rod is suddenly hit by a spring release hammer. This mechanical shock
generates a voltage which is high enough to ionize the air between sizeable spark
gap to ignite the fuel. Piezoelectric igniters are commonly used for butane lighters,
gas grills, gas stoves, blowtorches, and improvised potato cannons. Although lead
zirconate titanate piezoelectric crystal is commonly used in kitchen gas oven igni-
ters, other piezo crystals such as quartz, sodium potassium tartrate, and tourma-
line are also used frequently for other ignition applications.

4.9.2.2 Drop on Demand Piezoelectric Printers

In a piezoelectric inkjet printer, piezoelectric actuators in the printer head serve
as small diaphragms which deforms when external voltage is applied [20]. The
deformation of the piezo actuator changes the internal volume of an ink
well which forces the ink droplets onto paper through a nozzle as shown in
Figure 4.29a, b. The advantages of piezo printer head include controlled dis-
charge of ink droplets where high accuracy in printing can be regulated by con-
trolling the applied voltage. This printing technique is highly durable and
resistant to the influence of the operating environment as it does not apply heat

SONAR device

Transmitting acoustic wave

Sea bed

Reflected acoustic wave

Figure 4.28 Schematic representation of the working of SONAR devices.
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to the ink. The shortcomings of the piezo printing head involve clogging of noz-
zles when air bubbles are formed in the ink.

4.9.2.3 Speakers

A piezoelectric material produces a mechanical motion when a voltage is applied
across it. The diaphragms and resonators convert the motion into audible sound.
This is the working principle of the piezoelectric speaker. In ultrasound applica-
tions, piezoelectric speakers operate well in the range of 1–5 kHz and up to 100
kHz. Piezoelectric speakers generate sound in digital quartz watches and other
electronic devices. The advantages of piezoelectric speakers over conventional
loudspeakers lies in their resistance to overloads that would normally destroy most
high-frequency drivers. However, piezoelectric speakers suffer disadvantage of dis-
tortion and damages to the amplifier when driving capacitive loads in piezoelec-
tric. Piezoelectric buzzers are similar to piezoelectric speakers, but they are usually
designed with lower fidelity to produce a louder volume over a narrower frequency
range. Buzzers are used in a seemingly endless array of electronic devices.

4.9.2.4 Other Daily Use Products

Ultrasonic toothbrushes emit very high in frequency but low in amplitude vibra-
tions that break up bacterial chains on the teeth. Many cool mist piezoelectric-
based humidifiers use a piezoelectric transducer to transmit ultrasonic sound
energy into a pool of water. The ultrasonic vibrations cause fine water droplets

Drop on demand piezoelectric printers
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Figure 4.29 Schematic representation of the drop on demand piezoelectric printers under
(a) no applied voltage and (b) presence of applied voltage showing the deformation
in the piezoelectric crystal which oozes the ink out of the nozzle.
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to break away and atomize from the surface of the pool where they become
entrained in an air stream and enter the desired space.

4.9.3 Medical Applications

4.9.3.1 Ultrasound Imaging

Ultrasound imaging uses the principle of SONAR to detect changes in the appear-
ance, size, shape, or contour of organs, tissues, and vessels, or used to detect
tumors or other abnormal masses. An ultrasound technician uses a handheld pie-
zoelectric transducer (Figure 4.30) to send acoustic waves into the body as well as
to receive the echoing waves reflected by the soft tissue of organs. On pressing the
transducer against the skin, the device sends tiny acoustic pulses of inaudible,
high-frequency waves into the desired region of the patient’s body. These transdu-
cers produce sound waves at frequencies well above the threshold of human hear-
ing at 20 kHz and higher; most transducers used today operate at much higher
frequencies in the megahertz (MHz) range. In ultrasound imaging, the piezoelec-
tric material is used as acoustic resonators where the piezoelectric transducer reso-
nates at f0 = c/2d when the waves reflected by the internal organs, tissues, and
fluids return to the transducer to produce usual acoustic mismatch between the
piezoelectric transducer and the organs. The transducer resonates at odd harmo-
nics too (3f0, 5f0, etc.) because these acoustic waves encounter softer materials and
bounce back into the piezoelectric a number of times. The acoustic mismatch, i.e.
the efficiency of piezoelectric crystal to transfer acoustic energy from piezoelectric
crystal to soft tissue, is measured by the transmission factor (TF). From acoustic
theory, the energy that is transferred from one acoustic material, Zc, to an adjacent

Acoustic matching layer

Acoustic lens

Backing element

Piezoelectric elements
(transducer)

Figure 4.30 Schematic representation of the internal architecture of ultrasound imaging
kit/probe.
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material of impedance Z can be quantified as TF = 4 Z Zc/(Zc + Z)2. This factor can
be used to compare different materials within the body and to detect position and
size of other tissues. A computer measures and displays the signature waves to
create a real-time picture on a monitor.

4.9.3.2 Surgery and Ultrasound Procedures

Piezoelectric substances are recently being used in medical surgery where piezo-
electric instruments placed along the cutting edge are made to vibrate by applying
a voltage across the crystal. These vibrations can be fine-tuned to only cut miner-
alized tissue, making it much more precise and less invasive than normal surgery
[21]. The advent of the harmonic scalpel has enabled surgeons to simultaneously
incise and coagulate tissue during a surgical procedure without the need for cau-
terization. This leads to less tissue damage, less blood loss, and faster healing times.
Some noninvasive medical procedures rely on the use of focused ultrasonic waves
to break up kidney stones (Lithotripsy) [22, 23] or destroy malignant tissue [24].
The piezo-based devices are also used to remove plaque and tartar deposits on the
teeth with the aid of high-frequency sound waves (Figure 4.31). The waves gener-
ated by the piezo material break up the hard deposits of plaque and tartar, and the
attached water spray washes the deposits away.

4.9.3.3 Wound and Bone Fracture Healing

The application of piezoelectric crystal in shockwave therapy is relatively new,
and is still being researched. It is being used extensively in developed countries
for many years with successful clinical outcomes in treating various forms of

Figure 4.31 Representative image of piezoelectric dental scaler showing the piezoelectric
stacks.

4.9 Application of Piezoelectric Sensors 175



musculoskeletal conditions. The shockwave therapy also known as the piezoelec-
tric impulse therapy is a nonsurgical and noninvasive procedure where an array of
piezo crystals delivers gentle pulses of focused energy into the affected tissue in the
region of treatment, typically “the painful area,” to boost your body’s natural heal-
ing and regenerative properties. The pulses promote tissue regeneration and
remodeling to heal the scar tissues and calcific fibroblasts by initially breaking
them down and then provoke metabolic activity and an inflammatory response
which promotes and stimulates healing. Instead of air or radial impulse, the pie-
zoelectric device uses electromagnetic impulses that encourage recovery without
inflammation or side effects. The shockwave therapy is successfully used for the
treatment of Achilles tendinopathy, plantar fasciitis, ankle and foot pain, ankle
and foot muscle injuries, excessive scar tissues, and other conditions related to
the ankle and feet. The advantages of the piezoelectric impulse therapy are non-
surgical and noninvasive procedures, reduces, mitigates, and eventually elimi-
nates pain, reduces muscle tensions and sprain, encourages natural healing in
the treatment area, improves microcirculation to promote tissue metabolism,
and increases collagen production.
Induced polarization in cortical bone produces electric fields at the microfrac-

tures of the bones. The field is high enough at the tip of the microcrack to induce
osteocyte apoptosis and thus initiate the crack-healing process. Piezoelectric mate-
rials are capable of stimulating the physiological electrical microenvironment, and
can play a vital role to stimulate regeneration and repair [25]. Jacob et al. [26] had
listed various piezoelectric biomaterials that can be used for tissue engineering
especially for bone and cartilage repair. Zhang et al. [27] fabricated patient-specific
bioactive three-dimensional scaffolds that possess controlled microarchitectures
for bridging bone defects and promote bone repair. Damaraju et al. [28] fabricated
flexible, three-dimensional fibrous scaffolds which can be used to stimulate
human mesenchymal stem cell differentiation and corresponding extracellular
matrix/tissue formation in physiological loading conditions. These piezoelectric
scaffolds were observed to exhibit both chondrogenic and osteogenic differentia-
tion leading to bone repair. However, it is to be noted that self-repair and regen-
eration in bones are attributed to the flexoelectricity of bone’s mineral component
– hydroxyapatite [29].

4.9.4 Defense Applications

4.9.4.1 Micro Robotics

Microsized and power-efficient piezoelectric actuators and sensors are often
required to design robots capable of flying and crawling for gathering information
from sites which are not reachable by humans. Such microrobots can be used in
defense for spying, public security, law enforcements, and other public works
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sectors. Researchers at MIT developed 3D printed floating water lilies
(Figure 4.32a) with petals equipped with arrays of actuators and hinges that fold
up in response to magnetic fields run through conductive fluids. Chopra et al. [30]
in 2019 designed and developed a strain sensing piezoelectric actuator with inte-
grated position sensing for millimeter scale mobile robotics and was used to detect
wing collisions when flapping near an obstacle and wing degradation when inte-
grated in flying microrobotic system. Electrically isolated strain-sensing regions of
the piezoelectric material undergo identical motion as the actuation layers and
thus directly sense tip deflection through the piezoelectric effect. This develop-
ment is considered a step toward closed loop control capabilities of microrobots
using on-board sensors. Ma et al. [31] in 2013 demonstrated the first controlled
flight of an biologically inspired insect-sized robot. The robotic insect called the
RoboBee (Figure 4.32b), with sub-millimeter scale anatomy and two wafer-thin
wings that flap at 120 times per second, is capable of vertical takeoff, hovering,
and steering. The tiny robots flap their wings using ceramic piezoelectric actuators
that expand and contract when an electric field is applied. Applications of RoboBee
could include distributed environmental defense monitoring, search-and-rescue
operations, and assistance with crop pollination. Later in 2017, the group reported
the development of a hybrid aerial-aquatic microrobot capable of locomotion in
aerial and aquatic environments. This 175 mg robot uses a flapping wing design,
and the motion is driven by a pair of piezoelectric actuators [32]. The underwater
robotic finger was developed in 2019 by Yu et al. [33] in which the three piezoe-
lectric actuators were bonded to three phalanges of the finger and helps to push the
finger forward using two joints by friction. This robotic finger exhibits potential to
be employed as underwater manipulators. Recently Niu et al. [34] proposed a

(a) (b)

Figure 4.32 (a) 3D printed floating water lilies and (b) a biologically inspired
insect-sized robot RoboBee. Sources: (a) Subramanian Sundaram/Massachusetts Institute
of Technology. (b) Pakpong Chirarattananon/Wyss Institute.
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novel piezoelectric crawling robot with multiple degrees of freedom. The
researchers demonstrated four modes of working where the superposition of
different modes was performed to produce the linear and rotational motion
of the robot.

4.9.4.2 Laser-Guided Bullets and Missiles

Laser guided bullets and missiles are the most exciting application of piezo-
electric crystals in the field of defense. Researchers at the Sandia National
laboratories, USA have invented a dart-like self-guided bullet for small caliber
smooth bore firearms that could hit laser illuminated targets from distance
of one mile. Sandia’s 4-inch-long bullet consists of a optical sensor at the nose of
the bullet to detect the laser spot illuminating the target. The identification of
the target is performed using the laser spot on the moving vehicle as shown in
Figure 4.33. The sensor sends the information to the guidance and control elec-
tronics that use an eight-bit CPU (housed within the bullet) to communicate with
the electromechanical actuators. The electromechanical actuators steer the bul-
let’s fins that guide the bullet to strike the target. An onboard tracking chip cal-
culates the course corrections, carried out by four actuator-controlled fins on the
bullet’s body.
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Figure 4.33 Schematic representation of the working of course changing bullets.
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4.9.5 Musical Applications

4.9.5.1 Piezoelectric Pickups for Instruments

Many acoustic–electric-stringed instruments utilize piezoelectric pickups to con-
vert acoustic vibrations to electric signals which are either recorded or amplified
[35]. To electronically capture the voltage signals from the instrument, a piezo-
electric strip is placed between the instrument body and a structure that supports
the strings. As the strings vibrate, the piezo strip oscillates to generate an electric
signal.

4.9.5.2 Microphones and Ear Pieces

The ability to convert vibrations into electrical output and vice versa (piezo trans-
ducer) makes piezoelectric substances extremely useful in the world of communi-
cations. Microphones and earphones exploit piezoelectric crystals as transducers
by utilizing their piezoelectric and inverse piezoelectric effect, respectively. Micro-
phones are used to amplify audio signal or record them to store as digital data. The
main components of microphone are movable diaphragm which vibrates in
response to sound waves, and a piezoelectric crystal which oscillates with the
vibrating diaphragm to generate an output voltage across the terminal as shown
in Figure 4.34a. In a microphone, the acoustic waves produce displacement of the
diaphragm which causes twisting or bending of a piezoelectric crystal leading to
variation in the voltage output. Rochelle salt is frequently used as transducer in
piezoelectric microphones where the crystal is coupled to a diaphragm. When
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Figure 4.34 The schematic representation of the (a) operation of piezoelectric microphone
and (b) design of piezoelectric earphone.
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the crystal is strained by the displacement of the diaphragm, the ions of the crystal
are displaced asymmetrically to generate electrical charges on its surface. This
polarization of the charges generates an equivalent potential difference across
the transducer resulting in a voltage output. Due to the market demand for
large-scale use of piezoelectric microphones, synthetic piezoelectric crystals like
barium titanate are widely used for frequencies up to hundreds of kHz. Piezoelec-
tric microphones are preferred over other microphones as they are durable and
cheap, generates relatively large electrical output, and can be easily bonded to a
solid and even used in immersed state under nonconducting liquid. However,
the piezoelectric transducers lack good linearity and so are inadequate for quality
sound recording. Lee et al. [36] fabricated a piezoelectric microphone on a circular
diaphragm, using ZnO as the piezoelectric material and low-stress SixNy as the
diaphragm.
Piezoelectric earphones convert input voltage signals intomechanical vibrations

which produces sound waves. These earphones consist of a piezoelectric crystal
attached to a diaphragm as shown in Figure 4.34b. The fluctuating input voltage
is fed into piezoelectric crystal causing it to vibrate which moves the diaphragm
producing sound waves in air. Usually this is done in an enclosure with a hole
in it to capture the sound waves and release them in one direction. The hole usu-
ally has a tube stuck to it so that you can further direct those soundwaves into your
ear canal. Riding on newer advancements in miniaturization and fabrication, Shin
et al. [37] designed a new piezoelectric transducer for round window (RW)-driven
middle ear implants, suitable for compensation of sensorineural hearing loss. The
transducer operates at 6 V and generates an average displacement of 219.6 nm in
the flat band (0.1–1 kHz).

4.9.6 Other Applications

4.9.6.1 Energy Harvesters

Energy harvesters are considered as promising independent power sources that are
believed to drive next-generation low-power electronic devices such as wearable
sensors, medical implants, and various other IoT devices. Out of different
energy-harvesting technologies, piezoelectric mechanical energy harvesting has
emerged as a convenient method for powering small- and large-scale devices as
they can be designed to handle a wide range of input frequencies and forces allow-
ing for energy harvesting to occur. The piezoelectric effect has beenwidely adopted
to convert mechanical energy to electricity due to its high energy conversion
efficiency, ease of implementation, and miniaturization. We have discussed the
piezoelectric generator in Section 4.6.3 where we have described the generation
of electrical energy from mechanical vibrations, kinetic energy, or deformation
energy. The energy harvesters, because of its high potential to achieve long
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lifespan self-powered operations, have witnessed a rapid growth in global market
and were valued at $511.6 million in 2020, and projected to reach $1,057.7 million
by 2030, growing at a CAGR of 7.5% from 2021 to 2030. Mechanical energy can be
extracted and converted to electrical energy from wide variety of available sources
including human wearables, human organs, and joints, roads, vehicles, and indus-
trial machinery, mega structures – buildings and bridges, and water flow. The fac-
tors which play an important role in the efficiency of energy harvesters are
property of the piezoelectric material, geometry/design of the piezo crystal/com-
posites, architecture of the piezoelectric generator, type of excitation, mode of
operation, and design of circuit. The power output of the piezoelectric energy har-
vester depends on intrinsic and extrinsic factors. The intrinsic factors include the
frequency constant of the piezoelectric element, piezoelectric and mechanical
properties of the material, and the temperature and stress dependence of the phys-
ical properties. Extrinsic factors comprise the input vibration frequency, acceler-
ation of the base/host structure, and the amplitude of the excitation. Structurally
multilayer piezo generator produces much lower output voltage as compared to
the single-layer piezo generator, but the current produced by the former is signif-
icantly higher than its counterpart. Due to the fact that multilayer piezo generators
do not create electromagnetic interference, they are excellent solid-state batteries
for electronic circuits. As the power requirement in smaller devices is low, the
solid-state multilayer piezoelectric generators can easily replace cell batteries as
promising power source in some applications. Researchers have designed and fab-
ricated piezoelectric energy harvesters to generate electrical energy from wear-
ables and medical implants, tires of vehicles, walkways roads, and floors. The
available sources of piezoelectric energy harvesting are listed below:

1) Footwears: Piezoelectric shoes were developed which utilized the vibrations
produced by human stepping during walking, running, and dancing. Kymissis
et al. [38] developed an insole with eight-layer stacks of 28-μm PVDF sheets
with a central 2-mm flexible plastic substrate, which harnessed the parasitic
energy in shoes where the average power measured was 1.1 mW at 1 Hz. Zhao
et al. [39] designed a piezoelectric energy-harvesting shoe which converts
mechanical energy of humanmotion into electrical energy, yielding an average
output power of 1 mW during a walk at a frequency of roughly 1 Hz. The DC
current is built through an integrated circuit where an average of 50 mW power
is generated by two to three steps of 5 ms each. Zhang et al. [40] developed a
spring energy storage device to harvest energy from human motion using a
crank rocker mechanism and a compliant spring which was integrated with
a piezoelectric beam to form a mechanical energy-harvesting system. This
arrangement was placed in a shoe near the shoe heel. The electrical energy
is generated when the heel touches the ground, thereby bending the
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piezoelectric beam. When the heel lifted off the ground, the elastic potential
energy stored in the spring when the heel touches the ground, was converted
to kinetic energy, thereby bending the piezoelectric beam in the opposite direc-
tion. A 60-kg person footfall generated a power of 235.2 mJ per step. The system
can store and release instantaneous footstep energy to provide uninterrupted
piezoelectric electrical energy even when human motion is absent.

2) Medical Implants: Piezoelectric energy harvesters, due to their compactness in
volume and restriction in weight, occupies less space and regarded as the most
suitable energy-harvesting sources for medical implants [41]. There are mainly
three excitation sources that are available for the design and development of
energy harvesters for pacemakers – heart beats, blood pressure gradients,
and arterial wall deformation. Ansari and Karami [42] in 2017 proposed a
fan-folded structure that consists of bimorph beams folding on top of each
other, when excited by a normal heartbeat waveform from a feedback con-
trolled shaker, generated an average power of 16mW. In 2014, Dagdeviren et al.
[43] proposed a strain-based harvester for conformal energy harvesting from
the natural contractile and relaxation motions of the heart, lung, and dia-
phragm of several animal models. The piezoelectric harvester consists of
500 nm thin PZT ribbons sandwiched between two metal electrodes that are
attached on spin-cast PI substrate layer, and encapsulated with biocompatible
materials. The harvester was integrated with SEH circuit and a energy storage
component for simultaneous power generation and storage. This flexible pie-
zoelectric patch was attached on the surface of the ventricles of bovine and
bovine hearts and generated a maximum open-circuit voltage of 4–5 V, and
maximum power density of 1.2 mW/cm2 using multilayer piezo stack arrange-
ment. Hwang et al. [44] proposed a flexible energy harvester using the high-
efficiency single-crystal PMNPT which generated maximum open-circuit volt-
age of 8.2 V and short-circuit current of 145 mA. Later, the same group [45]
advanced the findings using single-crystalline PMN-PZT-Mn thin film on
porcine heart and obtained a short-circuit current of 1.75 mA and open-circuit
voltage of 17.8 V. For harvesting energy from blood pressure gradients, piezo-
electric diaphragm is the most widely used structure in this application. In
2014, Deterre et al. [46] proposed a microspiral piezoelectric transducer asso-
ciated with a novel microfabricated packaging that captures energy from blood
pressure variations in the cardiac environment for use as a leadless pacemaker.
The device achieved amaximum power density of 3 mJ/cm3 heartbeat under an
excitation of 1.5 Hz and 180 mN (corresponding to the maximal amplitude
pressure variations in the left ventricle on a surface of diameter of 6 mm). Har-
vesting energy from blood vessels may hamper free flow of blood in the tissue.
Thus, the researchers developed soft and flexible devices using bendable PVDF
films for harvesting energy from arterial deformation. In 2015, Zhang et al. [47]
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developed a PVDF-based energy harvester on the ascending part of the aorta of
a pig heart. The researchers studied the performance of the device on latex tub-
ing and obtainedmaximum output power of 681 nW and amaximum voltage of
10.3 V, respectively, under a pressure variation of arterial pressure of 80 mmHg.
When wrapped around the aorta of a porcine heart, the device offers a maxi-
mum voltage of 1.5 V under the heart rate of 120 beats/min and blood pressure
of 160/105 mmHg. The implanted harvester is able to charge a 1-mF capacitor
to 1.0 V within 40 s. It is roughly estimated that the average power output is
about 12.5 nW. In spite of the advancements in piezoelectric energy-harvesting
techniques, the energy harvesters are facing numerous hurdles and require
solutions on various issues before they can be assimilated into commercial mar-
ket as self-powered medical implants. The common issue faced by the research-
ers are miniaturization of piezoelectric energy harvesters, limitations for
in vitro testing, and biocompatibility and reliability of the devices that still
remains to be addressed.

3) Roads, walkways, and floors: Researchers have explored various sources for
harnessing electrical power from natural vibrational phenomena from pedes-
trian footfalls. They utilized the vibrational energy from footfalls by placing
piezoelectric tiles on walkways, stairways, roads, pavements, and floors to
generate electrical energy to power appliances. Edlund et al. [48] compared
vibrational energy harvesting using piezoelectric tiles in walkways and stair-
ways and concluded that the power generated from piezoelectric tiles placed
in a stairway perform better than the ones placed in walkways due to the
increased pressure during pedestrian footfall while traversing the stairs.
Liu et al. [49] developed a footstep energy harvester with a self-supported
power conditioning circuit. The energy generator consists of 300 monolithic
layers of multilayer piezoelectric stack with a force amplification frame to
extract electricity from human walking locomotion. Using the synchronized
switch harvesting on inductance (SSHI) technology, the power conditioning
circuit was designed to optimize the power flow from the piezoelectric stack to
the energy storage device under real-time human walking excitation. The
researchers considered the force excitation of 114 N with human walking,
and the amplified force resulted being 846 N. This excitation was applied
on three separate circuits – standard energy-harvesting (SEH) circuit, series
SSHI circuit, and the parallel SSHI circuit and obtained an output power of
1.35, 1.33, and 2.35 mW, respectively. The harvesting efficiency of parallel
SSHI circuit was 74% higher than that of the SEH circuit. Hobeck et al.
[50] developed lightweight, highly robust, energy harvester design in the form
of piezoelectric grass which generated energy through turbulence-induced
vibration (TIV) suitable for use in low-velocity, highly turbulent fluid flow
environments, i.e. streams or ventilation systems. The biomimetic design
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consisted of an array of six cantilevers made of piezoelectric PVDF (type 1) or
an array of four cantilevers made of piezoelectric PZT (type 2). These canti-
levers experience vigorous vibrations when exposed to proper turbulent flow
conditions. The type 2 harvester achieved a power output of 1.0 mW per can-
tilever with a mean airspeed of 11.5 m/s, whereas identically sized type 1 har-
vester yielded an output of 1.2 μW per cantilever at 7 m/s. Despite 1000 times
higher power generation capability f type 2 harvester than type 1 harvester,
the latter is more suitable for long-term deployment.

A burst of research progress in energy-harvesting technology in the last decade
has lured the researchers to undertake promising applications for self-powered
autonomous operations of wearable electronics, medical devices, automotive sen-
sors, and wireless sensor monitoring systems.

4.9.6.2 Sports-Tennis Racquets

When a player hits a tennis ball with a conventional racket, it undergoes a consid-
erable deformation, i.e. bending resulting in the loss of control over the shot.
To provide enhanced controllability in shot making, new racquets designed by
HEAD’s IntellifiberTM system (Figure 4.35a) incorporate bundles of piezoelectric
zirconate titanate (PZT) fibers (Figure 4.35b) embedded into the body of the tennis
racket frame (in its body and the throat region). When the ball comes in contact
with the racquet it produces structural deformation (Figure 4.35c-i). The piezoe-
lectric fibers generate an electrical current as a direct response to the deformation
(Figure 4.35c-ii). The electric current is fed into a microchip located in the top of
the handle. The microchip generates and amplifies the electrical response caused
due to piezoelectric effect and supplies the voltage to the piezoelectric fibers, pro-
ducing a counterforce which increases the stiffness and damped structural vibra-
tion (Figure 4.35c-iii). This energy transformation takes less than a millisecond
while the ball is still on the strings, and the increased racquet stiffness also pro-
vides more control and power.

4.10 Conclusions

Developed throughmore than 50 years of extensive research and development, the
field of piezoelectric sensors is still prominently active because of their striking
benefits of harsh environment operation and their scope for integration on flexible
substrates. A piezoelectric device has established themselves as the class of sensors
with the highest commercial demand due to the linear behavior between the input
force and the generated output voltage (in sensors) or vice versa (in actuators).
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These sensors are widely used in variety of applications in the field of medical, con-
sumer electronics, industry, sports, defense, and self-power energy-harvesting sen-
sors. The researchers have explored various piezoelectric materials with attractive
properties and developed next-generation piezoelectric sensors that are not only
architecturally unique but also delivers enhanced sensor performance in terms
of sensitivity and dynamic range as compared to other class of sensors. The piezo-
electric sensors have opened new avenues for the development of highly durable,
efficient, lightweight, portable, and self-powered sensors. The piezoelectric mate-
rials in a piezoelectric sensor operate as a transducer that converts mechanical
energy (either force, pressure, strain, or vibration) into an electrical signal or vice

Head

Throat

(a)

(c-i)

(b)

(c-ii) (c-iii)

Figure 4.35 (a) Newly designed tennis racquet with piezoelectric boost, designed by
HEAD’s IntellifiberTM system. (b) Schematic view of the internal architecture of the racquet
frame showing the bundles of piezoelectric zirconate titanate (PZT) fibers embedded into
the body of the tennis racket frame and (c) illustration of the working of the racquet –
(i) structural deformation when the ball hits the racquet, (ii) piezoelectric fibers generate an
electrical current in response to deformation, and (iii) increase in stiffness and dampening of
structural vibration. Source: (a) HEAD.
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versa. Although piezoelectric sensors are conventionally used as force, pressure,
and acceleration sensors, they have a potential for use as immunosensors, gas sen-
sors, ultrasonic sensors, and other wearable physiological sensors. Since the scope
of piezoelectric sensors are widening its horizons in all possible fields of applica-
tions with each passing day, the commercial demand for newer piezoelectric mate-
rials with enhanced properties is in high demand in the global market.
The sensing materials used in piezoelectric devices are classified into natural

and man-made or synthetic piezoelectric materials. The natural piezoelectric
materials include single crystal, organic, and biomaterials, whereas the man-made
materials incorporate polymer and ceramics in the form of composites and thin
film. The piezoelectric ceramics are the most widely used piezoelectric material
due to numerous benefits and are suitable for multifunctional applications, espe-
cially in high energy-harvesting devices. Piezoelectric ceramic material PZT has a
perovskite atomic structure and possesses high dielectric constant, piezoelectric
constant, and highly capable of producing high piezoelectric voltage correspond-
ing to force pressure or vibration. However, the use of piezoelectric ceramics are
restricted due to the brittleness of the materials, complex and cost-intensive pro-
cessing method, and the presence of toxic materials – lead as in PZT. Lead-free
perovskite-based piezoelectric ceramics like the BaTiO3, KNbO3, LiNbO3, LiTaO3,
Na2WO3, and ZnO can be used. Since piezoelectric ceramics are brittle they cannot
be used in the fabrication of flexible piezoelectric sensor. Piezoelectric polymers
are promising in diverse multifunctional applications because of their superior
advantages in mechanical flexibility, easy processing, cost-effectiveness, chemical
resistiveness, low density, and biocompatibility over ceramics. Alternatively, bio-
piezoelectric materials show spontaneous piezoelectricity, but they suffer from the
drawbacks of low piezoelectric coefficient and dielectric constant. Piezoelectric
composites are fabricated by reinforcing nonpolarized piezoelectric ceramics
or polymers into a passive polymer matrix, such as polymers and metals. The
materials properties can be altered and modified to suit device requirement by
regulating the spatial concentration of the components and architecture of the
composites.
The piezoelectric materials can be suitably used as a transducer where mechan-

ical energy can be converted to electrical energy and vice versa. This transducer
action of the piezoelectric material to convert mechanical energy to electrical out-
put signals are utilized in the development of piezoelectric sensors. The perfor-
mance of the piezoelectric sensors depends on the piezoelectric material,
orientation of the polarization vector in response external stimuli, and piezoelec-
tric device architecture. Since the piezoelectric response in the form of output volt-
age is direction dependent, the piezoelectric devices must be designed suitably for
a given target application. When the sensor is designed for large output force and
low displacement, piezoelectric stacked architecture is preferred, whereas the
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bimorph architecture is suitable when the applied force is low, but the displace-
ment is large. The use of piezoelectricity in the development of medical imaging
tools and SONAR has created global stir where modern research will explore more
on the piezoelectric sensors. In a piezoelectric actuator, electrical energy is con-
verted to mechanical energy in the device and finds application in piezoelectric
motors, ink cartridges, etc. Piezoelectric energy harvesters derive energy from
mechanical vibrations using a full-wave rectifier circuit and store the energy in
electronic components and can be later used to power other devices. In spite of
many shortcoming and restriction of piezoelectric materials and devices including
temperature sensitivity and neutralization of surface charges by environmental
agents or current leakage, the piezoelectric sensor still holds a pivotal edge in
the field of solid-state sensors.

List of Abbreviations

BAW Bulk Acoustic Wave
BNT Bismuth Sodium Titanate
CNT Carbon Nanotube
cyclo-FW Cyclo-phenylalanine-tryptophan
cyclo-GW Cyclo-glycine-tryptophan
DC Direct Current
DFT Density Functional Theory
EAPap Cellulose-based Electroactive Paper
FF Di-phenylalanine
IDE Interdigitated Electrodes
KNT Sodium Potassium Niobate
KS Knock Sensors
LN Lithium Niobate
LT Lithium Tantalate
MLC Multilayer Capacitors
OCMFET Organic Charge-modulated Field-effect Transistor
P(VDF-TrFE) Copolymer of Trifluoroethylene
PCM Powertrain Control Module
PIN-PMN-PT Lead Indium Niobate – Lead Magnesium Niobate – Lead

Titanate
PVDF PolyVinyliDene Fluoride
PZT Lead Zirconate Titanate
QCM Quartz Crystal Microbalance
QM Mechanical Quality Factor
SAW Surface Acoustic Wave
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SEH circuit Standard Energy Harvesting Circuit
SONAR Sound NAvigation and Ranging
SSHI Synchronized Switch Harvesting on Inductance
TF Transmission Factor
TIV Turbulence-induced Vibration (TIV)
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5

Capacitive Sensors

5.1 Overview

In the previous chapter, we have discussed about the piezo sensors which work on
the generation of voltage on the application of external stress. The capacitive sen-
sors on the other hand work on the principle of variation in relative displacement
of the electrodes or the displacement ofmembrane which affects the capacitance of
the device. Capacitive sensors have been around for decades [1–6], but have not
gained significant interest in comparison to the piezo sensors which are known
to be ultrafast devices. However, with the advent of new applications, the principle
of capacitive sensors is widely used in measuring systems that have revolutionized
robotics [7], wearable devices [8, 9], health care [10], automobiles [11], home
applications [12, 13], and security [14, 15]. This is due to the fact that capacitive
sensor provides definite advantages like high sensitivity, low power consumption,
enhanced temperature performance, and reduced drift in performance over time
over its piezoelectric counterpart. Capacitive sensors are mostly used as pressure
sensors and gyroscope [16, 17] which are designed by utilizing relative displace-
ment of electrodes with applied pressure [18], touch [19], proximity [20], and
liquid-level sensors [21] through variation of electric lines of force on introduction
of metallic and nonmetallic target and chemical sensors which utilizes the change
in dielectric property of thematerial between the electrodes. However, only a small
share (2.58 billion of 11.38 billion in 2019) of the market for pressure sensors is
allocated to capacitive-type sensors [22, 23]. Although having learnt the astonish-
ing properties of the capacitive sensors, it seems strange that the utilization of
capacitive sensing technology is so restricted in a few applications and devices.
This is due to its low sensitivity, and in some cases high parasitic capacitance,
which have resulted in limited adoption of the capacitive technology of sensing.
In addition to these shortcomings, design complexities and architectural con-
straints in capacitive sensors have limited their use in devices. There are significant
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research challenges related to fabrication procedures, design of matched sensing
circuits, and manufacturing procedures which must be addressed in order to bring
capacitive sensing technology in industrial practice.
To understand how capacitive sensors operate, it is important to understand the

fundamental properties and principles of capacitors. This chapter focuses on solid-
state capacitive sensor, i.e. the devices which are devoid of any movable parts. Thus,
this chapter incorporates various touch and proximity sensing and chemical and/or
gas sensing technologies that are based on changes in capacitance of the active sen-
sing component. Since accelerometers, gyroscopes, and microelectromechanical
systems (MEMS) based sensors contain movable parts, this chapter does not include
them here, though being a well-celebrated part of capacitive sensor family. This
chapter provides a basic introduction to capacitive sensing, discusses the different
types of capacitive architecture in devices, various dielectricmaterials used and their
advantages, device fabrication technologies, and various applications of solid-state
capacitive sensors. The chapter concludes with recent research challenges and the
possible strategies to overcome them. The below section provides details on
the underlying principles of the capacitor.

5.1.1 A Capacitor

The capacitor is an electronic component which has the ability or “capacity” to
store energy in the form of an electrical charge producing a potential difference
across its plates. Capacitors are generally composed of two conducting plates sepa-
rated by a nonconducting substance called dielectric (with dielectric constant εr as
shown in Figure 5.1). The dielectric may be air, mica, ceramic, paper, or other

Electrodes

E = 0 E
v v

(a) (b)

Dielectric Dielectric

Electrodes

Figure 5.1 Schematic representation of a parallel electrode capacitor under
(a) unbiased and (b) biased conditions.
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suitable insulating material, while the electrodes are made of metals. Initially
under unbiased state, no charge stored at the electrodes and the electric field E
in the dielectric layer is zero as shown in Figure 5.1a. When an external voltage
in applied across the terminals of the capacitor, the electrodes store the charges
on their surface in the form of electrical energy until the potential difference across
the electrodes of the capacitor reaches the externally applied voltage as shown in
Figure 5.1b. The electrical charges continue to reside on the surface of the elec-
trode even after disconnecting the circuit unless it is consumed by other electronic
components of the circuit or it is lost due to leakage only because all practical die-
lectric is prone to charge leakages. Capacitors with little leakage can hold their
charge for a considerable period of time. The plate connected with the positive ter-
minal stores positive charge (or +Q) on its surface and the plate connected to the
negative terminal stores negative charge (or −Q). However, a capacitor is signif-
icantly different from a rechargeable battery in terms of working and performance.
A rechargeable battery stores energy in the form of electrochemical energy as com-
pared to electrostatic energy in capacitor. The former provides 103 times more
energy density as compared to the latter and is used for providing constant DC
voltage to the circuit.

5.1.2 Capacitance of a Capacitor

Capacitance is the electrical property of capacitors. It is the measure of the amount
of charge that a capacitor can hold at a given voltage. Capacitance is measured in
farad (F) and named after the British physicist Michael Faraday. Capacitance can
be defined in the unit coulomb per volt as:

C = Q V 5 1

whereC is the capacitance in farad (F),Q is themagnitude of charge stored on each
plate (coulomb), and V is the voltage applied to the plates (volts). A capacitor with
the capacitance of one farad can store one coulomb of charge when the voltage
across its terminals is 1 V. Note that capacitance C is always positive in value
and has no negative units. However, the farad is a very large unit of measurement
to use on its own, so sub-multiples of the farad are generally used such as micro-
farads, nanofarads, and picofarads to express the capacitances of commercially
available capacitors of 1 pF to about 1000 μF.
The capacitance of a capacitor depends on the geometry of the electrodes and the

architecture of the capacitor and not on an external source of charge or potential
difference between the electrodes. For a parallel plate capacitor, the electric field
between the plates due to charges +Q and −Q remains uniform, but at the edges,
the electric lines of force deviate outward. If the separation between the plates is
much smaller than the size of plates, the electric field strength between the plates
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may be assumed uniform. The capacitance of a parallel plate capacitor is propor-
tional to the area A of the smallest of the two plates and inversely proportional to
the distance or separation d (i.e. the dielectric thickness) between these two elec-
trodes, but independent of the electrode metal. The capacitance of a capacitor can
be expressed in terms of its geometry and dielectric constant as:

C =
ε0εrA
d

5 2

where C is the capacitance in farads (F), εr is the relative static permittivity (die-
lectric constant) of the dielectric medium, ε0(=8.854 × 10−12 F/m) is the permittiv-
ity of free space,A is the overlapping area between the electrodes (inmeters), and d
is the separation distance (in meters) of the two plates. It is observed that there are
three parameters viz. the overlapping electrode area A, effective dielectric thick-
ness d, and the dielectric constant εr that determines the capacitance of the capac-
itor. Thus, for the construction of capacitive sensor element, we need to fabricate a
capacitor whose capacitance can be influenced by an externally applied stimulus
called the measurand. This variable capacitor through changes in its capacitance
can respond to changes in external stimuli in the form of force, chemical environ-
ment, and foreign objects, when there is a variation in its electrode area, effective
dielectric thickness, or dielectric constant. The changes in capacitance whenmeas-
ured provide information on the strength of external stimulus. It is to be noted that
any change in A, d, and εr is associated with the change in electric field E between
the electrodes and forms the distinctive feature of capacitive sensing technology.

5.2 Sensor Construction

A capacitive sensor converts a change in position or properties of the dielectric
material into an electrical signal. According to Eq. (5.3), capacitive sensors are rea-
lized by varying any of the three parameters of a capacitor: distance (d), area of
capacitive plates (A), and dielectric constant (εr); therefore:

C = f d,A, εr 5 3

A wide variety of different kinds of sensors has been developed that is primarily
based on the capacitive principle described in Eq. (5.3). These sensors’ function-
alities range from humidity sensing [24], through level sensing, to displacement
sensing.

5.2.1 Overlapping Electrode Area A

As discussed earlier, the capacitive phenomenon is related to the electric field
between the two overlapping electrodes of the capacitor. The electrodes with larger
surface area are able to store more electrical charge; therefore, a larger capacitance
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value is obtained with greater surface area. For a capacitive architecture with dis-
similar electrode dimension, a higher electric field E(=V/d) is developed between
the overlapping electrodes, as compared to that at the edges where the electrodes
are nonoverlapping, only because the effective distance d between the electrodes
increases in the later case. Since in a parallel plate capacitor the quantity of charge
on one plate is balanced by an equal quantity of opposite charge in the other plate,
the electrical field E between the two plates is normal to the electrode surfaces only
at the overlapping area. However, at the nonoverlapping area between the two
electrodes, the electric field is sparse with fringing electric lines of force emanating
from the positive electrode. The opposite charges in the larger electrode become
concentrated in the region that directly faces and overlaps the smaller plate as
shown in Figure 5.2a. Calculating the capacitance of the capacitor with dissimilar
electrode dimensions, having the fringing fields lines that loop around from the
sides and top surface of the smaller plate and then terminate either on the larger
plate or other surrounding conductive items, is quite complex.
Again the capacitance can also change when one electrode of the parallel plate

capacitor with same dimension electrodes is displaced parallelly relative to the
other electrode as shown in Figure 5.2b, c. The dielectric between the overlapping
electrodes experience uniform electric field E, whereas the field in the nonoverlap-
ping region is reduced, thereby decreasing the effective capacitance of the capac-
itor (Figure 5.2c). This mechanism of capacitive sensing technology is utilized for
the detection of shear forces in the direction parallel to the plane of the electrodes
[25]. As the overlapping area between the electrodes decreases in response to the
shearing force [26], the effective capacitance decreases.

5.2.2 Dielectric Thickness d

The capacitance of a parallel plate capacitor is indirectly proportional to the dis-
tance between the electrodes or the dielectric thickness as it is sandwiched
between the electrodes (Figure 5.3a) [27]. The electric field between the two elec-
trodes increase as the dielectric thickness between the electrodes decreases [28],
thereby increasing the capacitance as shown in Figure 5.3b. Any external stimulus

(a) (b) (c)

A

E E E

A A

d

Figure 5.2 Schematic representation of parallel electrode capacitor with (a) top electrode
area smaller than bottom electrode. (b) Top and bottom electrodes with equal area and
aligned to obtain maximum overlap and (c) equal area but misaligned top and bottom
electrodes showing the intensities of electric field at the edges.
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that is capable of changing the dielectric thickness of the capacitor can be meas-
ured by recording the variation in dielectric thickness of the sensor. However, it
has to be ensured that the operation of the sensor does not produce change in
the area of electrodes during operation. Most common sensors which work on this
principle are pressure sensors, force sensors, vacuum gauges, and accelerometers.
A large number of devices which use air as the dielectric material involve ultrathin
membranes as one of the electrodes as it can be easily displaced under mechanical
stimuli like pressure and vacuum.
The variation of overlapping area of the electrodes and dielectric thickness can

be utilized in the construction of three-axis force measurement device [29] as
depicted in Figure 5.4. The construction of the device consists of four separate
bottom electrodes (BEs) B1, B2, B3, and B4 which are held at negative potential
relative to the top electrode (TE) T. The TE T is separated from the BEs B by an
elastomer dielectric of thickness d, which can deform itself in response to shear
forces parallel to the x–y plane and also in the perpendicular z direction resulting
in the decrease in the dielectric thickness. The TE T is so placed over the BEs such

Anode

Cathode Cathode

Increased E-field

(a) (b)

Increasing E-field

Reduction in
interelectrode gap

Anode

Figure 5.3 COMSOL simulation showing the variation of electric field with distance d
between the electrodes: (a) increased d and (b) reduced d.

B4

T F

(a) (b)
B4

B3B1
B3

B1

B2 B2

Figure 5.4 Schematic representation of three-axis force sensor under (a) initial and
(b) displaced conditions.
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that the overlapping areas with separate BEs B1, B2, B3, and B4 are equal. The
capacitive construction without the response of the external stimuli is shown in
Figure 5.4a. In response to a shear force in the x–y plane, the elastomer deforms
itself such that the overlapping area between the TE and the BEs segments (B1 and
B4) in the direction of the shear are separately increased, whereas the overlap
on the bottom area segments (B2 and B3) opposite to the shear direction are sep-
arately reduced as shown in Figure 5.4b. Thus, the increase in capacitance due to
increased overlapping area between the top and separate segments of BEs and the
decrease in capacitance due to increased nonoverlapping area for the other BE seg-
ments determine the direction of the shear force in the x–y plane. Again, when a
force exerted perpendicular to the TE reduces the dielectric thickness of the capac-
itor, a change in the capacitance is observed. Thus, the perpendicular force on the
TE is manifested as an increase in capacitance, and thus can be detected.

5.2.3 Dielectric Material

The conductive electrodes of the capacitor are generally made of a metal allowing
for the flow of electrons and charge, whereas the dielectric material is always an
insulator. The various insulating materials are utilized as capacitor dielectric and
vary significantly in their dielectric behavior, i.e. their ability to block or pass an
electrical charge. When an external voltage V is applied between the terminals, the
electric field generated between the electrodes distorts the atoms in the dielectric
material causing separation of negative (electrons) and positive charges. This rel-
ative separation of opposite charges to form a dipole under the influence of electric
field E and subsequently aligning themselves along the direction of E is known as
the polarization P. The amount of polarization of the dielectric depends on the
nature of the dielectric material and this is measured by the permittivity ε
(=ε0.εr) of the material.
Dielectric constant εr: Let us consider a parallel plate capacitor in vacuum with

interelectrode separation of d and biased with an applied voltage V as shown in
Figure 5.5a. The electrodes of the capacitor are separated by free space having per-
mittivity ε0. The electric field E developed between the electrodes is given by

E =
σ

ε0
=

V
d
, 5 4

where σ denotes the charge density in the dielectric material.
Now, when a dielectric material with permittivity ε is introduced between the two

parallel electrodes of the capacitor, the effective electric field Eeff is changed to:

Eeff =
σ

ε
=

σ

ε0εr
5 5
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The reduction in electric field E by a factor εr upon introduction of the dielectric
is attributed to the opposing electric field EP generated due to the polarized charges
in the dielectric as shown in Figure 5.5b. The dielectric constant εr is defined to
justify the reduction of Eeff in the dielectric. The capacitance is increased from
Cfree = (ε0A)/d in vacuum to Cdielec = (εrε0A)/d after the introduction of the die-
lectric. The capacitance is inversely proportional to the electric field between the
electrodes, and the presence of the dielectric reduces the effective electric field.
Permittivity ε relates to a material’s ability to transmit an electric field. In the capa-
citors, an increased permittivity allows the same charge to be stored with a smaller
electric field, leading to an increased capacitance. The dielectric material is recog-
nized in terms of the dielectric constant and the effective capacitance with the
dielectric material is the capacitance in free space multiplied with the dielectric
constant. Different materials have different magnitudes of dielectric constant
[18, 30, 31]. For example, air has a dielectric constant equal to 1.0006 at 1 atm. pres-
sure, and solid dielectric such as paraffin has a dielectric constant of 2.5. If paraffin
is used as dielectric instead of air, the capacitance value using the paraffin as die-
lectric will increase by a factor of 2.5. This factor is called relative dielectric con-
stant or relative electric permittivity εr. Some commonly used dielectric materials
and their corresponding dielectric values are listed in Table 5.1.
Dielectric strength: The electrical insulating properties of any material are

dependent on dielectric strength. The dielectric strength of an insulating material
describes the maximum electric field of that material. If the magnitude of the elec-
tric field across the dielectric material exceeds the value of the dielectric strength,
the insulating properties of the dielectric material will breakdown and the dielec-
tric material will begin to conduct. The breakdown voltage or rated voltage of a
capacitor represents the largest voltage that can be applied to the capacitor without
exceeding the dielectric strength of the dielectric material. The applied voltage

E
E

EP

Eeff

Air

(a) (b)

Cair = ε0A/d
For air ε~ε0

[Eeff]dielec = E–EP = σ/ε0εr

Cdielec = ε0εrA/d

E = σ/ε0

Figure 5.5 Parallel electrode capacitor with (a) air ε0 and (b) dielectric material with
relative permittivity εr depicting the decrease in effective electric field Eeff = E − EP due to the
introduction of the material.
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across a capacitormust be less than its rated voltage. The operating voltage across a
capacitor can be increased depending on the insulating material or the dielectric
constant. Teflon and polyvinyl chloride have greater dielectric strength. The die-
lectric constant can be increased by adding high dielectric constant filler material.
Table 5.2 lists the dielectric strength values for different types of materials at room
temperature.

5.2.4 Parallel Fingers and Fringing Fields

The parallel fingers architecture, consisting of a positively biased and a ground
electrode, works under the principle of fringing capacitance [32]. High sensitivity
along the direction perpendicular to the parallel electrodes of the sensor allows the

Table 5.1 Dielectric constants of different materials.

Materials Dielectric constant εr Materials Dielectric constant εr

Mica 5.7–6.7 Plexiglas 3.4

Paper 1.6–2.6 Polyethylene 2.25

Bakelite 4.9 Polyvinyl chloride 3.18

Porcelain 6 Teflon 2.1

Glass 5–10 Strontium titanate 310

Mylar 3.1 Paraffin 2.5

Neoprene 6.7 Rubber 3

More info at http://www.clippercontrols.com/pages/Dielectric-Constant-Values.html.

Table 5.2 Dielectric strengths of different materials.

Materials
Dielectric strength
(×106 V/m) Materials

Dielectric strength
(×106 V/m)

Mica 118 Plexiglas 14

Paper 16 Polyethylene 21.7

Bakelite 24 Polyvinyl chloride 40

Porcelain 12 Teflon 60

Glass 14 Strontium titanate 8

Mylar 7 Paraffin 4060

Neoprene 12 Rubber 12

5.2 Sensor Construction 201

http://www.clippercontrols.com/pages/Dielectric-Constant-Values.html


topology for possible application inmotion
detection, liquid-level sensing, proximity
detection, and touch sensors. Due to the
edge effects of the parallel electrode capac-
itive arrangement in sensor, the electric
field lines are more spanned but less
intense near the edges between the sensor
and ground plates as shown in Figure 5.6.
The calculations of fringing electric field
emanating from the positive electrode
and the capacitance between them are
complex. However, it is seen that the
sensitivity of this capacitive arrangement
depends on the electrode size and the
distance between the electrodes. A shield
electrode on the under surface of the main
sensor and ground electrode provides
enhance E-field intensification toward
the target.
The capacitance between the positively

bias active electrode and the ground elec-
trode is monitored for significant change

which reflects the approach of an external object toward the device. The change
in capacitance in response to an approaching object is attributed to the absorp-
tion of the E lines of force by the advancing object. The extent of capacitance
change depends on the dielectric permittivity of the approaching object and
the distance of the object from the sensor. The capacitance change due to an
object in proximity will be significantly smaller than that due to a touch signal
only because the E-field at longer distances is sparser and hence the change in
capacitance is low. To maintain a reliable detection set up the sensor has to be
designed so that the signal-to-noise ratio is low to achieve low resolution in
approach distance detection. Several variant configurations can be designed with
the parallel fingers configuration. Multiple positively biased electrode and
ground electrodes can be alternated to have a central ground electrode.
A central ground electrode provides wide window for sensing along the width
of the electrodes and gives the sharpest response. The comb configuration com-
prised both of these variants, and very effective for wide and high direction based
detection. The comb configuration is typically used in rain sensor applications
and other applications that require a large sensing area and high sensitivity/
resolution.

Proximal
object

Electric

Field lines

Sensor

Substrate

Figure 5.6 COMSOL simulation of
fringing electric field developed near the
active electrodes of proximity sensor in
response to an approaching finger.
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5.3 Sensor Architecture

The architecture of the fabricated capacitor influences the performance of the sen-
sor under response to an external stimulus. The sensor is designed to provide high
sensitivity, low limit of detection, and low resolution of electrical signal output
against applied external stimuli. In order to design a portable and small size capac-
itive sensor with high performance, the choice of dielectric, shape of electrodes,
and device architecture play an important role in the outcome. The effect of die-
lectric and the shape and size of the electrodes were discussed in details in the pre-
vious sections. Here we discuss about the sensor design to achieve enhanced
overall capacitance that helps in the increase in the signal-to-noise ratio and redu-
cing the limit of detection.

5.3.1 Mixed Dielectrics

The advent of mixed dielectric capacitors has highly revolutionized electronics.
The mixed dielectric capacitors incorporate two or more dielectrics between the
electrodes and found to the more stable and possess longer life as compared to
the single dielectric type capacitors [33–35]. The dual layered construction pro-
vides them with lower voltage limit, as well as acting as a reliable middle option
solution between electrolytic capacitors and the general rechargeable battery. In
addition, energy storage and tolerance capabilities are also quite high. They can
even operate at higher temperatures where ordinary capacitors suffer. Their ability
to discharge a large amount of electric load in such a short space of time has
allowed them to be considered one of the absolute products to be found out there.
A few of the sensor elements usingmultiple dielectric components have benefits in
terms of detection range and resolution. The net capacitance of multiple capaci-
tors, connected next to each other, depends on their connection configurations.
Let us consider a case where the two electrodes are separated by two dielectrics,

each of thickness d, but one has area A1 and permittivity ϵ1, while the other has
area A2 and permittivity ϵ2 as shown in Figure 5.7a. Since the two capacitors are
connected in parallel, they both will have the same voltage across them; therefore,
their net capacitance will be the sum of the two capacitances. The net capacitance
of a parallel combination of capacitors is given as:

CT =
Q1

V
+

Q2

V
, 5 6

CT = C1 + C2, 5 7

whereCT is the total capacitance of the capacitors connected in parallel andQ1 and
Q2 depict the charges across the first and second dielectrics with dielectric constant
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ϵ1 and ϵ2, respectively. C1(=(ε1A1)/d)C1 and C2(=(ε2A2)/d) are their individual
capacitances.
Since the E-field is independent of any medium between the plates, E = V/d is

constant in each of the two dielectrics. Thus, the electric displacement field D in
the first, and second dielectric is given by D1 = ϵ1E and D2 = ϵ2E. The charge den-
sity on the plates is given by Gauss’s law as σ = D, so that, if ε1 < ε2, the charge
density across the first dielectric is less than that across the second even if the
potential is the same throughout the electrode. The two different charge densities
on each plate are attributed to the different polarizations of the two dielectrics.
Figure 5.8a The circuit configuration of multiple capacitors having capacitances

(C1,C2,…, Cn) with equivalent capacitanceCT, which is the sum of all capacitances.

+V

0 V

(a) (b)

0 V

+V

A

d

E ED1

d1

d2 D

A

A1 A2ε1
ε1ε2

ε2

E1

E2D2

Figure 5.7 Parallel electrode capacitor with combination of two capacitances in
(a) parallel and (b) series arrangement.
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V
V

C1

C1
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C2

C3 C4 CT

CT
C3

Figure 5.8 Equivalent circuit diagram for combination of capacitors connected
in (a) parallel and (b) series.
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Thus, if a sensor element contains n parallelly connected capacitances, then the
total capacitance CT is the sum of all the individual capacitances as:

CT = C1 + C2 + + Cn 5 8

However, let us now consider that the dielectrics are stacked over each other in
series between the parallel electrodes where the first dielectric of dielectric constant
ε1 has a thickness of d1 and the second dielectric with dielectric constant ε2 has a
thickness of d2 as shown in Figure 5.7b. It is assumed that the thicknesses of the
dielectrics are supposed to be small so that the fields within them are uniform. It
is evident that the individual capacitancesC1(=(ε1A1)/d) andC2(=(ε2A2)/d) between
the electrodes are in series and the total capacitance CT is given by:

1
CT

=
V 1

Q
+

V 2

Q
or 5 9

1
CT

=
1
C1

+
1
C2

=
ε1ε2A

ε2d1 + ε1d2
5 10

If one electrode is held at a potential V and the other at 0 V, then the charge Q
held by each of the positive and negative electrode of the capacitor is given by Q =
CV and hence the surface charge density is σ = CV/A. Following the Gauss’s law,
the total D-flux arising from a charge is equal to the charge density σ, such that for
this architectureD= σ and this is not changed by the nature of the dielectric mate-
rials between the plates. Thus, in both media, D = CV/A = Q/A holds good. Thus,
D is continuous across the boundary. Using D = ϵE to each dielectric, the electric
field E in the first and second dielectric is given as E1 =Q/ϵ1A and E2 =Q/ϵ2A,
respectively. Since ϵ1 < ϵ2, E-field is found to be high in the dielectric with small
dielectric constant.
Thus, when n capacitances are connected in series, the potential at their inter-

faces are different and the total capacitance CT is given by:

1
CT

=
1
C1

+
1
C2

+ +
1
Cn

5 11

The equivalent capacitance of capacitors connected in series can be stated as
(Figure 5.8b).
Now let us consider a separate case where the mixed dielectric is in the form of a

combination of two wedge-shaped dielectric materials of dielectric constants ε1
and ε2 as shown in the Figure 5.9. If the length and the width are denoted as ℓ
and , respectively, then the area of the electrodes is given by A = ℓ ×
The wedge angle is represented as θ such that tan θ= d/ℓ. To determine the overall
capacitance of the capacitive architecture, we choose an infinitesimal
section length dx and width at a distance x from the edge of the capacitor.
Let the capacitances of the first and second infinitesimal sections are dC1 and
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dC2, respectively, and the total capacitance of the section is obtained to be dCT. The
infinitesimal capacitance dC1 and dC2 are given by dC1 = ((ε1ε0 )/(y))dx and
dC2 = ((ε2ε0 )/(d− y))dx. Rearranging and substituting y = x tanθ = xd/ℓ,
we get,

dC1 =
ε1ε0 ℓ

xd
dx 5 12a

dC2 =
ε2ε0 ℓ

d ℓ− x
dx 5 12b

Since the capacitances are connected in series, the total infinitesimal capaci-
tance dCT can be expressed as:

1
dCT

=
1

dC1
+

1
dC2

5 13

1
dCT

=
xd

ε1ε0 ℓ

1
dx

+
d ℓ− x
ε2ε0 ℓ

1
dx

1
dCT

=
xd

ε1ε0 ℓ

1
dx

+
d ℓ− x
ε2ε0 ℓ

1
dx

dCT =
ℓ ε1ε2ε0

ε2 − ε1 xd + ε1ℓd
dx

CT = ℓ ε1ε2ε0
l

0
dx ε2 − ε1 d x + ε1ℓd

CT =
ε1ε2ε0A
ε2 − ε1 d

ln ε2 − ε1 xd + ε1ℓd
ℓ

0

CT =
ε1ε2ε0A
ε2 − ε1 d

ln
ε2
ε1

CT =
ln ε2 ε1

1 ε1 − 1 ε2

ε0A
d

5 14

When the dielectrics are replaced by a single dielectric of dielectric constant such
that ε1 = ε2, we have below limiting condition,

+V

A

A = ℓ ×

d-y

dx

y

x

Dd

0 V

E1

E2

C1

C2

ε2

θ ε1

ℓ

Figure 5.9 Capacitance with mixed
dielectric material.
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CT = CT ε2 ε1
= lim

ε1 ε2

ε1ε2ε0A
ε2 − ε1 d

ln
ε2
ε1

CT = CT ε2 ε1
= lim

ε1 ε2

ε2ε0A
ε2 ε1 − 1 d

ln
ε2
ε1

+ 1− 1
5 15

If p =
ε2
ε1

− 1, we get,CT = CT p 0 = lim
p 0

ε2ε0A
d

ln p− 1
p

=
ε2ε0A
d

lim
p 0

ln p− 1
p

5 16

Thus, when ε1 = ε2 = εr, we have CT = (εrε0A)/d, which is identical to Eq. (5.2).

5.3.2 Multielectrode Capacitor

The multielectrode capacitor architecture is also termed as the comb-type device
which uses a series of parallel electrodes of alternate negative and positively biased
terminals [36]. Due to the introduction of a series of parallel electrodes the effec-
tive overlapping area of the electrodes increases, thereby increasing the overall
capacitance, keeping the net interelectrode distance d unchanged. For a standard
parallel plate capacitor as shown in Figure 5.1, the capacitor has two plates. Since
the number of electrodes are two, we can say that n = 2, where “n” represents the
number of parallel electrodes. The capacitance can be expressed in terms of
parallel electrodes n as CT = ((n− 1)ε0εrA)/d (in farads). For a parallel plate
capacitor with two electrodes n = 2, generating CT = (ε0εrA)/d, which is the
standard equation in (5.2).
Let us consider a multielectrode capacitor with 10 interdigitated electrodes

(IDEs) in which there is an alternate arrangement of five electrodes each biased
at positive and negative potential as shown in Figure 5.10a. Both sides of four pos-
itively and negatively biased electrodes and one side of each of the peripheral elec-
trodes are in contact with the dielectric. The electrodes are equidistant from each
other by a gap d/(n− 1)(=d/9) and separated by amaterial of dielectric constant ε1.
The individual capacitances developed between respective electrodes are depicted
in Figure 5.11a. Since the capacitances are connected in parallel the total capac-
itance is obtained from the equivalent circuit diagram as CT = (9ε0εrA)/d. How-
ever, if the capacitive architecture is planar found in microdevices and
bendable sensors where the thickness of the electrodes are in nanometers (i.e.
the width of the capacitive arrangement is a few orders lower than the length
ℓ), the CT is modified as CT1 = (9εrε0ℓ)/d. Now a situation may arise when one
or more of the electrodes are disconnected/damaged due to faulty fabrication
procedure. In such the case, the CT of the capacitor decreases significantly as
compared to the well-fabricated device to desired architecture as shown in
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Figure 5.10 Multielectrode capacitor design with dielectric material of relative
permittivity εr having (a) well fabricated electrodes and (b) Electrode No. 6 disconnected
due to faulty fabrication process. (c) Two electrode capacitor design with equal d and ℓ.
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Figure 5.11 (a) and (b) representing
equivalent circuit diagram for the capacitor
combination shown in Figure 5.10a, b,
respectively.
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Figure 5.10a. Figure 5.10b shows an identical capacitive electrode architecture, but
with disconnected electrode 6. When electrode 6 is not connected to any of the
terminals, then positive charge on electrode 5 will induce negative charge on
one side of electrode 6, and negative charge on electrode 7 will induce positive
charge on the other side of electrode 6 as depicted in the equivalent circuit shown
in Figure 5.11b. Thus, using the concepts of parallel and series combination, the
equivalent CT is given by: CT2 = (7.5εrε0ℓ)/d.
When these results are compared with capacitance CT3 with two electrodes sepa-

rated by identical distance d and dielectric ε1, it is seen that the capacitance in the
multielectrode architecture is increased by the factor equal to the number of gap
segments (n − 1) sandwiched between the electrodes. However, there is a reduc-
tion in capacitance CT2 (<CT1) due to the improper IDE architecture.
Since the multielectrode capacitances are a combination of numerous capacitive

elements connected in series or in parallel, their use as sensors may have limiting
results if not used in dedicated applications. For example, when the IDE capacitive
architecture is used as cell counter based on the principle of variation of dielectric
when a biological cell is exposed to the fringing field emanating from the electro-
des, the microsized cell passes over numerous capacitive arrangements connected
in parallel. The individual capacitive element produces their respective field var-
iations which interfere between themselves to provide a dull output signal with
significant noise. In such a case, two-electrode capacitance with microsized inter-
electrode gap comparable to the size of the cell generate sharp signal with signif-
icant resolution. However, this IDE capacitors architecture is suitable for touch
sensor application where the area of IDE, being similar to the size of the fingertip,
will generate enhanced variation in capacitive output. Thus, the design of the elec-
trodes in a capacitive sensor is dominantly dependent on the desired application.

5.3.3 Geometry

The performance of the sensor against externally applied stimulus is dependent on
the device architecture including the sensor design, shape, and dimension of the
electrodes [37]. To explain the role of sensor geometry on the sensor performance
we choose the example of a capacitive pressure sensor (CPS) which has a fixed BE
but possess a TE patterned on a thin membrane (commonly called the diaphragm)
and capable of vertical displacement under applied pressure P as shown in
Figure 5.12a. The BE and the TE are separated by a dielectric material of dielectric
constant εr of thickness d under initial condition P= 0. If theA (=πr2, where r is the
radius of the circular electrodes) denotes the area of the TE and BE, the capaci-
tance developed between TE and BE is given Eq. (5.2) (Figure 5.12b). Under
the application of external pressure P, the diaphragm is displaced from its original
position leading to the reduction in d which in turn increases the capacitance of
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the sensor. Higher the displacement of the diaphragm from its original position,
higher will be the capacitance of the sensor due to the increased reduction in d.
Now if the radius, thickness, and Young’ modulus of the diaphragm is a, h, and
Y, respectively, then the spring constant of the circular diaphragm is given by:

kCircular =
16πEh3

a2 1− υ2
, 5 17

where υ is the Poisson ratio of the diaphragm. Now if the circular diaphragm is
replaced by a quad beam structure and a dual beam structure supporting the
TE as shown in Figure 5.12c, d, respectively, their spring constants are given by:

kquad-beam =
4bEh3

a3
, 5 18

and

kdual-beam =
2bEh3

a3
, 5 19

respectively,

where b denotes the width of the beams and the length of the beam is assumed to be
equal to the radius a of the circular diaphragm. It is evident from the Eqs. (5.17),
(5.18), and (5.19) that since the factor (1− υ2) < 1, kCircular > kquad-beam > kdual-beam.
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Figure 5.12 (a) Side view of capacitive sensor with displaceable diaphragms. Capacitive
displacement sensors with (b) circular diaphragms, (c) quad beam, and (d) dual beam
architecture. COMSOL representation of the devices showing the comparative
displacements in (e) circular, (f ) quad beam and (g) dual beam devices.
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As higher spring constant is manifested by stiffer architecture, the displacement pro-
duced in a highly stiff structure is low, producing small capacitance variation under
applied pressure P as shown in Figure 5.12e. On the other hand, since the dual beam
architecture has a low spring constant k

dual-beam
, it produces enhanced displacement as

compared to quad beam structure (Figure 5.12f, g) under identical applied pressure
P, thereby generating increased variation in capacitance. Thus, the variation in
capacitance due to an applied pressure P in the order ΔCdual-beam >ΔCquad-beam

>ΔCcircular, where ΔCdual-beam, ΔCdual-beam, and ΔCcircular represent the variation
in capacitance in dual beam, quad beam, and circular diaphragm structure, respec-
tively, due to an applied pressure P. It can be further noticed that the sensitivity of
the sensor in response to applied pressure can be enhanced by increasing the length
a, reducing the width b and height h of the beam, and using a low Ymaterial such as
elastomers as the beam/diaphragm.

5.4 Classifications of Capacitive Sensors

A number of different kinds of capacitance-based sensors used in a variety of
industrial and automotive applications are discussed in this section.

5.4.1 Displacement Capacitive Sensor

Capacitive sensors for detection of mechanical quantities all function based on
measuring displacement values [38, 39]. The movement of a suspended electrode
with respect to a fixed electrode creates a varying capacitor value between the elec-
trodes [40]. It is possible to measure this effect, and in the case where the mechan-
ical quantity controls the movable electrode, a sensor can be realized [41]. Owing
to the fact that the value of the capacitor is directly related to its dimensions, and a
tiny capacitor involves high noise susceptibility, capacitive sensors are required to
be as large as possible. Themost common displacement-based sensors are pressure
sensors where the displacement of the electrodes leads to the decrease in the die-
lectric thickness and hence increase in the capacitance of the sensor. Relatively
low sensitivity, and in some cases high parasitic capacitances, have slowed the
adoption of the CPS. These sensors are essentially two parallel plates, separated
by a gap that varies with pressure. The sensors contain an intermediate elastomeric
layer sandwiched between two electrodes as shown in Figure 5.1. The soft elasto-
mer deforms in response to target pressure leading to change in thickness which in
turn changes the capacitance of the gauge. The electrodes of the capacitive sensors
can be displaced vertically perpendicular to the plane of the electrodes [42], or the
electrodes fabricated on a planar elastomeric substrate/dielectric can be displaced
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horizontally under strain [43]. The output signal of the sensor may suffer from
temperature drift.
To combat the drift in output signal due to variation in temperature, the capac-

itive sensors with diaphragms are introduced. The area of the diaphragm, dielec-
tric gap, and diaphragm thickness are the first-order design parameters controlling
the performance of a CPS. The shape, size, and architecture of the diaphragm
control the sensitivity and reliability of displacement type, capacitive pressure.
An electrode with stable deflection properties can measure pressure with a
spacing-sensitive detector. The performance of the CPS can be enhanced by using
appropriate geometry, elastomeric dielectric material, and architecture of the
deflecting diaphragm. The CPS architecture can be classified into: (i) absolute,
(ii) differential, and (iii) comb-type pressure sensors, as discussed below.
Miniaturized absolute CPS with cavity for pressure sensing was first developed

in 1960 using conventional Si bulk micromachined technique and is shown in
Figure 5.13a. The output capacitance varies with gas pressure due to mechanical
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Figure 5.13 Schematic representation of (a) absolute, (b) differential, (c) contact mode
without proof mass, (d) contact modewith proof mass, and (e) comb-type capacitive pressure
sensor.
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downward deflection of diaphragm. Although the absolute CPS provides a
dynamic range of 102–103 mbar, it suffers from low sensitivity of 1.58 fF/mbar,
nonlinearity in output signal due to parasitic capacitances, and lacks scope of
commercialization because of its complex structure [44].
The differential CPS consists of a sealed vacuum cavity between the diaphragms

in the form of TE and fixed BE as shown in Figure 5.13b. The pressure of the sealed
cavity was considered as reference pressure [45, 46]. The relative variation of gas
pressure between top and bottom diaphragm changes the capacitance of the gauge.
However, the calibration curves for such differential and absolute capacitive-type
sensors, which work on the principle of variation in dielectric thickness under
applied P, are not linear.

5.4.2 Overlapping Area Variation Based Capacitive Sensor

Since the capacitance resulting from the deflection of a circular diaphragm is not
linear to the pressure, a “contact mode”was introduced for the capacitive sensor to
increase linearity. The contact mode CPS contains a fixed BE, a thin insulating
layer on the top of BE, and a diaphragm as TE, which was designed to work in
a region where it touches the insulating layer mechanically and is shown in
Figure 5.13c. The capacitance becomes nearly proportional to the area of contact,
and therefore exhibits good linearity to applied pressures [47]. The output capac-
itance varies as the touched area of diaphragmwith insulating layer varies with the
applied pressure. The nonlinearity in the output signal characteristics was reduced
from 6.47% in absolute CPS to 0.68% in touch mode CPS by capturing the output
signal from the touched area of diaphragm that was separated from the BE only by
the thickness of thin insulating layer. The touch mode CPS exhibited a dynamic
range of 6 × 102–103 mbar and sensitivity of 0.12 fF/mbar.
The performance of the sensor can be improved by an alternative strategy

through the use of proof mass diaphragms where the thickness at the edges of
the diaphragm are reduced providing increased sensitivity in addition to linear cal-
ibration curve of the sensor as evident from the Eqs. (5.17), (5.18), and (5.19).
When the thickness h of the diaphragm is reduced, the spring constant of the dia-
phragm is reduced significantly due to its h3 dependence on thickness. The thicker
center portion (proof mass) is much stiffer than the thinner portion of the dia-
phragm on the outside. The center boss contributes most of the capacitance of
the structure and its shape does not distort appreciably under an applied load.
Hence, the capacitance–pressure characteristics are more linear as shown in
Figure 5.13d.
The sensor performance can even be improved by increasing the overlapping

area between the electrodes using comb-type capacitive sensor. The comb drive
CPS consists of movable membrane-shaped TE, a fixed BE, and a number of comb
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drives between the two electrodes, and is shown in Figure 5.13e. The capacitance
varies with area of overlap between the TE and BE, and also on the separation
between the two electrodes when the TE is deflected by pressure. The 40 comb
drives of the gauge enhance the sensitivity by 2 times and dynamic range by
one order than that of the absolute CPSs. The comb drive CPSs offer an average
sensitivity of 14 μF/mbar and dynamic range of 101–103 mbar.

5.4.3 Effective Dielectric Permittivity Variation Based
Capacitive Sensor

In this section, we discuss on the type of capacitive sensors which detects the mea-
surand by the virtue of the variation of effective dielectric permittivity between the
two electrodes. The most common among this class are the fluid-level sensors
[48, 49], contaminant detectors [50–52], chemical detectors [53, 54], and measure-
ment of dielectric thickness of unknown fluid [55]. Capacitive liquid-level detec-
tors sense the liquid level in a reservoir by measuring changes in capacitance
between conducting electrodes which are immersed in the liquid. These sensors
have been frequently used for wide range of solids, aqueous, organic liquids,
and slurries. This technique is frequently stated as the radiofrequency signals
applied to a capacitance circuit. The capacitive sensors are designed to sense mate-
rial with dielectric constants as low as 1.1 for coke and fly ash, and as high as 88 for
water or other liquids.
Capacitive liquid-level detectors sense the liquid level in a reservoir by measur-

ing changes in capacitance between conducting electrodes which are immersed in
the liquid [56]. A simple capacitive liquid-level sensor consists of two conducting
electrodes establishing a variable capacitor which increases as the liquid level
rises. If the gap between the two electrodes is fixed, the liquid level can be deter-
mined by measuring the capacitance between the electrodes immersed in the liq-
uid. Since the capacitance is proportional to the dielectric constant, fluids rising
between the two parallel electrodes will increase the net capacitance of the mea-
suring cell as a function of liquid height. To measure the liquid level, an excitation
voltage is applied with a drive electrode and detected with a sense electrode.
Figure 5.14a illustrates a basic setup of a liquid-level measurement system. Since
the capacitance between the pair of electrodes is dependent on the architecture,
shape, and alignment of the electrodes, the sensor performance will be modified
in accordance with the electric field developed between the electrodes. However,
the working principle for capacitive liquid-level sensing remains the same.
To understand the working of a capacitive liquid-level sensor let us assume two

parallel long rods of equal length L and radius r as the electrodes which are mutu-
ally separated from each other by a fixed distance d. The two electrodes are
immersed in the tank which is partially filled with fluid. The part of the rods
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immersed in the fluid and that above it can be thought of as separate combinations
of parallel capacitances with effective capacitances C1 and C2. If L1 and L2 are the
lengths of the rod immersed and above the fluid level, then the dielectric constants
experienced by the former and later part of the rods are εfluid and εair, respectively.
Thus, the total capacitance of the system is given by:

CT = Cfluid + Cair, 5 20

where Cfluid =
πε0εfluid
ln d r

L1, d >> r, and Cair =
πε0εair
ln d r

L2, d >> r

5 21

CT = Cfluid + Cair =
πε0

ln d r
εfluidL1 + εairL2 5 22

CT = Cfluid + Cair =
πε0

ln d r
εfluidL1 + L2 , εair = 1 5 23

Thus, the normalized relative change in capacitance with increasing fluid level
is given by:

ΔCT =
Cair + Cfluid −C0

C0
=

L2 + εfluidL1 −L
L

=
L1
L

εfluid − 1 ,L2 = L−L1

5 24

L2

empty
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d
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Figure 5.14 Basic liquid-level sensing system with (a) parallel rod and (b) coaxial tube
capacitance.
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where C0 =
πε0εair
ln d r

L1 + L2 =
πε0

ln d r
L 5 25

is the capacitance of the sensor when the tank is completely empty.
The normalized change in capacitance CT of the device is directly proportional to

the length of the rod submersed under the fluid. As the fluid level rises, L1 rises,
and hence increases the response due to the increasing fluid level.
However, when the rod electrodes are kept in proximity such that d r,

Eq. (5.25) is modified to CT = πε0εr ln d + d2 − 4r2 2r L The sig-

nals induced on the cable or wire electrodes connecting a probe could disturb
the analogmeasurement signal. The signal disturbances can be caused by an exter-
nal electromagnetic field, such as generated by a vehicle radio set. Researchers
have utilized various electrode geometry including coaxial cables, IDEs, and
helical capacitive arrangements to combat these shortcomings.
With the growing demand for robustness, portability, and enhancement in sen-

sor performance, the coaxial-type capacitive sensors are utilized over rod-type
capacitive sensors as shown in Figure 5.14b. Such sensors are often used to detect
gas leakages and measure contaminants in fluid using the following procedures.
A cylindrical capacitor can be thought of as having two cylindrical tubes, inner and
outer. The inner cylinder can be connected to the positive terminal, whereas the
outer cylinder can be connected to the negative terminal. An electric field will exist
if a voltage is applied across the two terminals. If ra is the radius of the inner
cylinder and rb is the radius of the outer cylinder, then the capacitance can be
calculated by using:

C =
πε0εr

ln rb ra
L 5 26

When the coaxial electrodes are in air and exposed to a fluid medium, the capac-
itance developed between the electrodes are given by Cair = ((πε0εair)/(ln(rb/ra)))L
and Cgas = ((πε0εgas)/(ln(rb/ra)))L, respectively. The normalized change in capac-
itance ΔCT from the initial value (i.e. in air) reflects the presence of a leakage gas/
fluid. Thus,

ΔCT =
Cgas −Cair

Cair
=

εgas − εair
εair

=
εgas
εair

− 1 5 27

where εgas is the dielectric constant of leakage gas.
A leakage gas is detected when ΔCT > 1. In order to use the same sensor archi-

tecture for measuring the concentration of a contaminant gas, the equation (5.26)
is modified as follows.
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The capacitance of the coaxial tube architecture in the presence of only pure gas
is given by:

Cgas =
πε0 εgas
ln rb ra

L 5 28

while under the exposure to x parts concentration of contaminant gas (c-gas), the
capacitance changes to:

Cgas =
πε0 1− x εgas

ln rb ra
L +

πε0 x εc-gas
ln rb ra

L 5 29

Thus, the normalized change in capacitance ΔCT = Cgas −Cgas Cgas =

x εc-gas − εgas εgas . As εc-gas and εgas are constants, the change in capacitance

ΔCT, which is experimentally measured, is directly proportional to the concentra-
tion x of c-gas. The concentration of the c-gas is obtained from equation:

x =
ΔCTεgas

εc-gas − εgas
5 30

Relative permittivity of a dielectric changes when a target gas or watermolecules
are absorbed or adsorbed on the dielectric material [57]. This change in the relative
permittivity of the dielectric material after exposure to target gas changes the effec-
tive capacitance of the device and thus can be used as a sensor. Humidity gas sen-
sor is a very good capacitive-type sensor because of high dielectric constant of
water. It has a large dielectric constant of 78.5 at 298 K. By adsorption of water with
humidity sensor there is a change in relative permittivity, which provides a sim-
plest detection mechanism [58]. Capacitive humidity sensors commonly contain
layers of hydrophilic inorganic oxides which act as a dielectric [59]. Absorption
of polar water molecules has a strong effect on the dielectric constant of the mate-
rial [60]. The magnitude of this effect increases with a large inner surface which
can accept large amounts of water. Polymer [61] and ceramics [62] are commonly
used materials used in capacitive-type humidity sensor. Dielectric constant of
polymer such as polyimides is of 3–6, whereas water has a dielectric constant of
80. On the adsorption of water on polymer and ceramic surface, the capacitance
of the device increases and hence humidity can be sensed. The most commonly
used ceramic dielectric material for humidity sensing is alumina film [63]. The
microporous morphology of alumina traps in water molecules, which increases
the effective relative permittivity/dielectric constant of the dielectric, which in
turn increases in capacitance of the film [64].
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5.4.4 Fringing Field Capacitive Sensor

As seen in Section 5.1, a simple capacitive sensor consists of two electrodes
separated by a dielectric. Under an applied bias between the electrodes the electric
field developed between them exists not just directly between the plates, but
extends some distance away. This is called the edge effect and the field which
extends beyond the overlapping area is called the fringing field as shown in
Figure 5.15a. To accurately measure the capacitance of a capacitor, the domain
used to assume the fringing field must be sufficiently larger than the actual visible
region, and the appropriate boundary conditions must be used.
In contrast to an infrared and ultrasonic sensor which emits electromagnetic

radiation and acoustic waves, a capacitive proximity sensor emits an electrostatic
field, and detects any change in the field. A capacitive proximity sensor utilizes the
fringing field of the capacitor to detect the presence of an approaching or nearby
stationery objects without any physical contact and also measure its distance from
the sensor [65]. The capacitor model equation (5.1) demonstrates that the capac-
itance is inversely proportional to the distance between the two capacitor plates
(1/d). In a typical application, a conductive electrode pad will be one plate of
the capacitor, while the desired object will act as the other capacitor plate. Capac-
itive-type proximity sensors consist of an oscillator whose frequency is determined
by an inductance–capacitance (LC) circuit to which a metal plate is connected. As
the conducting or partially conducting target approaches the sensor, the target
enters the electrostatic field of the electrodes and thus changes the mutual capac-
itance in an oscillator circuit as a result of which the oscillator begins oscillating.
The oscillations are detected and sent to the controller unit. The amplitude of oscil-
lation increases as the target approaches the sensor. The trigger circuit reads the
oscillator’s amplitude and when it reaches a specific level, the output state of the

(a)

Fringing
effect

Fringing
effect

(b)

Sensor

GND

Figure 5.15 Representation of the (a) fringing electric field emanating from the
edges of the parallel electrode capacitive arrangement and (b) proximity sensor
using the principle of fringing electric field.
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sensor changes. Figure 5.15b shows an example of the capacitive proximity sensor.
Since the relationship between the distance and the capacitance is asymptotic, this
type of sensor is better suited in applications where high resolution in close prox-
imity is desired.
Themaximumdistance that a proximity sensor can detect is defined as “nominal

range.” Some sensors have adjustments of the nominal range or ways to report a
graduated detection distance. A proximity sensor adjusted to a very short range is
often used as a touch switch. Capacitive proximity detectors have a range twice
that of inductive sensors, while they detect not only metal objects but also dielec-
trics such as paper, glass, wood, and plastics [66]. They can even detect through a
wall or cardboard box. Because the human body behaves as an electric conductor
at low frequencies, capacitive sensors have been used for human activity monitor-
ing [67] and in intrusion alarms [68]. Capacitive-type proximity sensors have a
high reliability and long functional life because of the absence of mechanical parts
and lack of physical contact between sensor and the sensed object [69].
Proximity sensing technology can play an important part in security and safety

applications in a number of markets. For instance, they can be used to detect the
presence of seated occupants in a car [70] and even determine the size of the occu-
pants to trigger seat belt alarms and provide valuable data to the airbag deploy-
ment system. Again, a proximity sensor can be used as a limit switch, which is
a mechanical pushbutton switch that is mounted in such a way that it is activated
when a mechanical part or lever arm gets to the end of its intended travel. It can be
implemented in an automatic garage door opener, where the controller needs to
know if the door is all the way open or all the way closed.

5.5 Flexible Capacitive Sensors

Flexible sensors are widely studied now-a-days due to their promise and potential
in wearable and skin electronics applications. Flexible devices supported with arti-
ficial intelligence and enabled for Internet of things application have transformed
the world of smart sensing systems. The emergence of flexible electronics has led to
the fabrication of slender, lightweight, stretchable, and foldable sensors [71]. The
advantages of capacitive sensing technologies in convergence with flexible elec-
tronics have led to burst in research activities in flexible capacitive sensors and
their rise in global market revenue since 2010. A capacitive flexible sensor finds
applications as tactile, pressure, proximity sensors and offers quick response, a
broad dynamic range and high sensitivity.
Ma et al. [18] designed a highly flexible CPS, with barium titanate-reinforced

polyvinylidene fluoride (PVDF) dielectric layer between top and bottom
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microarray structured Au electrodes on polydimethylsiloxane (PDMS) substrate,
which operates in the pressure range of 0–2500 Pa. The device offers high sensitiv-
ity of 4.9 kPa−1, low detection limit of 1.7 Pa, short response time of <50 ms, a sta-
ble response over 5000 loading–unloading cycles, and bending stability. The sensor
performance of the device can be tuned by varying the BaTiO2 filler content in
the PVDF matrix dielectric. However, the device suffers from nonlinear calibra-
tion curve as the sensitivity drops dramatically toward high pressure range. To
overcome this shortcoming in CPSs and to attain high linearity over a broad sen-
sing range, Wu et al. [31] used percolative composites as the dielectric layer
where the linear response was attributed to the fast increase in dielectric con-
stant that was able to compensate for the sensitivity drop caused by the decreased
compressibility during compression. The CPS fabricated with spiky nickel/poly-
dimethyl siloxane composite as the dielectric layer exhibits excellent linearity
(R2 = 0.999) up to 1.7 MPa. Flexible tactile sensors can perform the synchronized
interactions with surrounding environment using the sense of touch. Li et al. [34]
designed and fabricated a high-performance flexible capacitive tactile sensor uti-
lizing the bionic microstructures on natural lotus leaves. They biomimicked the
unique surface micropattern of lotus leave to develop a template for electrodes
and using polystyrene microspheres as the dielectric layer. The device offered
high sensitivity (0.815 kPa−1), wide dynamic response range (from 0 to 50 N),
and fast response time (≈38 ms). The device owing to the responsivity toward
pressure, bending, and stretching forces, finds application in electronic skins,
wearable robotics, and biomedical devices. Researchers have utilized various
capacitive architecture to enhance the sensitivity as well as reduce the detection
limit of the device. Luo et al. [35] fabricated a flexible capacitive sensor with tilted
micropillar array-structured dielectric layer sandwiched between two electrodes
and offered high pressure sensitivity of 0.42 kPa–1 and very small detection limit
of 1 Pa. The high sensitivity of the device was attributed to the bending deforma-
tion of the tilted micropillars rather than compression deformation as a result of
which the distance between the electrodes changed easily, even discarding the
contribution of the air gap at the interface of the structured dielectric layer
and the electrode. The device was claimed to be highly robust with high stability
and reliable capacitance response which was attributed to eliminating the
presence of uncertain air gap through the fabrication of tilted micropillars that
connects the two electrodes, which allows the dielectric layer is strongly bonded
with the electrode. In a nutshell, flexible capacitive sensors utilizes either the
parallel plate [47] or the IDE [72]-type architecture, to fabricate devices with
diverse dielectric layers with variety of materials [19, 27, 30, 73] and microstruc-
tures [10, 34, 74] and also with different electrode designs [33, 75–78] to enhance
the sensor performance in terms of sensitivity [79], lower detection limit, and
response time.
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5.6 Applications

With the knowledge of different architectures of capacitive sensors fabricated for
different applications using diverse elastomeric dielectric materials and micro-
structures electrodes, such devices have been explored for various uses in its suit-
able form. Some of such applications are discussed below.

5.6.1 Motion Detection

5.6.1.1 Displacement Motion (z-Direction)

Parallel plate capacitive arrangement can be used as a motion sensor utilizing the
spacing variation in the dielectric material when the spacing change is less than
the electrode size. The motion detector is designed in such a way that one plate of
the capacitor is fixed, while the other is movable perpendicular to the plane of the
electrodes. The parallel plate capacitance formula in Eq. 5.2 shows that capaci-
tance is inversely related to spacing d. Since the sensitivity of the sensor dC/dd
is large for small d following the parabolic capacitance–motion displacement rela-
tionship, the sensor conveniently yields large variation in capacitance at small dis-
placement due to motion. However, the nonlinearity of the sensor poses problems
during calibration. The linearity in sensor during motion detection through
displacement measurement can be solved by plotting the impedance ZC–
displacement d curve which is linear following the relation ZC = d/(jωε0εrA).

5.6.1.2 Shear Motion (x Direction)

The shear motion detector utilizes the overlapping electrode of the parallel plate
capacitor architectural design as described in Section 5.4.2. The overlapping area
principle is suitable when the displacement incurred due to motion is larger than
the dimensions of the electrodes. Here, the transverse motion of the electrodes rel-
ative to the other changes the capacitance linearly with shear displacement. Quite
long excursions are possible with good linearity, but the gap needs to be small and
well controlled. As with spacing variation, overlap is needed so that unwanted
sensitivities are minimized.

5.6.1.3 Tilt Sensor

Tilt sensors are devices that produce an electrical signal that varies with an angular
movement. These sensors are used to measure slope and tilt within a limited range
of motion. Sometimes, the tilt sensors are referred to as inclinometers. These
devices consist of a multiple pair of comb electrodes based capacitors and central
proof mass or other dielectric liquid. When a tilt occurs, the central mass/liquid
moves toward one of the combs so the capacitance increases at one side and
decreases at the other side.
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5.6.1.4 Rotary Motion Sensor

The rotary motion detector was designed by Lee et al. and consists of movable TE
in the form of a metallic ball and separate and fixed BEs as shown in Figure 5.16.
The top metallic ball and the BEs are separated by a plastic pipe along whose inner
walls the metallic ball rotates through an angle of 360 . The sensor uses the spatial
distance between the metallic ball and each of the BEs to determine the respective
capacitance developed between them. The capacitances developed between the
metallic ball and each of the BEs due to the spatial position of the metallic ball
under tilt gives the tilt in the sensor.

5.6.1.5 Finger Position (2D, x–y Direction)

Capacitive graphic input tablets of different sizes can replace the computer mouse
as an x–y coordinate input device. Finger-touch-sensitive, z-axis-sensitive, and
stylus-activated devices are available. This device, often found just in front of
the keyboard on a laptop, drives a pulse in succession on each column and
measures coupling to each row. By locating the coordinates of peak coupling
and interpolating between adjacent rows, the location of a shielding human finger
is measured to a fraction of a millimeter.

5.6.2 Pressure

A stretchable diaphragmwith stable deflection properties can measure pressure as
a spacing-sensitive pressure detector. Moreover, compressible elastomeric dielec-
trics were also used in such applications.
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Figure 5.16 Schematic representation of metallic ball-based rotary motion sensor.
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5.6.3 Liquid Level

Capacitive liquid-level detectors sense the liquid level in a reservoir by measuring
changes in capacitance between conducting plates which are immersed in the
liquid, or applied to the outside of a nonconducting tank.

5.6.4 Spacing

If a metal object is near a capacitor electrode, the mutual capacitance is a very
sensitive measure of spacing.

5.6.5 Scanned Multiplate Sensor

The single-plate spacing measurement can be extended to contour measurement
by using many plates, each separately addressed. Both conductive and dielectric
surfaces can be measured.

5.6.6 Thickness Measurement

Two plates in contact with an insulator will measure the insulator thickness if its
dielectric constant is known, or the dielectric constant if the thickness is known.

5.6.7 Ice Detector

Airplane wing icing can be detected using insulated metal strips in wing lead-
ing edges.

5.6.8 Shaft Angle or Linear Position

Capacitive sensors can measure angle or position with a multiplate scheme giving
high accuracy and digital output, or with an analog output with less absolute accu-
racy but faster response and simpler circuitry.

5.6.9 Lamp Dimmer Switch

The common metal-plate soft-touch lamp dimmer uses 60 Hz excitation and
senses the capacitance to a human body.

5.6.10 Key Switch

Capacitive key switches use the shielding effect of a nearby finger or a moving
conductive plunger to interrupt the coupling between two small plates.
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5.6.11 Limit Switch

Limit switches can detect the proximity of a metal machine component as an
increase in capacitance, or the proximity of a plastic component by virtue of its
increased dielectric constant over air.

5.6.12 Accelerometers

Analog devices have introduced integrated accelerometer circuits with a sensitiv-
ity of 1.5 g. With this sensitivity, the device can be used as a tiltmeter.

5.6.13 Soil Moisture Measurement

A capacitive moisture sensor [80] works by measuring the capacitance changes
due to the changes in the dielectric property of the soil. Instead of measuring
the soil directly (pure water does not conduct electricity well), the sensor measures
the ions that are dissolved in the moisture. The concentration of the ions
can change with the amount of fertilizer in the soil and its moisture retention.
Capacitive measuring basically measures the dielectric that is formed by the soil,
and the water is the most important factor that affects the dielectric.

5.7 Prospects and Limitations

5.7.1 Prospects

The theoretical relation between displacement and capacitance is governed by a
simple expression, which in practice can be approximated with high accuracy,
resulting in a very high linearity. Using special constructions, the measurement
range of capacitive sensors can be extended almost without limit while maintain-
ing the intrinsic accuracy. Moreover, because of the analog nature of the capacitive
principle, the sensors have excellent resolution. The miniaturized capacitive sen-
sor is robust in architecture and offers high sensitivity. High sensitivity and robust
architecture make it suitable for system on-chip application and use as wearable
medical devices. Again, the performance of the capacitive sensor is less suffered
from the thermal drift. Thus, the capacitive sensor can be used at high-temperature
operation.

5.7.2 Limitations

The performance of the capacitive sensor may be affected by the noise generated at
the device connections, stray capacitance, and environmental changes. The effect
of noise and stray capacitance on the sensor’s sensitivity and environmental
changes on its interelectrode spacing are discussed as follows.

224 5 Capacitive Sensors



Sensor plates may have signal capacitances in the fractional picofarad (pF)
range, and connecting to these plates with a 60 pF/m coaxial cable could totally
obscure the signal. However, with correct shielding of the coaxial cable as well
as any other stray capacitance one can almost completely eliminate the effects
of noise.
One hazard of the oscillator circuits is that the frequency is changed if the capac-

itor picks up capacitively coupled crosstalk from nearby circuits. The sensitivity of
an RC oscillator to a coupled narrow noise spike is low at the beginning of a timing
cycle, but high at the end of the cycle. This time variation of sensitivity leads to
beats and aliasing where noise at frequencies which are integral multiples of
the oscillator frequency is aliased down to a low frequency. This problem can usu-
ally be handled with shields and careful power supply decoupling.
The capacitance is dependent on the gap or distance between the conducting

electrodes. This distance can, however, increase or decrease depending on the
environmental conditions and the material, which could incorporate inaccuracies
in the level readings. In some cases, movement of the fluid container can skew or
bend the sensor, which will alter the distance between the electrodes, thereby
errors will be produced in the capacitance value, and hence the fluid level.
Static charge can build up on the insulators near capacitive sense plates due to

triboelectric charging, causing a tiny spark in serious cases. In less serious cases,
a charge buildup of 50–100 V will not arc over but can cause an unwanted sen-
sitivity to mechanical vibration. This sensitivity results from the voltage V = Q/C
caused by constant capacitor charge and a capacitance that varies with spacing
change due to vibration and can drive the amplifier input over its rails. To reduce
static charge, capacitors must operate under high humidity, circuit must
be designed with low-input impedance AC amplifier, bare metal electrodes must
be used to minimize triboelectric effect static discharge problems, and high
pass filter must be used to minimize mechanical resonance and static charge
effects.

List of Abbreviations

BE Bottom Electrode
CPS Capacitive Pressure Sensor
IDE Interdigitated Electrode
LC circuit Inductance–Capacitance Circuit
MEMS Microelectromechanical Systems
PDMS Polydimethylsiloxane
PVDF Polyvinylidene Fluoride
TE Top Electrode
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6

Chemical Sensors

6.1 Introduction

6.1.1 Overview

The chemical sensors are devices that detect and measure the presence of specific
chemicals or analytes selectively in a given chemical environment and provide
quantitative or qualitative information about the concentration, identity, or pres-
ence of the target chemical/analyte through the variation in electrical, optical,
colorimetric, acoustic, and other measurable responses. In solid-state chemical
sensors, the chemical interaction with the target chemical analyte takes place
in the bulk or at the surface of the active sensingmaterial which interact selectively
with the target analyte, and reversibly transforms chemical responses into electri-
cal signals depending on its concentration, composition, and chemical properties,
producing observable outcomes. These active sensor materials include polymers,
metal oxides, composites, nanomaterials, biomaterials, biopolymers, and cera-
mics, and have strong affinity for corresponding target chemical/analytes. These
sensors can detect a wide range of target chemicals, including gases, liquids, and
solids, when they chemically come in contact with the sensor material. The chem-
ical interaction between the active sensing material and the target analyte takes
place through various mechanisms, such as adsorption, covalent and noncovalent
molecular binding, electronic band bending, variation in bandgap, and charge
transfer, leading to change in material property. Under exposure to the target ana-
lyte, when the active sensing material is electrically connected to a measuring
device, the variations in the electrical property of the sensing material are cap-
tured. Thus, depending on the observable change in electrical response (in terms
of measurable parameters like resistance, capacitance, voltage, and frequency), the
concentration of the target analyte is measured through predetermined correlation
between them. Thus, the chemical sensor serves as a transducer that converts
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variations in chemical information intomeasurable electrical output signals which
are processed by the analyzer to generate output sensory signals. The sensor output
signals are often connected to sampling and signal processing units which are
capable of reducing electronic noise and eliminating spurious data to provide accu-
rate electronic sensory feedback. Solid-state chemical sensors have revolutionized
the field of chemical sensing, offering a more reliable and accurate way of detect-
ing and measuring chemical substances in real time. Chemical sensors are used in
a variety of applications, including environmental monitoring, medical diagnos-
tics, food safety, and industrial process control. They offer a highly sensitive
and selective way of detecting andmeasuring chemicals, and can provide real-time
monitoring of chemical processes.
There are several types of chemical sensors, each with its own unique sensing

mechanism and application. Following are some common types of solid-state
chemical sensors:

1) Gas sensors are used to detect and measure the concentration of specific gases
in the environment. These sensors can detect a wide range of gases, including
carbon monoxide, nitrogen dioxide, and methane. Biosensors can detect wide
range of biological moieties, such as enzymes, antibodies, and antigens, and
also detect and measure the presence of specific biomolecules like glucose
and dopamine.

2) Optical sensors use laser or light source to detect and measure the presence of
specific chemicals. These sensors work by measuring changes in the absorp-
tion, transmission, or reflection of light that occurs when a chemical interacts
with the sensor material.

3) Mass sensors detect and measure the change in mass of the host molecule after
chemically binding with the target guest molecule. The change in frequency of
a vibrating sensor or resonator is measured when it interacts with the target
chemical.

4) Thermal sensors detect andmeasure the presence of specific chemicals by mea-
suring the change in temperature that occurs when the chemical reacts with
the sensor material.

Each type of chemical sensor has its own strengths and weaknesses, and is best
suited for specific applications. By understanding the different types of chemical
sensors available, researchers and engineers can choose the right sensor for their
application and design sensors that are more sensitive, selective, and reliable.
The solid-state chemical gas sensors are widely used worldwide due to their

miniaturization, portability, cost-effectiveness, reliability, and possessing high
sensitivity, selectivity, and stability. The conductive polymer sensors, ceramic
sensors, and surface acoustic wave (SAW) sensors are widely used for gas
sensing. Solid-state chemical gas sensors typically rely on one of several sensing
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mechanisms to detect and measure the presence of gases in the environment.
Common gas sensing mechanisms include:

1) In catalytic combustion mechanism, the target gas is oxidized on a heated cat-
alytic surface, which changes the resistance or voltage output.

2) Molecular absorption mechanism takes place in metal oxide semiconductors
(MOS), where the target gas molecules adsorb onto the surface of the metal
oxide film and change its electrical conductivity of the MOS film. Again, in
SAW sensors, when gas molecules are adsorbed onto the surface of the piezo-
electric material, they change the velocity of the acoustic wave which can be
detected as a change in the electrical signal.

3) In ionization, a high-energy UV or electrical source ionizes gas molecules,
creating ions that can be detected by a collector electrode. The amount of ion-
ization is proportional to the gas concentration.

Chemical biosensors integrate biological recognition elements with transducers
to detect and quantify a specific analyte. Chemical biosensors use biological ele-
ments (host analytes), such as enzymes, antibodies, functionalized nanomaterial,
cells, biomaterial, cell aptamers, or a combination of each of them in combination
with a transducer to detect and measure the presence of specific guest analytes,
such as glucose, hormones, or bacteria. The host element in a biosensor recognizes
the target guest analyte to generate chemical response through a specific and selec-
tive chemical reaction. The host sensing material is bound to the transducer by
covalent or noncovalent chemical bonds and produces electrical signals in
response to external chemical stimuli that is proportional to the amount of guest
analyte present. This signal is then converted by the transducer into a measurable
output, such as an electrical or optical signal. The chemical sensor for a guest ana-
lyte detection is designed using suitable host–guest chemistry, which is fast and
preferentially operates at room temperature and pressure ambience. The sensor
designed for repetitive and long-term operation requires appropriate host–guest
chemistry that is temporary and lasts only during the time of exposure to external
stimuli. However, for the design of disposable chemical sensor, suitable host–guest
chemistry with fast, stable, permanent chemical response is desired. The transdu-
cers like the chemiresistors, field-effect transistors (FETs), and the pH electrodes
convert chemical energy to electrical signals which after signal conditioning is dis-
played as change in voltage and capacitance in an analog circuit and triggers a
detection circuit in case of digital output signal. Various biosensors include enzy-
matic, immunological, microbial, DNA, and aptamer-based biosensors. The
scheme of chemical biosensor working is portrayed in Figure 6.1a. Chemical bio-
sensors have many applications in medicine, environmental monitoring, food
safety, and biotechnology. They offer a highly sensitive and selective way of
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Figure 6.1 (a) Schematic representation of working biosensor. (b) Artist impression of
functionalized nanowire-based chemical sensor exposed to various chemical analytes.
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detecting andmeasuring analytes, and can provide real-time monitoring of biolog-
ical processes. Figure 6.1b illustrates selective sensing of an analyte a using a func-
tionalised nanowire, under exposure to various chemical analytes.

6.1.2 Global Limelight

The competency of chemical sensing technology has grown steadily over the years
and depends on the emergence of new materials and measurement techniques,
and driven by the rapid rise in various industries which require chemical sensors
to monitor various industrial processes. Solid-state chemical sensors are portable,
reliable, and most suitable for long-term use especially in continuous monitoring
of chemical environment. Thus, solid-state chemical sensors have gained signifi-
cant limelight due to its possible applications in environmental monitoring, indus-
trial process monitoring, national defense and security, healthcare industry, public
security, gas detection, and onsite emergency disposal due to its low cost of fabri-
cation, small size, portability, large dynamic range, high sensitivity, and continu-
ous detection. Hence, solid-state chemical sensors continue to the effective
modern-day technology which rule over the global market in terms of demand
and usage. Transparency Market Research states that the global chemical sensors
market was valued at US$18.87 billion in 2018 and is anticipated to reach US$29.27
billion by 2027. Analysts predict that the global market will expand at a CAGR of
5.0% from 2019 to 2027.

6.1.3 Evolution of Chemical Sensors

The need for chemical sensors was felt when workers working in underground
mines, tunnels, shafts, and other environments with confined spaces face health
hazards from flammable oxygen-deficient atmosphere; and atmosphere with a
high concentration of contaminants in poorly ventilated spaces. Before the advent
of modern electronic sensors, early detection methods relied on mice and birds
where coal miners would bring canaries down to the tunnels with them as an early
detection system against life-threatening gases such as CO2, CO, and CH4. These
odorless and colorless gases are equally deadly to both humans and canaries. How-
ever, since canaries are much more susceptible to the gas, and reacts more quickly
and visibly than humans do, the caged canaries would stop chirping, thus alerting
miners to the presence of the poisonous gas (Figure 6.2a). This technique to detect
hazardous gases was first proposed by John Haldane (Figure 6.2b), a Scottish phys-
iologist who is well-known for his discoveries of the physiology of breathing
and the effect of different gases on humans. The first gas detector commonly
known as the flame safety lamp (Figure 6.2c) was invented by Sir Humphry Davy
(Figure 6.2d) in 1815 to detect the presence of CH4 in underground mines. The
lamp consisted of an oil flame which burnt with a specific height in fresh air.
The flames height varied depending on the presence of methane (higher) or the
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lack of oxygen (lower). If flammable gases were present, the flame burned very
high with a blue tint. In 1926, Dr. Oliver W. Johnson created the first catalytic
lower explosive limit (LEL) combustible gas sensor (Figure 6.2e) to be used in
the combustible gas indicator. The device was labeled Model A and was developed
to detect combustible mixtures in air to help prevent explosions in fuel storage
tanks. The first practical “electric vapor indicator” meter labeled as Model
B was developed in 1927. The world’s first gas detection company, Johnson–
Williams Instruments (or J-W Instruments) was formed in 1928 by Dr Oliver
Johnson and Phil Williams. J-W Instruments is recognized as the first electronics
company in Silicon Valley and later came out with Model C. The mid-1960s intro-
duced gas sensors in the form of catalytic pellistors (Figure 6.2f ). This sensor is
made of two platinumwires positioned within a ceramic mass. Pellistors are useful
for sensing a wide range of flammable gases and toxic vapors. MOS sensors were

(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j)

Figure 6.2 (a) Caged canaries as primitive gas sensors. (b) Portrait of Scottish physiologist
John Haldane. (c) First gas detector known as the flame safety lamp invented by (d) Sir
Humphry Davy. (e) Catalytic lower explosive limit (LEL) combustible gas sensor developed
by Dr. Oliver W. Johnson. (f ) Catalytic pellistors. (g) Søren Peder Lauritz Sørensen who
introduced concept of hydrogen ion concentration and pH. (h) Leland Clark with his
invention of a method of defoaming in a bubble oxygenator (1952). (i) Clark-type glucose
biosensor, a commercial product of Yellow Springs Instruments (YSI). (j) First
electrochemical blood glucose monitor, launched in 1987 by ExacTech by MediSense, Inc.
Sources: (a) Fionn Taylor, (b) Wikimedia Commons, (c) Julo/Wikimedia Commons, (d)
Unknown author/Wikimedia Commons, (e) H. Davey, (g) Julie Laurberg/Wikimedia
Commons/Public domain, (h) Adapted from Severinghaus [1]/with permission of American
Society of Anesthesiologists, (i) YSI, Inc., (j) Tom Robbins/Pinfold Technologies Ltd.
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introduced in the 1992 by Sberveglieri et al. [2] where they demonstrated NO, NO2,
and H2 sensors using SnO2 thin film. Although earlier gas detectors could only
detect a single gas, modern technology can detect several gases at a given time,
or even a combination.
The foundation for the development of biosensors was laid by M. Cremer in

1906 when he demonstrated that the concentration of an acid in a liquid is pro-
portional to the electric potential between parts of the fluid located on opposite
sides of a glass membrane. But it was only in 1909 that the concept of hydrogen
ion concentration or pH was introduced to the world by Søren Peder Lauritz
Sørensen (Figure 6.2g). This was experimentally demonstrated in 1922 by
W.S. Hughes. In 1952, American scientist L.C. Clark (Figure 6.2h) invented
the first biosensor for cardiac surgery in animals. In 1954, he conceived a Pt
electrode with a reference electrode inside a polyethylene (PE) membrane to
determine blood oxygen level and was later known as the Clark electrode
(Figure 6.2i). The Clark electrode emerged as the pivotal device that allowed
real-time monitoring of patients’ blood oxygen level and have made surgery
safer and more successful for millions around the world. He is regarded as
the “Father of Biosensors.” The demonstration of an amperometric enzyme
electrode for the detection of glucose by Clark in 1962 was followed by the dis-
covery of the first potentiometric biosensor by Guilbault and Montalvo, Jr. in
1969 to detect urea by immobilizing urease on ammonia electrodes. The first
commercially successful glucose biosensor using Clark’s technology was devel-
oped by the Yellow Springs Instrument Company in 1975 as Model 23A YSI glu-
cose analyzer for the direct measurement of glucose, which was based on the
amperometric detection of hydrogen peroxide. This analyzer was of high cost
due to the expensive platinum electrode and thus lacked extensive usage. In
1985, Dr. I. Lauks developed the I-Stat point-of-care blood analysis system. It
comprises single-use cartridge containing an array of electrochemical sensors
capable of measuring blood oxygen, CO, and pH. The device measures electro-
lytes such as potassium, sodium, chloride, calcium ions, glucose, urea, nitrogen,
and hematocrit in few minutes with only a few drops of whole blood. The first
electrochemical blood glucose monitor was launched in 1987 by ExacTech by
Medisense, Inc. for self-monitoring of diabetic patients (Figure 6.2j). This
pen-sized device used glucose dehydrogenase pyrroloquinolinequinone (GDH-
PQQ) and a ferrocene derivative. The commercial success led to a revolution
in the health care of patients with diabetes.
The reports of semiconductor materials exhibiting electrical conductivities in

response to ambient gases and vapors were published earlier around 1965. In
1985, Wohltjen and Snow [3] demonstrated using copper phthalocyanine that
its resistivity decreased in the presence of ammonia vapor at room temperature.
They coined the term “chemiresistors” for the device. Although MOSFET was
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invented in 1959 by Egyptian engineer M.M. Atalla and Korean Engineer D.
Kahng, it was in 1985 when Dutch engineer P. Bergveld realized that MOSFET
can be adapted as sensing devices for chemical and biological applications [4].
Bergveld invented the chemical FET (ChemFET), which is a special type of ion-
sensitive FET (ISFET), and used for the detections of ions and chemical analytes.
Soon after, different variants of the ChemFET in the form of carbon nanotube
FET [5], nanowire (NW) FET [6], nanoribbon FET [6], and the graphene FET
[7] were chronologically introduced. With the advancements in microelectronics,
ChemFET array was also developed in 2002 [8].

6.1.4 Requirements for Chemical Sensors

A chemical sensor operates by detecting and rapidly responding to the presence of
analyte of a given concentration at the interface between the sensor and the
medium. A prerequisite of any good chemical sensor lies in its selectivity, stability,
and sensitivity in addition to the parameters like the response time and the limit of
detection that brings in added advantages to the sensor. The parameters that play
an important role in the operations of the chemical sensors are given as the
following:

6.1.4.1 Selectivity

The selectivity of a chemical sensor is the most important qualification parameter
that determines the success of the device. A chemical sensor with high selectivity
effectively discriminates the detection of the target analyte from other interfering
analytes in the medium. High selectivity in chemical sensors can be achieved by
selecting a unique molecular recognition chemical reaction between the receptor
(host) and the target analyte (guest) through which qualitative and quantitative
discrimination can be achieved.

6.1.4.2 Stability

The chemical kinematics between the receptor and the target analyte as well as the
consistency in electronic output signal over time determines the stability of the
chemical sensor. A sensor with high stability provides low repeatability error, high
signal-to-noise ratio, and high resolution. High stability may be achieved by select-
ing the suitable receptor for a given target analyte, fabrication considerations, and
using a signal conditioning electronic circuit. Since the limit of detection of a given
sensor depends on the signal-to-noise ratio of the output signal, fluctuations in
output signals may affect the lowest concentration of analyte concentration that
can be detected.
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6.1.4.3 Sensitivity

The sensitivity of the sensor determines the effectiveness through which it can
detect (produce measurable change in output signal) any variation in concentra-
tion of the analyte in the medium and forms the most important parameter in sen-
sor characterization. It is desirable for a sensor to possess a linear calibration curve;
the sensitivity is constant. For a nonlinear calibration curve, the linear portion of
the curve may be selected as the dynamic range of the sensor.

6.1.4.4 Response Time

This property determines the time it takes for the biosensor to generate a signal or
response following the interaction of the biological receptor with the target ana-
lyte. The response time is dependent on the chemical kinematics and stoichiom-
etry of the receptor and the analyte. The sensor is said to be fast when the response
time of the sensor is observed to be low. The response time of a good sensor must
not be more than a few seconds.

6.1.4.5 Limit of Detection

A sensor with low limit of detection is desirable for trace detection of poisonous
gases, and analytes such as heavy metal ions in ground water, and certain biomo-
lecules such as the troponin II in blood for early detection of heart attack. The limit
of detection can be drastically lowered by the use to nanomaterials due to its high
surface area and increasing the concentration of the receptor molecule in the
matrix. Increasing the signal-to-noise ratio of the output signal also lowers the
limit of detection.
The ideal sensor of this kind is portable and responds selectively and instanta-

neously to the guest analyte upon exposure. However, in spite of rapid advances in
fabrication techniques andwith the advent of newmaterials, such ideal sensors are
far from reality. These sensors not only suffer from chemical interference and
delay in electrical response, but also usually possess complex device architecture
and invite optimization processes for successful and effective operation.

6.2 Materials for Chemical Sensing

6.2.1 Metal Oxides

The metal elements are able to form a large diversity of oxide compounds which
can form a vast number of structural geometries with varied electronic structures
that exhibit metallic, semiconductor, or insulator behavior. In technological
applications, oxides are used in the fabrication of microelectronic circuits, sensors,
piezoelectric devices, fuel cells, coatings for the passivation of surfaces against
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corrosion, and as catalysts. Studies on various metal oxides indicated that the
response of themetal oxide on exposure to different gases depends on temperature,
humidity, chemical components, surface modification, and microstructures of the
metal oxide layers. The metal oxide that are widely used for gas sensing applica-
tions are Cr2O3, Mn2O3, Co3O4, NiO, CuO, SrO, In2O3, WO3, TiO2, V2O3, Fe2O3,
GeO2, Nb2O5, MoO3, Ta2O5, La2O3, CeO2, and Nd2O3. The use of metal oxide for
sensing applications is attributed to its electronic properties. The conductometric
semiconducting metal oxide-based sensors have attracted much attention due to
their low cost and flexibility in production, simplicity of their use, and large num-
ber of detectable fluids application. In addition, the detection can be performed by
numerous operating principles including change of capacitance, work function,
mass, and optical characteristics.

6.2.1.1 Types of Metal Oxides

Metal oxides selected for chemical sensors can be determined from their electronic
structure. The metal oxides have been divided into two of the following categories
depending on its electronic structure:

1) Transition metal oxides (Fe2O3, NiO, Cr2O3, etc.)
2) Nontransition metal oxides, which include:

a) pretransition metal oxides (Al2O3, etc.)
b) posttransition metal oxides (ZnO, SnO2, etc.)

In the transitional metal oxides, the valence band is the oxygen 2p band and the
conduction band has a metallic character and attributed to the d orbitals which is
the lowest energy unoccupied orbitals of the conduction band. The d bands can be
spit by ligand field effect and are partially occupied by d electrons. Since the energy
difference between cationic dn configuration and either dn+1 or dn−1 configura-
tions are small, the transitional metal oxide are more responsive to chemical envi-
ronment relative to the pretransitional metal oxides as described next. However,
transitional metal oxides with d0 and d10 electronic configurations are widely used
as conductometric sensor applications. The d0 configuration is found in TiO2,
V2O5, and WO3, whereas the d10 electronic configuration is found in posttransi-
tional metal oxides such as ZnO and SnO2.
In pretransitional metal oxide, each ion has a closed shell electronic configura-

tion. The highest energy filled level of the material is formed from the highest
energy occupied orbital of the oxide anion, whereas the lowest energy empty orbi-
tals level of the conduction band is formed from the lowest energy empty orbitals
of the metal cation. As a result of this, all bands are either completely full or empty.
Thus, pretransitionmetal oxides (MgO, etc.) are expected to be quite inert, because
they have large bandgaps which render them unsuitable for sensor applications.
Neither electrons nor holes can easily be formed. They are not preferred as
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chemical sensor materials due to their difficulties in electrical conductivity
measurements.
Post-transition metals like the Tl(I), Pb(II), and Bi(III) are dominated by the

group oxidation state N and a lower N-2 oxidation state, where the metal
cations are preferentially associated with the formation of noncentrosymmetric
coordination environments providing unique physicochemical properties in
oxides containing lone pairs. These oxides are used as photocatalysts
(BiVO4), ferroelectrics (PbTiO3), multiferroics (BiFeO3), and p-type semicon-
ductors (SnO).

6.2.1.2 Chemical Sensing Mechanism

Both n-type and p-type semiconducting metal oxides are widely used in various
chemical-sensing applications especially in gas and volatile organic compounds
(VOC) sensing. The p-type metal oxide (p-type MOX) semiconductor includes
CuO, NiO, Co3O4, and Cr2O3 [9], while that of In2O3, SnO2, ZnO, and ITO forms
n-typemetal oxide [10]. The p-typeMOX thin films exhibit several advantages over
n-type MOX, including a higher catalytic effect, low humidity dependence, and
improved recovery speed, whereas n-type semiconductor offers low temperature
sensing. The gases that are generally sensed using metal oxide include both redu-
cing gases, such as volatile organic compounds (VOCs), H2, and NH3, and oxidiz-
ing gases, such as CO2, NO2, and O3. Here, we describe the mechanism of chemical
sensing using n-type metal oxide semiconducting materials where depletion
regions are smaller than grain size.
Prior to the exposure to a target gas, the O2 molecules of the atmosphere are

adsorbed on the surface of metal oxides. They would extract electrons from the
conduction band Ec of the metal oxide and trap the electrons at the surface in the
form of O− moiety. This will lead to a band bending and an electron-depleted
region. When the metal oxide was exposed to the target gas/analyte, chemical
reaction occurs between the O− moiety and the reducing gases like the CO,
where the gas is itself oxidized but releases the electrons at the surface of the
material which produces reverse the band bending, resulting in an increased
conductivity. O− is believed to be dominant at the operating temperature of
300–450 C, which is the working temperature for most metal oxide gas sensors.
Figure 6.3a–c schematically depicts the structural and band model of conductive
mechanism upon exposure to a target gas. When gas sensors exposure to the ref-
erence gas with CO, CO is oxidized by O– and released electrons to the bulk mate-
rials. Together with the decrease of the number of surface O–, the thickness of
space-charge layer decreases. Then, the Schottky barrier between two grains is
lowered and it would be easy for electrons to conduct in sensing layers through
different grains as illustrated in Figure 6.3c.
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6.2.1.3 Metal Oxide Nanoparticles and Films as Sensor Materials

Owing to the quantum confinement in nanoparticles (NPs), they exhibit unique
physical and chemical properties which are different from their bulk counterparts.
The limited size and a high density of corner or edge surface sites of themetal oxide
NPs influence three important groups of basic properties in any material
(i) morphology, (ii) electronic behavior, and (iii) chemical reactivity. The first
one is associated with the variation in structural characteristics, namely the lattice
symmetry and cell parameters. As the particle size decreases, the increasing num-
ber of atoms at the surface and at the interface generates stress/strain in the crystal
lattice and thus produces structural perturbations. Again, the NPs interacting with
the substrate may induce structural perturbations or phases not observable in bulk
state of the oxide.
The quantum confinement which arises from the presence of discrete, atom-like

electronic state, produces variation in electronic properties in oxide NPs. The elec-
tronic effects of quantum confinement are related to the energy shift of exciton
levels and the bandgap of the oxides. The structural and the electronic properties
cumulatively affect the physical and chemical properties of the oxide NPs. In their
bulk state, many oxides have wide bandgaps and a low reactivity. A decrease in the
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Figure 6.3 (a) The band model of conductive mechanism upon exposure to a target gas.
Schematic representation showing the (b) adsorption of O2 at the surface of metal oxide
and (c) reaction between the metal oxide active sensor material and the target gas.
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average size of an oxide NP widens the bandgap further and has a strong influence
in the conductivity and chemical reactivity. The metal oxide NP can adopt varied
morphologies based on the humidity, temperature, gas flow, and other ambient
parameters during synthesis. Different morphologies develop unique edges, cor-
ners, ridges, and facets on the surface of the NP as a result of which the average
surface area increases. This increase in the effective surface area increases the
chemical reactivity of the oxide NP over bulk material, thus making the sensors
more sensitive. In addition, the dangling bonds at the edges and facets of the
NP acts as sites for chemical activity, thereby improving the sensitivity and the
response time even more.
The two-dimensional (2D) oxide films have structural modifications in terms of

rearrangement or reconstruction of geometries, and electronic modifications in
the form of the presence of mid-gap states. In the case of nanostructured oxides,
surface properties are strongly modified with respect to 2D infinite surfaces,
producing solids with unprecedented sorption or acid/base characteristics. Fur-
thermore, the presence of under coordinated atoms (like corners or edges) or
O vacancies in an oxide NP should produce specific geometrical arrangements
as well as occupied electronic states located above the valence band of the corre-
sponding bulk material enhancing in this way the chemical activity of the system.
The key features responsible for the application of metal oxides as absorbents or

catalysts are (i) the coordination environment of surface atoms, (ii) the redox prop-
erties, and (iii) the oxidation state at surface layers. Oxides having only s or p elec-
trons in their valence orbitals tend to be more effective for acid/base catalysis,
while those having d or f outer electrons find a wider range of uses.

6.2.2 Honeycomb Structured Materials

Honeycomb structures are found in beehives (Figure 6.4a) and in other naturally
occurring structures. These structures are so well adopted and deployed by nature

(a) (b) (c)

Figure 6.4 Naturally occurring hexagonal honeycomb structure in (a) beehives, (b) wasp
nest, and (c) SEM image of the Drosophila compound eye. (a) Source: Africa Studio/
Adobe Stock.
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that they are often formed under numerous circumstances such as in honeycomb
films of amphiphilic polymers formed at water–air interfaces, nest of wasp
(Figure 6.4b), basalt rocks at the Gaint’s causeway, Northern Ireland formed
due to volcanic activity, compound eye of an insect (Figure 6.4c), and so on. In
1999, Professor Thomas C. Hales provided mathematical proof for the advantage
of what he termed “honeycomb conjecture.” He demonstrated that regular hexa-
gons are the best way to divide a space into equal parts with minimal structural
support such that they enclosemore space using the same amount of wall material.
The space efficiency is not the only benefit of the honeycomb structures. The hexa-
gons fill the space in an offset arrangement with six short walls around each void
giving structures a high compression strength. It also allows to dissipate heat well.
Thus, efficiency, strength, and controlled heat loss pathway of the honeycomb
structures have made them unique. The honeycomb structure is the basic building
block of various materials such as: (i) stacked honeycomb structure assembles into
three-dimensional (3D) graphite, (ii) 2D structure form graphene, boron nitride,
WS2 monolayer, (iii) rolled honeycomb structure gives rise to one-dimensional
carbon nanotubes (CNTs), and (iv) wrapped honeycomb structure produces
zero-dimensional fullerenes. Graphene CNT and boron nitride are widely used
in sensing application and are discussed next.

6.2.2.1 Graphene

Graphene has become one of the hottest topics in the fields of materials science,
physics, chemistry, and nanotechnology [11]. This allotrope of carbon comprises
periodic arrangements of six-atom rings to form a honeycomb network and can be
visualized as aromatic planar sheet. During the past several years, various methods
for producing graphene have been developed, such as micromechanical exfolia-
tion, chemical vapor deposition, epitaxial growth, and chemically synthesis. Each
carbon atom in the graphene honeycomb lattice is connected to its three nearest
neighbors by strong in-plane covalent bonds. Each C atom in graphene forms a σ
bond with three neighboring carbon atoms, having an average interlayer distance
of 1.42 Å (Figure 6.5a). The C atom in graphene undergoes sp2 hybridization
between one 2s and two 2p orbitals resulting in sp2 hybridized orbital. Graphene
stability is attributed to its tightly packed C atoms and sp2 orbital hybridization.
The σ bonds in all carbon allotropes are responsible for the mechanical strength
of that material. Graphene material has remarkable properties such as high stiff-
ness and breaking strength. Graphene exhibits high planar surface (calculated
value, 2630 m2/g), Young’s modulus of E = 1.0 TPa, and intrinsic strength of
130 GPa, which makes graphene the strongest material ever measured.
In addition to three σ bonds connecting the neighboring three C atoms, the

fourth valence electron occupies the 2pz orbital, which is aligned perpendicularly
to the plane of graphene sheet and does not interact with the in-plane s electrons.
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The 2pz orbitals from neighboring atoms overlap resulting in delocalized π
(occupied or valence) and π∗ (unoccupied or conduction) bands. These π bonds
are generally half filled and hybridize together to form π and π∗ bands. The π
bonds arising from the overlap of pz orbitals are responsible for most of graphene’s
notable electronic properties. The most intriguing features of graphene are its
exceptional electronic quality and transport properties of individual graphene
crystallites. Due to its 2D nature, graphene is theoretically a zero-bandgap semi-
conductor with excellent room temperature electrical conductivity. Moreover, the
pronounced carrier mobility is well maintained at the highest electron or hole
concentrations of up to 1013 cm−2 in ambipolar field-effect devices which suggest
a ballistic transport on graphene crystal lattice.
High electron mobility in graphene is the most interesting property and has

lured many researchers to explore its application in various devices. Graphene
offers conductivity of 106 S/m and a sheet resistance of 31Ω/sq and is attributed
to its ultrahigh mobility of 2 × 105 cm2/V s which is almost 140 times the mobility
in silicon. This is because the π electrons in graphene lattice are free to move
within the lattice, thereby exhibiting high electrical conductivity even at room
temperature. Beside this, graphene is a typical semimetal where there is a small
overlap between its conduction band and valence band. Thus, the electrons at
the top of the valence band could flow into the bottom of the conduction band with
lower energy. Even at the temperature of absolute zero, a certain concentration of
electrons is already in the conduction band, while a certain concentration of holes
is in the valence band. The valence band and conduction band of graphene exhibit
cone-like structures which intercept at the Dirac point as shown in Figure 6.5b.
However, the high electron mobility could not be utilized due to the lack of band-
gap in the materials. The reactivity of graphene is very low as the extensive delo-
calization of π-bonding systems due to the strong interaction of all pz orbitals

(a) (b)

Dirac point

0.142 nm

0.246nm

Figure 6.5 (a) Schematic representation of hexagonal lattice of graphene showing
C–C bond distance of 0.142 nm and lattice constant of 0.246 nm. (b) Band structure of
graphene near Fermi level.
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makes the 2D structure more inert. Although the strong hydrophobic nature of the
2D material is suitable for electronic applications, it is not appropriate for biosen-
sor applications which require water medium for interaction. However, in graph-
ene nanoribbons, the valence and conduction band are separated by bandgap, and
thus, exhibits semiconductive behavior. Graphene has been well established as a
promising material for high-performance next-generation FETs and many other
advanced electronic devices.
Graphene is preferred over other allotropes of carbon for chemical sensor appli-

cation because of the following reasons: (i) 2D structure with one-atom thickness
allowing complete exposure to all the C atoms facilitating enhanced adsorption of
gas molecules and (ii) high signal-to-noise ratio due to its high crystal quality and
low resistance (typically few hundred ohms). Monolayered graphene has shown
promise to detect gases down to single molecular level. This gas sensing mechan-
ism of graphene is attributed to the adsorption and desorption behavior of gas
molecules on graphene surface. The response of the graphene surface is based
on the changes in the charge carrier concentrations due to p-type or n-type doping
resulting from the adsorption of gas molecules. The use of graphene FET in gas
sensing shows promise due to its integration capability in electronic devices as
graphene is emerging as a potential candidate in field-effect devices with very high
carrier mobility.

6.2.2.2 Carbon Nanotubes

In 1991, Sumio Iijima of NEC corporation’ Fundamental Research Laboratory,
Japan, was investigating the material on the walls of the arc discharge chamber
under the electron microscope for fullerenes when he stumbled upon something
different while he accidentally extracted some solid material that grew on the tips
of carbon arc discharge electrodes under the same C60 formation conditions. Iijima
found that the solids materials consisted of tiny tubes made up of numerous con-
centric “graphene” cylinders, which he in his report termed as the “helical micro-
tubules of graphitic carbon.” These cylinders usually consist of dome-shaped end-
caps where the curvatures of the end-caps are brought about by the presence of
pentagonal rings considered as topological defects in the otherwise hexagonal
structure of the lattice. First, the pentagon gives a convex curvature to the edge
of the tube which helps in closing the tube. Second, the pentagonal ring induces
defects on the end-caps of the tube making the end-caps chemically active, and a
chemical moiety is likely to be anchored at the defect site of the cap. The scientists
were so fascinated by the unique properties of these tubules that they termed them
CNTs. The uniqueness in the properties in terms of electrical, mechanical, ther-
mal, field emission, and even acoustic behavior were so unending after 30 years
of its discovery that it is still been explored for newer applications.
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A typical CNT can be considered as a unique 1D hollow nanostructure resem-
bling a quantum wire, and having a high aspect ratio (length-to-diameter ratio),
where the building block consists of an all-carbon [12]. High-resolution images
confirmed that these multiwalled CNTs (MWNTs) are domeless on either sides
and that the spacing between adjacent layers are about 0.34 nm, close to the spa-
cing observed between sheets of graphite. In 1996, Smalley produced high-purity
SWNTs by laser vaporization of carbon impregnated with cobalt and nickel. The
CNTs are uniquely identified using the chiral vectors C in terms of integers n and
m corresponding to graphite vectors a1 and a2 asC= n a1 +ma2. The CNTs of type
(n, n), (n, 0), and (n, m) are called armchair, zigzag, and chiral nanotubes respec-
tively, and depends on the rolling direction of the graphene sheet (Figure 6.6).
The chiral angle ϴ is defined as the angle between the vectors Ch and a1, with
0 ≤ϴ≤ 30 because of the hexagonal symmetry of the honeycomb lattice. The elec-
tronic behavior of CNT depends on the rolling direction. The metallic and the sem-
iconducting properties of the CNT are determined by the rule: n−m=3i. The (n,m)
CNT is metallic when i is an integer, whereas it shows semiconducting behavior
when i is not an integer. Thus, in a given sample one third of the CNTs can be
expected to show metallic behavior.
The unique electronic, chemical, mechanical, and optical properties is attrib-

uted to the electron confinement at the surface of CNT due to the partial rehy-
bridization of the C atom from sp2 to sp3 hybridization state accounting for
its curvature. The C atoms in graphene sheet have orbital on either side of

Zigzag direction (n,0)

Armchair direction (n,n)

(n,m)
Ch = na1 + ma2

Θ

Figure 6.6 Carbon nanotube configurations with the chiral vector C and unit vectors
a and b.
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the plane. Because of the curvature of the CNT, the electron clouds are no
longer uniformly distributed as in graphene sheet, but forms an asymmetric dis-
tribution of lobes inside and outside the cylindrical sheet of CNT. Due to the
distorted electron cloud, a rich electron conjugation is formed on the outer sur-
face of the CNT, which makes it potentially applicable for chemical sensors.
The chemical reactivity of the nanotube surface also depends on its natural
and strain-induced curvature. Electron-donating and electron-withdrawing
chemical moiety can result in electron transaction to or from the electrons of
CNT. The challenge behind the commercial use of CNT lies in the proper seg-
regation and isolation of individual CNTs. Pristine CNTs are inert to most che-
micals and need to be grafted with surface functional groups to increase their
chemical reactivity and add new properties.

6.2.2.3 Other 2D Materials

Two-dimensional materials possess a great interest in sensing due to their high
mobility, strong mechanical nature, and low electrical noise losses. Graphene, sili-
cene, germanene, stanene, bismuthene,molybdenumdisulfide (MoS2), and hexag-
onal boron nitride (h-BN) (Figure 6.7a) are some of the 2Dmaterials that have been
used for sensing applications [13]. However, some 2Dmaterials like graphene is not
preferred due to its zero-bandgap [14] and low sensitivity, and MoS2 (Figure 6.7b)
for its lowmobility [15]. In addition, thermal lattice fluctuations also result inunsta-
ble configuration of 2D materials and thus increased signal-to-noise ratio [16].
Thus, researchers are in a hunt for new kinds of 2D materials that may overcome
all these shortcomings. Boron nitride exists in a variety of crystalline modifications
and among them the cubic and hexagonal forms are the most common. The hex-
agonal form has properties similar to graphite, and the cubic form has properties
similar to diamond. Hexagonal boron nitride (h-BN) (Figure 6.7a) has the

(a)

N B N+ = B–

(b) (c)

Figure 6.7 Schematic representation of (a) boron nitride (h-BN) and (b) molybdenum
disulfide (MoS2). (c) Dissimilar electronegativities of B and N, thereby providing an effective
ionic character.
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hexagonal Bernal structure resembling the honeycomb lattice with equal number
of boron (B) and nitrogen (N) atoms, unlike graphene [17, 18]. The h-BN has AB-
stacked structure, with B and N atoms above each other and vice versa. The B
and the N atoms in h-BN have dissimilar electronegativities, thereby providing
an effective ionic character as shown in Figure 6.7c. Since the structure of 2D boron
nitride resembles monolayer graphene, it is often called the “white graphene” or
borophene. Two-dimensional borophene possesses an anisotropic behavior that
is different from the other 2D material graphene. This discovery of borophene
has lured researchers for exploring newer avenues for more practical applications
in different fields. The 2D h-BN has both armchair and zigzag edge-terminated
structures, with each layer attached to another by weak van der Waals forces.
The h-BN being isostructural with graphene has a high surface area, good stability,
high thermal conductivity, high bandgap, fine mechanical stability, and good
carrier mobility. The 2D materials with large band like the h-BN and the MoS2
(Figure 6.7b) have wide applications due to their chemical and thermal stability.
Researchers demonstrated that these nitride-based materials are used for sensing
applications [19]. Boron nitride is used for the sensing of CO2 gas [20], hazardous
methyl mercury [21], and dichlorosilane [22]. Higher electronic stability in
borophene-based sensors facilitates large-scale commercial use.

6.2.3 Biopolymers

Biopolymers are polymers produced from natural sources. These can either be
chemically synthesized from biological materials or biosynthesized by living
organisms. The biopolymers may be derived from living organisms like plants
and microbes or can be fossil based like the poly(alkylene dicarboxylate)s.
Although the biopolymers are generally degradable, some may be nondegrad-
able which incorporates the biobased as well the fossil-based polymers. The
biopolymers find vast application in various industries ranging from food
industries to manufacturing, packaging, and biomedical engineering. The
demand for biopolymers arises due to its characteristics like abundance, bio-
compatibility, and unique properties like nontoxicity. The use of biopolymers
and biomaterials in biosensors are highly preferred over other inorganic mate-
rials for surveillance and monitoring devices as they often interact with
human consumable food and drinks and living environment to provide valu-
able information. During the last decade, the incorporation of biopolymers/
biomaterials into devices has allowed significant advances in the direction
of improved device performance. The biopolymers are classified on the basis
of various factors such as type, origin, and monomeric units as illustrated in
Figure 6.8.
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6.2.3.1 On the Basis of Type

Biopolymers are categorized on the basis of the type of the material and incorpo-
rate the following:

6.2.3.1.1 Sugar-Based Polymers Polysaccharides are major classes of biomole-
cules which are long-chained carbohydrate molecules and composed of several
smaller monosaccharides linked by glyosidic bond. These complex biomacromo-
lecules serve as the source of energy for the animal cells and form the structural
unit in plant cell. The main properties of the polysaccharides are: (i) complex and
high-molecular weight carbohydrate molecules consisting of hydrogen, carbon,
and oxygen with H : O::2 : 1, (ii) they are hydrophobic in nature and thus are
insoluble in water, (iii) can be extracted in the form of white powder. The
sugar-based polymer systems has huge implications on both the physiological
and biological properties imparted by the saccharide units and are unique from
synthetic polymers discussed next. The features which set the sugar-based biopo-
lymers aside from other biopolymers include the ability of glycopolymers to
preferentially target various cell types and tissues through receptor interactions,
exhibit bioadhesion for prolonged residence time, and be the ability for rapid
recognition and union internalized by malignant cells. The stimuli-sensitive
properties of saccharide-modified polymers allow to assist drug release under
given conditions [23]. The inherent pH- and temperature-sensitive properties
and the enzyme-cleavable properties of polysaccharides are utilized for targeted

Classification of biopolymers
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• Polynucleotides

Figure 6.8 Classification of biopolymers in terms of type, origin, and monomeric units.
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bioactive delivery. Researchers from the University of Birmingham, UK, and
Duke University, US, have created a new family of polymers [24, 25] from sus-
tainable sugar-based starting materials. They used isoidide and isomannide as
building blocks to create two new polymers, one which is stretchable like
rubber and another which is tough but ductile, like most commercial plastics.
The isoidide-based polymer showed a stiffness and malleability similar to com-
mon plastics, and a strength that is similar to high-grade engineering plastics
such as Nylon-6. The isomannide-based polymer not only had similar strength
and toughness, but also showed high elasticity, recovering its shape after
deformation.

6.2.3.1.2 Starch-Based Polymers Starch is a naturally occurring polysaccharide
consisting of anhydroglucose units linked together primarily through glucosidic
bonds [26]. It is a promising biopolymer for different application due to its
inherent biodegradability, overwhelming abundance, and annual renewability.
Starches offer a very attractive low-cost base for new biodegradable polymers
due to their low material cost and ability to be processed with conventional
plastic processing equipment. Starches can be isolated from grains such as corn,
rice, and wheat, or from tubers such as potato and cassava (tapioca). Previous
studies have showed that starch is a heterogeneous material containing two
kinds of microstructures: linear and branched. Linear structure is called as
amylose and branched structure is called as amylopectin. Starch has been con-
sidered an attractive raw material for polymer applications for over 200 years.
However, since starch-based material suffer from lower mechanical strength
and moisture sensitivity, various blends and composites have been developed
in the last two decades for suitable applications. Ma et al. [27] developed an
entirely starch-based hydrogel for flexible electronics including strain-sensitive
batteries and self-powered (SP) wearable sensors. The biodegradable hydrogel
was prepared using high-amylose starch, CaCl2, and glycerol, where the prep-
aration method is green and facile. The device can be used to detect human
activities involving small strain such as wrist pulse and throat vibration, for
which the signals are strong, clear, and stable. Zeng et al. [28] developed a facile
one-step strategy to fabricate transparent, highly flexible, and multifunctional
starch/polyacrylamide double-network hydrogels based on natural renewable
starch. The resultant hydrogels exhibit fast self-adhesive ability and present
high flexibility attributing to the double network consisting of cross-linked
starch and polyacrylamide. The hydrogels can be assembled as transparent,
self-adhesive, flexible, highly sensitive, and multifunctional strain/pressure
and humidity sensors for accurate healthcare monitoring. The hydrogel-based
sensor shows ultrahigh sensitivity to humidity (35–97% relative humidity [RH]).
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6.2.3.1.3 Cellulose-Based Biopolymers Cellulose is a linear organic polysaccha-
ride widely found in nature as the cotton, wood, cereal, fiber, and bacteria. Cellu-
lose comprised hundreds to thousands of ringed glucose monosaccharide units
with the chemical formula (C6H10O5)n and are linked together through glucosidic
bonds [29]. The linear configuration of cellulose chains is formed due to the chem-
ical interactions between hydroxyl group and oxygen of adjacent ring molecules,
which stabilize the linkages and form the parallel linear nanofibers. The cellulose
chains are formed by amorphous-like (disordered) and crystalline (highly ordered)
regions which are used to form the cellulose nanocrystals. Although cellulose is
hydrophilic substance insoluble in water and most organic solvents, it is a chiral
molecule with biodegradable property. Thus, cellulose is often converted to its cel-
lulose esters to increase solubility. The most common cellulose esters are cellulose
acetate, cellulose acetate propionate (CAP), and cellulose acetate butyrate (CAB).
Cellulose as the most dominating natural polymer has attracted more and
more interest, especially in the field of medicine such as advanced medical diag-
nosis [30, 31]. It has also been widely applied in the flexible [32] and transparent
bioelectronics [33] due to its robust mechanical property, biocompatibility, and
biodegradability, as well as high surface area, low thermal expansion, and good
flexibility. Kim et al. [34] developed a label-free cellulose surface-enhanced
Raman spectroscopy (SERS) biosensor chip with pH-functionalized, gold NP
(AuNP)-enhanced localized surface plasmon resonance (LSPR) effects for iden-
tification of subarachnoid hemorrhage (SAH)-induced cerebral vasospasm and
hydrocephalus caused by cerebrospinal fluid (CSF). Arakawa et al. [35] devel-
oped a mouth guard (MG) glucose sensor with electrodes coated with cellulose
acetate (CA) membrane as an interference rejection membrane to measure glu-
cose in saliva.

6.2.3.1.4 Synthetic Fossil-Based Biopolymers Synthetic nonbiodegradable poly-
mers termed as “plastic” are widely used because of its low cost, versatility, and
durability. The term nonbiodegradable refers to the polymers that do not break
down to a natural, environmentally safe condition over time by biological pro-
cesses. The durability of these synthetic and nonbiodegradable polymers are high
as these polymers are unaffected by, and an uncommon target for, bacteria. If we
oversee their environmental impacts, synthetic plastic materials are extremely use-
ful in the packaging sector, due their useful characteristics, such as transparency,
strength ability, flexibility, thermal performance, permeability, and simple sterili-
zation methods, all of which making them appropriate for the food packaging
sector. Fossil-based nonbiodegradable biopolymers (i.e. ethylene vinyl alcohol
[EVOH], polypropylene [PP], PE, polyurethane [PU], poly(ethylene terephthalate)
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[PET], polystyrene [PS], expanded PS, polyamides [PA], and poly(vinyl chloride)
[PVC]) are in huge demand for excellent mechanical and physical characteristics.
However, researchers around the world have recently shifted their focus on the

development of environmentally benign polymers to reduce the ill effects of syn-
thetic and nonbiodegradable plastic leakage on the ecosystems. Strict norms and
regulations against nondegradable chemical pollution causing conventional syn-
thetic polymers play a driving force behind the development of renewable, bio-
degradable, sustainable, and environmentally benign materials. The synthetic
biopolymers are degradable polymers and possess huge advantages over fossil-
based nondegradable polymers by means of cost-effectiveness, ecofriendliness,
and user-friendly materials. Biodegradable polymers are not necessarily made
from renewable resources in order to be completely biodegradable. Polymers such
as polybutyrate adipate terephthalate (PBAT), polybutylene succinate (PBS), poly-
caprolactone (PCL), and polyvinyl alcohol (PVOH, PVA) are synthetic biodegrad-
able polymers as their structure contains chemical groups that can be easily
broken down by the action of microorganisms. The use of synthetic biodegradable
biopolymers in gas sensors, medical, tissue engineering, military, and environ-
mental applications suggest a paradigm shift in environmental awareness. Han
et al. [36] developed an ammonia (NH3) gas sensor based on organic FET
(OFET) where poly(vinyl alcohol) (PVA) was used as the gas accumulation layer
which improved the sensitivity of the device. The interaction between NH3 and
PVA is stronger under the influence of the applied electrical field on the hydroxyl
dipoles. The bias-induced reorientation of the hydroxyl dipoles can modulate the
influence of NH3 on the trapping (absorption) and detrapping (desorption) pro-
cesses of charge carriers at the pentacene channel and the PVA interface. Again,
Dhiman et al. [37] fabricated a highly specific capacitive nanosensor for nonenzy-
matic glucose detection. The authors performed capacitance measurements with
polyvinyl alcohol-capped copper oxide (PVA-CuO) thin films on indium tin oxide
(ITO)-coated glass using Arduino UNO for glucose detection. In addition, PVA
was also used for making wearable devices for human activity monitoring
[38, 39]. The PVA was also used in medical assignments as it is a liver tissue mim-
icking material in terms of needle–tissue interaction [40]. PBAT commercially
known as Ecoflex is widely used in stretchable devices and in the development
of strain sensors [41]. Both PVA and the Ecoflex are biodegradable fossil-based bio-
polymers. Some examples of biopolymers are listed in Figure 6.9.

6.2.3.2 On the Basis of Origin
6.2.3.2.1 Natural Biopolymers Extracellular cell matrix is an abundant source of
natural chitosan biopolymers and widely available in sources as in forest pro-
ducts, grasses, tunicates, crustacean, and stalks (Figure 6.10). Biopolymers have
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Synthetic biopolymers

Biodegradable biopolymers

Biodegradable fossil biopolymers Non-biodegradable fossil biopolymers

Starch: Corn, potato, wheat, tapioca

Cellulose: Wood pulp

Polyhydroxyalkanoates
(PHA) and (PHB): Corn, potatoes,
maize, tapioca, vegetable oils

Polylactic acid (PLA): Corn (major),

sugar beet, potatoes, wheat, maize,
tapioca

Polybutyrate adipate
terephthalate (PBAT)(Ecoflex) Polyethylene terephthalate (PET or PETE)

High density polyethylene (HDPE)

Polyvinyl chloride (V or vinyl or PVC)

Low density polyethylene (LDPE)

Polypropylene (PP)

Polystyrene (PS)

Others: Nylon (PA) acrylonitrile butadiene
styrene (ABS) polycarbonate (PC)

Polybutylene succinate (PBS)

Polycaprolactone (PCL)

Polyvinyl alcohol (PVOH, PVA)

Non-biodegradable biopolymers

Bio-based polyethylene
terephthalate (PET): Sugar
from sugarcane

Bio-based polyethylene (PE): Sugar

from sugarcane

Bio-polycarbonate: Isosorbide from
corn

Bio-polyamide (PA 4,10/PA 6,10):
Sebacic acid from castor oil

Biodegradable Non-biodegradable

Source: Alejandro Barrón/Pexels

Source: 422737/Pixabay.com

Source: mali maeder/Pexels

Source: Flickr/Bernard Spragg. NZ

Source: IndiaMART InterMESH Ltd.

Source: Schreib-Engel/Pixabay.com

Source: Swapan/Adobe Stock

Source: Jeff Fitlow/Rice University

Source: Egypt Business Directory

Figure 6.9 Classification of synthetic biopolymers into biodegradable and
nonbiodegradable fossil and natural polymers.
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advantages of being biocompatible as well as biodegradable besides their abun-
dance, renewability, and cost-effectiveness. The use of biopolymers in devices
has attracted interest in the areas of physics, chemistry, materials, and microelec-
tronics in the past few years due to numerous potential applications. The applica-
tions of natural biopolymer include the field of advanced biomedical materials
(tissue engineering, artificial bones, or gene therapy) and extend to the electronic
devices, in the form of FET-based electronic switches, gates, storage devices, bio-
sensors, and biologic transistors. Alternative sources of natural biopolymer-like
bacterial or fungal cellular components, soy protein, and fish skin gelatin are con-
tinuously being explored for the isolation. Natural biopolymers like starch, cellu-
lose, chitosan, carrageenan, gelatin, alginates, and their derivatives have proved
themselves to be promising alternatives to synthetic fossil-based polymers.
Collagen contains special types of amino acids called glycine, proline, hydroxy-

proline, and arginine. Since these amino acids have a regular arrangement in each
of the three chains of these collagen subunits, the collagen has a triple helix-like
structure. The sequence often follows the pattern Gly-Pro-X or Gly-X-Hyp, where
X may be any of various other amino acid residues. The collagen molecule is
approximately 300 -nm long and 1.5 nm in diameter. Each fiber of collagen con-
tains thousands of individual collagen molecules that are bound together by cross-
linking and staggered covalent bonds. The tensile strength of collagen depends on

Natural biopolymers

Collagen Albumin Casein

Alginate Chitosan Gelatin

Source: Jill Wellington/Pixabay.com Source: Sea Wave/Adobe Stock Source: Enotovyj/Pixabay.com

Figure 6.10 Sources of natural polymers.
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the formation of covalent intermolecular cross-links between the individual pro-
tein subunits. There are different types of collagen fibers of which some are more
flexible and form meshworks, while some contain more disulfide bonds which
allow them to form long and stable microfibrils. It is known that collagen degra-
dation is promoted by oxidative stress.
Gelatin is a natural biopolymer which can be extracted from seaweeds, and skin,

tendons, ligaments, and bones of animals. It is formed by the collection of peptides
and protein produced by partial hydrolysis of collagen which is also a natural pol-
ymer. The amino acid content of hydrolyzed collagen is the same as collagen.
Hydrolyzed collagen contains 19 amino acids, predominantly glycine (Gly)
26–34%, proline (Pro) 10–18%, and hydroxyproline (Hyp) 7–15%, which together
represent around 50% of the total amino acid content. Other amino acids include
alanine, arginine, aspartic acid, and glutamic acid. During hydrolysis, some of the
bonds between- and within-component protein fibrils are broken into smaller pep-
tides, depending on the physical and chemical methods of denaturation, to form
gelatin. Thus, the chemical composition of gelatin, in many aspects, is similar to
that of its parent collagen. Gelatin is soluble in polar solvents like hot water, glyc-
erol, and acetic acid, but insoluble in organic solvents like alcohol. Gelatin absorbs
5–10 times its weight in water to form a gel. Its main function is to look after the
connective tissues such as bones, tendons, and cartilage. It is widely used in var-
ious industries due to its properties of biodegradability and biocompatibility. Its
main function is to look after the connective tissues such as bones, tendons,
and cartilage.
Chitosan (CS) is one of the conducting biopolymer that has much attention in

the research for sensor applications. The recognition of chitosan as a promising
material for sensor application is attributed to its abundant availability, low in cost,
and biodegradable, and having excellent film forming ability and nontoxic proper-
ties, making its suitability in biomolecular sensors, gas sensors, and volatile
organic compound sensors. Researchers [42] fabricated interdigitated electrodes
which were functionalized with layer-by-layer (LbL) films of hyaluronan (HA)
and chitosan (CS) to detect prostatic tumor cells (PC3 line). Chitosan which is
obtained from modified seafood waste such as crab and shrimp is a unique mate-
rial that is appropriate for microdevices due to its potential to be selective because
of high density of amine groups, which impart active binding sites. Other natural
biopolymers such as starch (Section 6.2.3.1.2) and cellulose (Section 6.2.3.1.3) are
discussed earlier.

6.2.3.2.2 Synthetic Biopolymers We have discussed the fossil-based synthetic bio-
polymers in Section 6.3.2.1.4, where we discussed various nonbiodegradable and
biodegradable subcategories. In this section, we shift our focus toward the nonfos-
sil-based counterpart of synthetic biopolymers which are generally renewable and
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degradable materials like polylactic acid (PLA). The PLA is a widely used alterna-
tive to fossil fuel-based biopolymer and reduces their derogatory effects on the
environment. PLA or polylactide is an environmentally sustainable, compostable,
and biodegradable biopolymer obtained from renewable feedstock.
PLA is obtained from the monomer lactic acid (LA) also known as “2-hydroxy

propanoic acid.” PLA exists in three forms: poly-L-lactic acid (PLLA), poly-D-lactic
acid d-PLA (PDLA), and a racemic mixture of D,Ll-PLA (PDLLA). Of these, PLLA
and PDLLA have shown promise in bioengineering. The advantage for the wide-
spread applications of PLA is (a) the production of PLA involves the utilization of
CO2, (b) offers enhanced processability for fiber spinning, injection molding, etc.,
(c) since PLA itself is not toxic or noncarcinogenic and neither are its degradation
products, it is a biocompatible biopolymer, and (d) provides good physiomechani-
cal characteristics such as high tensile and elastic strength. Its biocompatibility can
be attributed to the fact that PLA hydrolyses into α-hydroxy acid after implantation
into the human body, gets assimilated into the citric acid cycle. In addition to these
properties of the PLA, it is well suited for biomedical and bioengineering applica-
tions because of its biodegradability. Hydrolytic degradation of PLA occurs in the
body through deesterification to generate lactic acid in the body, and is excreted by
tricarboxylic acid cycle. Researchers [43] have developed 3D-printed protective
mask which can provide sufficient barrier protection against particles of a size cor-
responding to microorganisms including viruses Staphylococcus epidermidis,
Escherichia coli, Candida albicans, and SARS-CoV-2 by decontamination using
ethanol and sodium hypochlorite-containing disinfectant. Despite the various
advantages of PLA as a biomaterial, some disadvantages have raised concerns
about the biocompatibility of this polymer. The PLA and polylactic acid-co-glycolic
acid (PLGA) may release acidic degradation products which can cause inflamma-
tory response. The molecular weight PLLA can take more than five years to be
completely resorbed in the body. The PLLA and PLGA can cause platelet adhesion
and coagulation in the body. Applications of PLA also include food packaging
material, textiles, and recently also as engineering plastics.

6.2.3.2.3 Biopolymers from Microbial Source Many microorganisms can generate
different biopolymers which incorporate polysaccharides, glycogen, cellulose, PA,
and polyhydroxyalkanoates based biopolymers. Several bacteria, yeast, and fungi
are known to produce polysaccharides through microbial fermentation. These
polysaccharides derived from bacteria are widely used as ingredients in modern
food industry and offered controlled and modifiable properties, and can be uti-
lized as thickeners/viscosifiers, gelling agents, encapsulation and film-making
agents, or stabilizers. Recently, some of these biopolymers have gained special
interest owing to their immune-stimulating/therapeutic properties and may lead
to the formation of novel functional foods and nutraceuticals.
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The microbial polysaccharide xanthan gum derived from Xanthomonas campes-
tris is a water-soluble biopolymer which has a trisaccharide side chain and appears
to be rigid, linear, and of low flexibility. Xanthan is extensively used in many food
applications because of its unique rheological properties. Curdlan is a high-molec-
ular-weight water-insoluble extracellular microbial polysaccharide and is derived
from bacteria Alcaligenes faecalis. Curdlan has utility as a food additive in its abil-
ity to form an elastic gel. Curdlan forms a heat-set gel at both relatively high and
low temperatures or on neutralization or dialysis of alkaline solution of curdlan.
Pullulan, levan, and elsinan are extracellular microbial polysaccharides that are
edible and biodegradable. Pullulan is a natural, water-soluble polysaccharide with
excellent film-forming and binding properties and is produced from polymorphic
fungus Aureobasidium pullulans. Pullulan is seen as an ingredient in cosmetics
and beauty products, specifically antiaging products, because of its ability to pro-
vide an instant skin-tightening effect as it adheres to the skin. Pullulan is used in
food and is a natural prebiotic. It provides few calories and promotes the growth of
beneficial bifidobacteria in the intestine. Pullulan films cast from aqueous solu-
tions are clear, odorless, and tasteless, and have good oxygen barriers. Pullulan
coatings have been used successfully as oxygen barriers to prolong food shelf life.
Levan is a naturally occurring fructan present in many plants and microorganism
species. It is produced as exopolysaccharides (EPS) in the extracellular matrix of
bacteria from various genera, such asAcetobacter,Aerobacter,Azotobacer, Bacillus,
Corynebacterium, Erwinia, Gluconobacter, Mycobacterium, Pseudomonas, Strepto-
coccus, and Zymomonas. Levan can be used in a wide range of skin care applica-
tions for body or face and also used as edible coating materials for foods and
pharmaceuticals due to their low oxygen permeability properties. Dextran is a
complex branched glucan (polysaccharide derived from the condensation of glu-
cose), originally derived from wine. It is synthesized by the action of the bacterium
Leuconostoc mesenteroides on sucrose. Glycogen is secreted from the capsular poly-
saccharides that are associated with the surface of the cell and result in the devel-
opment of the matrix of the biofilm. Alginates that are produced by P. aeruginosa
are responsible for the protection of the cells from phagocytosis. Glycogen is found
in many bacteria, and usually accumulates in environmental conditions that limit
growth and also offer excess carbon supply. Glycogen is a multibranched polysac-
charide of glucose and is stored in fungi like the Neurospora crassa and bacteria
like Lactobacillus acidophilus. Glycogen is secreted from the capsular polysacchar-
ides that are associated with the surface of the cell and result in the development of
the matrix of the biofilm.
Escherichia coli produces phosphoethanolamine cellulose which mediate strong

connections between proteinaceous curli fibers in complex biofilms and provide
resistance under high-shear conditions. Hyaluronate produced by Streptococcus
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pyrogenes and Bacillus cereus helps inmimicking hyaluronate being present within
the connective tissues, thus protecting them from phagocytosis. The alginate and
the hyaluronate-based biopolymers are utilized in the development of artificial
extracellular matrix in the form of 3D scaffolds. PA or poly(amino acid) chains
such as poly(γ-D-glutamic acid) (γ-PGA) and poly(ε-L-lysine) (ε-PL) or the intracel-
lular cyanophycin (a copolymer of L-aspartic acid and L-arginine) can be produced
from bacteria. Many nonpathogenic polyamide-producing bacteria, such as Bacil-
lus licheniformis, Bacillus megaterium, and most cyanobacteria, are known to pro-
duce polyamide-based materials. PA are highly charged and can be polyanionic
(γ-PGA) or polycationic (ε-PL). PA are biodegradable, nontoxic, and renewable
and are used as replacements for chemically synthesized polymers in industrial
applications. The γ-PGA can be used as a flocculant to replace synthetic flocculants
in wastewater treatment, while the ε-PL has antibacterial properties as it disrupts
membrane integrity, and its cross-linked form was used in antimicrobial coatings.
Polyhydroxyalkanoates (PHA) are a large family of biopolyesters produced by
many bacteria for carbon and energy storage. The monomeric structure of PHA
gives flexible properties such as brittleness, elasticity, and stickiness to the biopol-
ymer. PHAs can be produced by bacteria of diverse types – wild type, pure/mixed
bacteria, or metabolically engineered, and includes genera Azotobacter, Bacillus,
Pseudomonas, Burkholderia, Halomonas, and Aeromonas. The PHA can also be
produced from bacteria Rhodobacter sphaeroides, Ralstonia eutropha, Wautersia
eutropha, Corynebacterium lutamicum, and E. coli.

6.2.3.3 On the Basis of Monomeric Units

The biopolymer can be classified in terms of the chemical composition of the mon-
omeric units. The biopolymers may be composed of chain of branched or linear
arrangement of numerous monomeric units which can be composed of monosac-
charides, amino acids, or nucleic acid molecules. The biopolymers are grouped
as polysaccharides, proteins, and polynucleotides when the monomeric units
are monosaccharides, amino acids, or nucleic acid molecules, respectively, as
described below.

6.2.3.3.1 Polysaccharides Sucrose is a disaccharide biopolymer and composed
of two monomeric units of glucose and fructose which are bonded together by
a glycosidic linkage. Sucrose is a simple carbohydrate with limited reactivity that
is used as a transport and energy storage molecule in most plants and as an
energy source for animals. Raffinose is a trisaccharide composed of galactose,
glucose, and fructose. They are a family of soluble sucrose derivatives that con-
stitute an important form of transported carbon in some plants (e.g. pumpkin).
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Starch and cellulose are polysaccharides consisting of numerous glucose units as
described in Sections 6.2.3.1.2 and 6.2.3.1.3, respectively.

6.2.3.3.2 Proteins Proteins are large biomolecules that comprise one or more
long chains of amino acid. A linear chain of amino acid residue is called a pol-
ypeptide. A protein contains at least one long polypeptide. Short polypeptides,
containing less than 20–30 residues, are generally not considered to be proteins
and are called peptides. The individual amino acid residues are bonded together
by peptide bonds and adjacent amino acid residues. Silk fibroin (SF) (≈75 wt%)
and sericin (≈25 wt%) are the two major proteins of silk [44]. SF is a natural
fibrous protein composed of a heavy and a light chain that are connected
together by a disulfide bond and a glycoprotein (P25) noncovalently linked to
these chains. Silks are natural fibrous proteins existing in the glands of some
arthropods, such as silkworms, spiders, scorpions, mites, and bees. In recent
years, silk from Bombyx mori (silkworm) has been widely studied due to its
high yield [45], excellent tensile strength (0.5~1.3 GPa) [46] and toughness
(6 × 104 ~ 16 × 104 J/kg) [47], predominant biocompatibility, tunable biodegrad-
ability, and ease of processing. These predominant characterizations give silk
proteins versatile applications in biological fields, including tissue engineering,
wound healing, and drug delivery.
SF was used in the implantable sensor as a stiff support that enables insertion

in mouse brain tissues [48], memresistive device [49], and flexible electronics
[50], and biosensor for the detection of nitric oxide (NO) at nanomolar levels
[51] as well as biotriboelectric generator generating a high voltage with large sur-
face area [52]. Therefore, advances in SF-based flexible electronics would open
new avenues [53] for employing biomaterials in the design and integration of
high-performance and high-biocompatibility electronics for future applications
in biosensors, wearable sensor, E-skins, and biomedical diagnosis. Collagen [54]
is another example of biopolymer with monomeric amino acid chain and dis-
cussed in Section 6.2.3.2.1.

6.2.3.3.3 Polynucleotides Nucleotides are organic molecules consisting of a
nucleoside and a phosphate and serve as monomeric units of the nucleic acid
polymers: deoxyribonucleic acid (DNA) and ribonucleic acid (RNA). Each mon-
omeric nucleotide unit is made up of three parts, namely, a phosphate group, a
furanose sugar moiety, and one of the four possible nitrogenous bases (nucleo-
side): adenine (A), guanine (G), cytosine (C), or thymine (T). The acidity of
the nucleic acid results from the distribution of a lone negative charge among
the two pendant oxygen atoms in the PO−4 group that constitutes the “rigid
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backbone” of the polynucleotide entity. The furanose moiety consists of a five-
membered ring with exocyclic alcohol and hydroxyl groups attached to it.
In order to avoid short contacts between the pendant hydrogen (H) atoms of
the HO─CH2─C

ring─H entity, the furanose ring is puckered into an energetically
favorable conformation as shown in Figure 6.11a. Each base is linked to the
sugar through a covalent glycosidic bond to form a nucleoside (Figure 6.11b).
The phosphate group bonds with the sugar covalently to form a mononucleotide
and also increases conformational possibilities. Mononucleotides are linked to
each other through phosphodiester bonds to form a polynucleotide. The planar
nitrogenous bases can be composed of either purines or pyramidines which,
however,have no internal flexibility. Guanine and adenine are the purines
(Figure 6.11c – i, ii), whereas the cytosine and thymine form the pyramidine class
(Figure 6.11c – iii, iv). The plane of the base is almost perpendicular to the plane
of the sugar ring and has conformational possibilities in the plane of the nitrog-
enous bases.
DNA is a polymer with deoxyribonucleotides as its repeating or monomeric

units. Double-stranded DNA (Figure 6.12a) consists of two single strands of pol-
ynucleotide twirled together, connected by pairs of complementary nitrogenous

Furanose ring

Glycosidic bond
Base

H-atom

C-atom

O-atom

P-atom

N-atom

(a)

G

(c-i) (c-ii) (c-iii) (c-iv)

A C T

(b)

Figure 6.11 (a) Molecular structure of sugar furanose ring (b) representation of
glycosidic bond between furanose sugar ring sugar and one of the bases. Molecular structure
of purine bases (c-i) Guanine (G) and (c-ii) Adenine (A) and Pyramidine bases (c-iii)
Cytosine (C) and (c-iv) Thymine (T).

6.2 Materials for Chemical Sensing 263



bases forming a ladder with rung arrangement with the two strands arranged anti-
parallel to each other. (A and T) and (G and C) form base pairs, respectively, due to
energetically favorable hydrogen bonding schemes, as the complementary base
pairs are of the same size (Figure 6.12b). Each purine base pairs up with its respec-
tive complementary base through hydrogen bond (H bond) formed between the
electronegative oxygen (O) atom of the purine or the pyramidine base and the
H atom linked to the nitrogen (N) atom of the bases. Such arrangements of base
pairing minimize the energy of intertwirled structure. Hence, the complementary
bases are defined with respect to the H-bonding scheme between the bases. Any
cross-pairing would lead to distortion in the double helix structure and is not ener-
getically favorable. The furanose–phosphate chain of the polynucleotide backbone
forms the side of the ladder, where the base pairs are placed perpendicular to the
axis. These aromatic purines or pyramidine rings consist of pi-lobes extending
from their atoms. Since the pi-electron lobes of the nucleotide bases extend above
and below the rungs of the ladder, the lobes overlap with the pi-electron counter-
parts from neighboring rungs. As the aromatic rings of the nucleotide bases in a
DNA molecule are positioned nearly perpendicular to the helical axis of the
strands, the faces of the aromatic rings are arranged parallel to each other, allow-
ing the bases to participate in aromatic interactions. Thus, the pi-orbital of the aro-
matic rings of a pair of complementary bases are stacked over each other resulting

Sugar phosphate backbone
H-bond

H-bond

H-bond

H-bond

H-bond
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Figure 6.12 (a) Schematic representation of two single strands of polynucleotides,
connected by pairs of complementary nitrogenous bases through H- bonds forming a ladder
with rung arrangement. Complementary base pairs of (b) A–T connected by two H-bonds
and (c) G–C connected by three H-bonds.
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in pi-stacking interactions. These interactions are mostly van der Waals and elec-
trostatic interactions, but collectively are strong forces due to the sum of all pi-
stacking interactions within DNA. In this way, net stabilizing energy is provided
to the molecule. Such bonds are termed as noncovalent bonds and are individually
weaker than covalent bonds.

6.2.4 Functionalization

Extraordinary electronic properties of certain conductive materials such as CNTs,
graphene, Au, Ag NWs, and NPs have lured attention of the research community
for possible applications as biosensing and gas sensing applications. However, due
to various shortcomings of different materials has restricted their potential appli-
cation in wider regime.Materials like the pristine CNT andmonolayered graphene
are hydrophobic which limits their application in biosensors and also is less sen-
sitive to different gases and humidity. On the other hand, sensors developed with
Au, Ag NWs, and NPs in its pristine form lacks selectivity, specificity, and suffers
from low responsivity for certain chemical moieties and analytes that have less
chemical affinities to them. These shortcomings can be overcome by functionaliz-
ing thematerials which forms the active sensingmaterial by specific chemicalmoi-
eties which have strong affinities for the target analytes that are desired to be
detected. The functional chemical moieties are termed as the host or receptors
and the target analytes are termed as the guest. Functionalization is the process
of adding new functions, features, capabilities, or properties to a material by chan-
ging the surface chemistry of the material. Thus, chemical surface functionaliza-
tion in its strictest sense implies the attachment of chemical functional groups
to surfaces. Surface modification refers to the modification of the surface of a
material by bringing physical, chemical, or biological characteristics different
from the ones originally found on the surface of a material. Surface chemical func-
tionalization refers to amethod of changing the structure and state of the surface of
a material by chemical reaction or chemisorption between the surface of the mate-
rial and the treatment agent to achieve the purpose of surface modification
(Figure 6.13). The effectiveness of the sensor in terms of sensitivity depends on
the strength of the host–guest chemistry, whereas the selectivity of the sensor is
governed by the uniqueness of the chemical interaction between the host and
the guest. Functionalization also sometimes affects the sensor dynamics. Functio-
nalization is a fundamental technique used in chemistry, materials science,
biological engineering, textile engineering, and nanotechnology for different
applications including the development of smart sensors. There are two main
approaches for the surface functionalization: (i) covalent functionalization and
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(ii) noncovalent functionalization, depending on the types of linkages of the func-
tional entities onto the surface of the material.

6.2.4.1 Covalent Functionalization

Covalent bond occurs when a functional chemical moiety is linked to the surface
of the material through covalent bonds. The attachment of functional group to the
surface of the material takes place predominantly at the edges and at the corners
where there are defects in the crystallographic structure or at the sites of the dan-
gling bonds where reactive sites are available. The introduction of functional
groups via a covalent approach can be used to tune the electronic structure of
the material, improving solubility and stability, and opening of bandgap. Different
covalent functionalization methods have been developed by the researchers,
including the formation of covalent bonds between the surface and functional
groups such as organic molecules, biomolecules, and polymers. Various materials
can be covalently functionalized directly with organic molecules such as epoxide,
carboxylic acid groups, amino groups, hydroxyl groups. Furthermore, highly
reactive intermediates like nitriles, carbenes, and aryl diazonium salts can be func-
tionalized directly on the surfaces of CNT, graphene, and GO. Upon functionali-
zation, the sp2 hybridization of the CNT and graphene could be altered to sp3 using
chemical reaction. Some functional groups on material improve the solubility of
the nanomaterials such as CNT and graphene.
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Figure 6.13 Schematic representation of sensing a guest target molecule using
(a) unfunctionalized material and (b) functionalized pristine material.

266 6 Chemical Sensors



The advantages of covalent functionalization are:

1) Significant improvement in solubility and processability
2) Covalent functionalization is chemically and thermally more stable
3) The electronic and chemical properties of the material and its derivatives can

be easily and effectively tailored using the covalent functionalization
approach

However, there are various shortcomings for this approach as well:

1) Introduces defect in the crystal structure or lattice
2) Alters the intrinsic electronic properties of the material. For example, the side-

walls themselves contain defect sites such as pentagon–heptagon pairs called
Stone–Walls defects, sp3-hybrideized defects, and vacancies in the nanotube
lattice. Direct covalent sidewall functionalization is associated with a change
of hybridization from sp2 to sp3 and a simultaneous loss of p-conjugation sys-
tem on the planar sp2-hybridized layer. Sidewall covalent functionalization can
be achieved through covalent interaction of nanotube by molecules with high
chemical reactivity.

Functionalization of CNTs with various functional groups changes the elec-
tronic property, thus enhancing their selectivity, thereby increasing their response
toward target gases [55]. The carboxylic group functionalized CNT showed
enhanced response for benzene as compared to pristine CNTs as the interaction
of COOH–CNTs with benzene gas shifts the Fermi level of the COOH–CNTs away
from the valence band, resulting in an increase of resistance of the COOH–CNTs
[56]. The development of a bandgap through chemical doping is a powerful
method for the use of graphene in nanoelectronic devices [57, 58]. Through con-
trolled covalent functionalization, researchers have developed graphene-based
FET devices for biosensing applications [59]. Due to the rich presence of carboxyl
and hydroxyl groups on GO, it is widely proffered for the attachment of other func-
tional group to form wide range of graphene derivatives through the covalent
attachment of organic groups on its surface. Such graphene derivatives have no
additional structural perturbations as compared to GO as the functional groups
are linked through oxygen atoms.However, covalent functionalization of graphene
causes several shortcomings including:

1) mechanical damage to hexagonal framework of the CNT/graphene leading to
degradation in electronic properties and electrical conductivity and

2) use of strong chemicals in the form of concentrated acids or strong oxidants
causes harm to the environment if not disposed suitably.
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Noncovalent functionalization technique is gaining research attention as
it retains the excellent electrical, electronic, and mechanical properties of
CNT/graphene.

6.2.4.2 Noncovalent Functionalization

Noncovalent functionalization are generally found in π-conjugated systems which
have copious presence p-orbitals on the surface and are best suited to indulge in
π–π stacking interaction with the receptor functional chemical moiety. Here the
functional groups are attached on the surface of the π-conjugated systems such as
CNT/graphene through van der Waals π–π stacking interactions. The different
functional moieties used for noncovalent functionalization are: small aromatic
molecules, long-chain polymer, surfactants, and biopolymers. Since the func-
tional moieties attached to the surface of the CNT/graphene via π–π stacking
interaction, the π-conjugated system of the CNT/graphene electronic structure
of the sidewalls are retained and thus does not affect the hexagonal framework
structure of CNT/graphene. The noncovalent functionalized CNT/graphene
shows enhanced electrical properties as the pristine electronic properties of
CNT/graphene is retained providing ballistic transport behavior in devices.
The noncovalent functionalization is an alternative method for tuning the inter-
facial properties of CNT/graphene. The CNT/graphene can be noncovalently
functionalized by aromatic compounds, surfactants, and polymers, employing
π–π stacking between the functional group and the CNT/graphene surface or
hydrophobic interaction.
The advantages of noncovalent functionalization include:

1) The major purpose of noncovalent functionalization is to enhance the bioaffi-
nity of hydrophobic surface to establish effective electrical communication
between the receptors and the transducer in sensor platforms.

2) The noncovalent functionalization approach retains the desired electronic
properties of π-conjugated systems (CNT/graphene).

3) Improves the solubility of hydrophobic material in aqueous solution.
4) Functionalization of CNTs with high-affinity molecules, such as surfactants,

conjugated aromatic molecules, and polymers, are widely used to enhance
the adsorption of target analytes on their surfaces.

Noncovalent functionalization of single-stranded deoxyribonucleic acid
(ssDNA) on the surface of CNT has been well studied and demonstrated by
researchers [60]. This not only facilitates good and stable solubility in aqueous
solution, but is also used in the development of different environmental and
molecular sensors owing to the copious availability of delocalized electrons on
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the phosphate backbone of the ssDNA [61]. The ssDNA is noncovalently functio-
nalized on the surface of the CNT through π–π stacking interaction between the
aromatic nucleobases, guanine, thymine, adenine, cytosine, and the sidewalls of
the CNT. A long strand of ssDNA due to its intrinsic helical structure wraps around
the surface of CNT through π–π stacking interaction due to its torsional moment
(Figure 6.14a, b). The effectiveness of a DNA functionalized CNT as a sensor
material depends on the extent of coverage of ssDNA on the surface of CNT
(Figure 6.14c).
DFC hold great promise as molecular probes and sensors targeted for moieties

that do not interact or interact weakly with unmodified CNTs. DFC have been
widely used for the detection of glucose [63, 64] peroxide [65, 66], pesticides
[67], proteins [68], and ions [69]. DFC-FET has also been used in sensing isopro-
panol (IPA) [70]. Gao and coworkers [71] detected trace levels of Hg(II) ions in
solution using DFC by monitoring the decrease in CD spectrograph intensity.
Recently, Su and coworkers [72] developed a resistive device with metal-decorated
DNA functionalized CNTs – which can sense various gases including H2, H2S,
NH3, and NO2. The Pt, Pd, and Au NPs were used due to its high binding affinity
toward specific analytes which enhances the selectivity and sensitivity to a partic-
ular target molecule. Paul et al. [62, 73, 74] used ssDNA functionalized CNT (DFC)
network to develop FET-based humidity sensor utilizing the excellent charge
transfer property of electron-rich phosphate backbone of the DNA with water
molecules. Tu and coworkers [75] developed a porphyrin-modified ITO electrode
for the detection of chlorite. The porphyrin used was noncovalently functionalized
with graphene nanoplatelets. Graphene nanoribbons functionalized with water-
soluble iron(III) mesotetrakis (N-methylpyridinum-4-yl) porphyrin (FeTMPyP)

DNA

CNT DFC
50 nm

(a) (b) (c)

Figure 6.14 (a) Schematic representation and (b) TEM image of DNA functionalized CNT
(DFC) and (c) SEM image showing the thick covering of ssDNA on CNT. (a) Source: Paul et al.
[12]/Taylor & Francis. (b) Source: Paul et al. [62].
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via π–π noncovalent interactions was used as a biosensor for the detection of
glucose in human serum [76]. Graphene was stabilized using various organic
biopolymers to enhance its dispersion in aqueous solution [77, 78].

6.2.5 Biocomposites

The success of polymer and nanocomposites as sensors is largely attributed to
easy fabrication process and enhanced sensor performance in terms of reproduc-
ibility and sensitivity for target analyte. A biocomposite is a material composed of
two or more distinct constituent materials involving a naturally derived material
which generally forms the biopolymer matrix, and reinforcing materials (like
fibers, silica, nanomaterials-CNT, graphene, NPs) which form the filler in the
composite. The biopolymers used in biocomposites have intrinsic biocompatibil-
ity, low immunogenicity, nontoxicity, and biodegradable properties, and can be
used for various clinical applications. These attractive properties of biopolymers
have encouraged their use with reinforcing components such as mineral parti-
cles or natural fibers for the development of biopolymer matrix composite com-
monly termed as biocomposites. The biocomposite so developed is found to offer
enhanced sensor performance to a target analyte as compared to either the
matrix or the fillers. The biocomposite materials are widely used in promising
applications such as in the biomedical research field, wound dressings, wound
healing, tissue engineering, drug delivery, and medical implants. Researchers
have been exploring varied biocomposites which are aimed at targeted detection
of analyte. New research projects are targeting the development of highly specific
biopolymer composite receptors and new transducer platforms for developing
electrical noses (e-noses) for wide range applications in industry, environmental
monitoring, disease monitoring, defense, and public safety. Different sensors
have been developed with blended biopolymer films, assembled monolayers of
biopolymers, NP-reinforced biocomposites film, biopolymers hybridized with
conducting organic polymers, and conductive fiber-reinforced biopolymers like
CNT–biopolymer composites, graphene flakes based composites, and tested for
various gases and vapors. The biocomposites are being increasingly recognized as
better alternatives to traditional polymer composites due to its ability to get
degraded by environmental agents, and hence find specific applications in health
and wearable industries. Again the bionanocomposites have lured much
attention of the researchers as it creates a new avenue for fascinating interdisci-
plinary research field that brings together materials science, biology, and
nanotechnology.
Nanocomposites are a new class of materials where one of its components, gen-

erally the fillers, constitutes nanomaterials like NPs, NWs, nanotubes, nanofibers,
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and graphene flakes and derivatives. The matrix in the nanocomposites may be a
biopolymer or fossil-based nondegradable polymer. Polymer nanocomposites are
advanced composite materials which have received much attention in research
for the development of different sensors. CNTs and graphene are found to
enhance the sensing properties of polymer-based and oxide-based gas sensors
significantly. CNT/graphene–polymer nanocomposites have received much
attention because of the remarkable conductive properties’ of CNT, where the
polymer matrix serves as the active material for the sensing of target analyte.
The highly conductive nanocomposite produces variation in electronic output
signal in response to target analyte. The thin-film nanocomposites in addition
offer excellent flexibility and are suitable for development of wearable sensors.
Both conductive and semiconducting polymers can also be used as active sensing
material and employs (i) charge transfer capability to and from the target analyte
and (ii) swelling behavior under adsorption of target analyte. When insulating
polymer is used in preparation of the nanocomposite-based electronic sensor,
it must be ensured that the concentration of the conductive filler must be above
the percolation threshold for the flow electric current across the dimension of the
nanocomposite.
Cellulose fiber-reinforced composites attracted our attention since the 1970s. To

improve the material properties of cellulose for electronic and sensor applications,
cellulose matrix-based nanocomposites with metal oxide fillers were investigated
and found to possess enhanced chemical stability, electrical conductivity, and pho-
tosensitivity than its individual constituents. Mahadeva and Kim [79] developed a
glucose biosensor using glucose oxidase (GOx)/immobilized cellulose–SnO2 hybrid
nanocomposite, where porous GOx was linked to the cellulose–SnO2 hybrid nano-
composite through covalent bonding between GOx and SnO2. Silver/starch
nanocomposites [80] and ZnO/Au NP nanocomposites [81] were used for several
biomedical applications. More bionanocomposites were widely used by researchers
for sensor applications [82–84]. Kafi and coworkers [85] developed a biodegradable
chitosan biostrip with mesoporous–chitosan–graphene oxide (m-Chit-GO) compos-
ite (Figure 6.15) as the sensing electrode and graphene interconnects for the detec-
tion of dopamine in physiological fluid. The work demonstrates the effectiveness of
mesoporous electrodes for the detection of DA at low detection limit of 10 pM. Farea
et al. used polypyrrole–graphene oxide PPy/GO composite using in situ polymeriza-
tion for the detection of carbon monoxide at room temperature [86]. Although 1D
nanostructure ofmetal oxides such as ZnO, SnO2, and Cu2ONWs or nanorods (NRs)
has been widely explored for sensing applications, their low conductivities
limit their application as sensors. The conductivity and hence the sensing perfor-
mance were improved by blending the metal oxide nanostructures with graphene
sheets [87].
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6.3 Architectures in Chemical Sensors

6.3.1 Chemiresistors

Chemiresistors are devices based on the change in resistance of the active sensor
material in response to selective binding of target chemical analytes on the sensor
material through ionic, covalent, or stacking interactions. A simple chemiresistive
electronic circuit consists of a pair of electrodes fabricated on a rigid or flexible
substrate and are bridged by a conductive material having finite resistance
(Figure 6.16). The conductive material is usually in the form of thin film or resis-
tive network of functionalized or unfunctionalized NWs/tubes, fibers, conductive
polymers, and nanocomposites. The selectivity of the chemiresistors are achieved
through desired functionalization of NWs, nanotubes, and fibers with appropriate
chemical moieties, utilization of oxide semiconductor depending on its material

200μm
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Transferred graphene flakes on chitosan

GO-chitosan mesoporous membrane
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Figure 6.15 (a) Microscopic image showing crumpled morphology of graphene flake
network- transferred on chitosan substrate to form the conductive graphene based electrical
interconnect of the biostrip. (b) SEM image showing the mesoporous morphology of
Chitosan GO electrode. (c) Optical image of chitosan based biostrip with m-Chit-GO as the
active sensing material.
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properties, and the addition of reinforcing active sensory NPs and materials in a
conductive polymer matrix for nanocomposite thin films. The sensitivity of the
chemiresistors depends on the electron affinity and the amount of charge transfer
between the host and the guest/active sensing material. The conditions required
for chemical response and electron affinity of the reacting chemical moieties
decide the fast response of the chemiresistors. Thus, some gas sensors which
use metal oxides as the active sensing material often require high temperature
to initiate the chemical reaction. Chemiresistors finds application as various gas
sensing applications and in the detection of various chemical moieties and biomo-
lecules. The chemiresistors operate by the host–guest chemistry where the target
chemical analyte considered as the guest, selectively reacts with the active sensor
material termed as the host, producing a derivative or a complex compound which
modifies the resistance of the sensing circuit. The chemical interaction between
the host and the guest decides the increase or decrease in the resistance of the sen-
sing circuit depending on the electron transfer mechanism between the host and
the guest.
When the metal oxide film is exposed to ambient atmosphere, the O2 molecules

are adsorbed on the surface of metal oxides. The atmospheric oxygen molecules
extract electrons from the conduction band Ec of the metal oxide and trap them
to form negatively charged O moieties at the surface. This results in band bending
and the formation of electron-depleted region or the space charge region of the

Interdigitated
electrodes (IDE) Active sensing material

Sensing area

Substrate

Connection pads

Figure 6.16 Active sensing material deposited on interdigitated electrode (IDE).
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length of the band bending region. The reaction of these negatively charged oxy-
gen species, adsorbed on the oxide surface, with target gas molecules or a compet-
itive adsorption and replacement of the adsorbed oxygen anions by target gas
molecules decreases or increases the band bending, depending on the type of oxide
and nature of the target gas, thereby resulting in the change in conductivity of the
oxide layer. For n-type oxides, reducing gases such as the SO2, CO, H2, NH3, H2S,
and C2H5OH (donors) increases the conductivity of the oxide film, whereas oxidiz-
ing gases such as O2, NO2, CO (acceptors) decreases and correspondingly converse
for p-type materials. The chemiresistance property of the metal oxides is regulated
by the width of the space charge region formed on the crystallites due to the trans-
fer of electrons during the adsorption and desorption of gas molecules. The width
of the space charge region acts as a potential barrier in the conduction process
between the grains and induces changes in the Fermi level. The process of creation
and annihilation of electrons from the conduction band increases or decreases the
band bending, and hence Fermi level modulation as a result of which the conduc-
tivity decreases or increases, respectively.
CNT with covalently linked functional groups provides larger surface area of

adsorption for the target gas molecules and thus facilitates increased electron
transfer with the functional group. The transfer of free electron to the conduction
band of oxide groups (carboxylic and amide) in the functionalized CNTs changes
the hole concentration. Such a process creates hole–electron recombination and
reduces the number of holes in the tube. As a result, the resistance of CNTs
increased as well as their sensitivity upon exposure to the benzene vapors. Simi-
larly, when organic molecules are noncovalently attached on the graphene sur-
face, its extended aromatic character and its electronic properties are perturbed.
When the target analyte reacts with the chemical moiety functionalized on the
graphene, the target molecules perturbs the electronic landscape of the functional
moiety. This functional moiety which is linked to the surface of graphene through
π–π stacking interactions changes the electronic distribution on the surface
of graphene. This electronic variation on graphene surface leads to increase or
decrease in resistance of the material depending on the chemical properties
of the chemical moiety and the target analyte. A change in electrical resistance
of graphene may also occur through formation of a charge transfer complex by
interaction with chemical target acting as electron donor or acceptor [88, 89]. Con-
ductive polymers have been widely investigated in chemical sensors due to the
high sensitivity on electrical changes when exposed to diverse types of gases or
liquids such as alcohols, ethers, halocarbons, ammonia, NO2, and CO2 with low
detection limit and potential to operate at or near room temperature [90–92]. This
is mainly attributed to the π-conjugated structure of conducting polymer chains.
Increase/decrease of polaron and/or bipolaron densities inside the bandgap of the
polymer through interaction with chemical target molecules results in electrical
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changes. Conductive polymers and chemiresistive sensor material are often used
in fabrics for wearable applications. Thin films of conductive polymers, including
polypyrrole or polyaniline, were coated on polyester or nylon threads, followed by
weaving into fabric mesh.
The chemiresistor-type sensor offers the advantage of a simple device architec-

ture and easy signal processing compared to gas-sensitive capacitors or transistors.
Two kinds of conductive polymers are in use: intrinsically conductive and extrin-
sically conductive polymers. For the first class, the polymer itself is conductive,
while for the second class a conductive filler material is introduced into an insu-
lating polymer to render it conductive.While the latter show lower sensitivity, they
outperform intrinsically conductive polymer in long-term stability and stability to
moisture or oxygen.

6.3.2 ChemFET

Among various potentiometric techniques, sensing based on FETs has attracted
considerable attention because of its potential for miniaturization, parallel sen-
sing, fast response time, and seamless integration with electronic manufacturing
processes. The presence of a biomolecule or a chemical analyte and its concentra-
tion along with its chemical behavior with the host receptor material can be deter-
mined using the chemical FET (ChemFET) when the chemical information of the
target (guest) molecule is transduced into electrical signal through the field-effect
phenomenon of the transistors.
The working of the ChemFET is associated with the charge transfer mechanism

between the host (receptor) and the guest (target) analytes. The mechanism of
charge transfer is studied and understood by analyzing the transfer characteristics
of ChemFET under different analyte concentrations. A ChemFET consists of
source and drain electrodes which are bridged by a semiconducting material
and forms the channel of the FET. The electric field modulation in the channel
contributing to the field effect is achieved by insulating the channel by a thin film
dielectric material over which the gate electrode is deposited. An ideal FET should
have completely insulated gate dielectric to ensure reduced leakage current. Oxide
semiconductor materials, CNTs, graphene, and organic materials like the penta-
cene are often used as the channel material, while SiO2 and biomaterials like
cellulose, chitosan, polyimide, and other dielectric materials are used as gate die-
lectric. For sensing, the semiconducting channel must be chemically responsive to
exposure of target (guest) analyte or the channel material is functionalized with
host receptor materials for the utilization of the host–guest chemistry for chemical
sensing. The chemical responsiveness of the receptor analyte for the target ana-
lytes is attributed to the charge transferred between the target analyte and the
receptor molecules of or chemically bond to the channel.

6.3 Architectures in Chemical Sensors 275



To understand the charge transfer mechanism between the target and the recep-
tor, the ChemFET is held at a fixed source drain voltage VDS and the gate voltage
VGS sweep is performed between the source and the gate elelctrodes. If the current
flowing between the source and the drain is measured to be IDS, then the transfer
characteristics IDS–VGS plots are constructed for different concentrations of the
target analyte. The shift in threshold voltages of respective transfer characteristics
plot for different target analyte concentration is indicative of the charge transfer
mechanism between the analyte and the receptor.
The shift in threshold voltage Vth under exposure to increased concentration of

target analyte may be explained by the virtue of varied surface coverage of the
receptor by the target molecules which lead to the transfer of charge. Since the
charge in the receptor channel is directly proportional to the gate voltage Vg near
Vth, we can express this as:

en = C Vg −V 0
th 6 1

where C is the capacitance per unit length between the channel and the gate elec-
trode, n is the number of electrons per unit length on the channel surface, and Vth

0

is the threshold voltage before target analyte exposure. In the presence of target
analyte molecules covering the surface of the receptor channel, the equation is
modified to:

en +
eαθd
a

= C Vg −V target
th 6 2

where α is the number of electrons transferred per target analyte molecule, a is
the area that a target analyte molecule occupy on the surface of the receptor mol-
ecule, θ is the amount of surface coverage of target analyte molecule on receptor,

d is the nanotube diameter constituting the channel, and V target
th is the threshold

voltage after target analyte exposure. The shift in threshold voltage ΔVth can be
expressed as:

ΔVth = V target
th −V 0

th =
eαθd
aC

6 3

The shift in threshold voltage ΔVth is directly proportional to the surface cover-
age of target analyte on the receptor channel which in turn increases with increase
in target analyte concentration. The direction of the threshold voltage shift to the
positive or negative side of the transfer characteristics plot provides information
about the electron transfer mechanism. The shift in threshold voltage toward
the negative gate voltage side of the ID-VG plot signify transfer of electrons from
the analyte molecule into the channel of the ChemFET, whereas the shift in
threshold voltage in the positive side signify transfer of electrons from the receptor
channel to the target analyte or the addition of holes to the ChemFET channel.
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Saturation inVthmay also occur at high analyte concentration because of complete
surface coverage θ of the target molecules on the receptor channel. It is well-
known that the channel conductance of the nanotube FET depends exponentially
with the charge in the channel or the threshold voltage Vth by the relation [93],

G = G0e
− e Vg −Vth KBT 6 4

where G0(=2e
2/h, h = Planck’s constant) and G represents quantum conductance

at absolute zero and at temperature T (in Kelvin), respectively, e is the electronic
charge, KB denotes Boltzman constant, and Vg and Vth represents the gate voltage
and threshold voltage at which the ChemFET turns on, respectively. With the
increase in target analyte concentration, transfer of charges between the receptor
molecules and the target analyte molecules takes place, which brings about vari-
ation in the threshold voltage of the ChemFET. Thus, the channel conductance of
the ChemFET varies exponentially with increase in target analyte concentration.
Because of the exponential variation of conductance, ChemFET is extremely sen-
sitive to the charge in the channel and thus promotes sensitive detection of target
analytes.

6.4 Applications

6.4.1 Gas Sensors

CNTs have shown the promise to be an ideal material for sensing applications
[94, 95] because of their hollow center, nanometer size, and large surface area.
Since all the C atoms of the CNT are exposed to the external environment, any
weak chemical change in local neighborhood can drastically affect the electrical
conductivity of CNT. Moreover, since the carrier distribution of CNT is weakly
dependent on the temperature variations due to the van Hove singularities located
at the band edges, the CNT-based devices show insignificant shift in device perfor-
mance with change in temperature.
Since the discovery of semiconducting single-walled CNTs (SWNT) based FET

by Tans et al. [96], it has become the subject of much interest in the scientific
community, not only in the field of electronics but also finds wide applications
as biosensors [97–101]. The difficulty in achieving uniform dispersion of CNT
in solvent has held back the widespread use of CNT networks as sensors. The prob-
lem was solved by original research contributions from Paul et al. [73, 102] where
DNA-wrapped CNT network was used to develop resistive and FET-type devices
for environmental monitoring and chemical sensing.
The resistance and the DOS of a single CNT or their network show significant

change when exposed to certain gases. The first gas sensor developed with individ-
ual SWNT was demonstrated by Kong and coworkers [5] where they reported that
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the threshold voltage (Vth) of nanotube NTFETs shifts toward the higher and lower
gate voltage (Vg) with increasing concentrations of NO2 and NH3, respectively.
This behavior indicates that charge transfer due to interactions with the absorbates
is the principal mechanism in changing the conductivity of CNT under the influ-
ence of various gases. The charge transfer property of the chemical moiety can be
obtained from the Hammett parameter [103], which is related to the electron
donating and withdrawing properties on the adsorbed molecules. Electron donat-
ing properties of various organic molecules immobilized on the surface of CNT by
noncovalent bonds were studied by obtaining theHammett parameter [104]. How-
ever, variation in electrical properties in CNT-based devices may also occur as a
result of Schottky barrier modification at the site of contact between the nanotubes
and the electrodes. Heinze and coworkers [105] studied the adsorption of gases
both on the nanotube surface and onto the metal contacts by suitable passivation.
CNT-based sensors showed excellent electrical response to NO2, N2, NH3

[106, 107], ethanol [108], and other volatile organic compounds. Kuzmych and
coworkers [109] developed a gaseous NO sensor with poly(ethylene imine)
(PEI)-coated CNT having a lower detection limit of 5 ppb. The device was tested
for cross-sensitivity against CO2 and O2 for possible application to detect exhaled
human breath components.

6.4.2 Environmental Sensors

Environmental monitoring and protection, together with prevention from
air-borne and water-borne diseases for continuous enhancement of people’s
well-being are the main application areas of the chemical sensors. A variety of che-
micals sensors are widely used in environmental protection and monitoring
applications and are required to adhere to environmental standards as specified
by the relevant authority. This also incorporates the requirement for a complex
monitoring strategy covering the transport of toxic chemicals from source to
human exposure and the influence of regulatory requirements. The environmental
monitoring incorporates a wide variety of toxins, however, the most common
occupational exposures include biotoxin monitoring (blood, urine, breath), local
monitoring of gases, vapors, and aerosols, soil/groundwater monitoring, and der-
mal exposure in the form of UV rays monitoring. The toxins can be measured at
the emission source where the toxins are released in the transport media into
which the toxin is incorporated en route to human exposure, at the point of human
exposure, and through possible consequences of exposure. The toxin concentra-
tion is typically greater, at the source than after dispersal in a transport medium.
The chemical sensor design is greatly influenced by the regulatory requirements at
the point of human exposure and the threshold for environmental alert is
issued based on the limit of exposure of a given toxin within a specified time.
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The environmental sensors, especially for the detection of water-soluble toxins,
soil pollutants, and poisonous gases must be designed with highly active sensing
materials to achieve high sensitivity and low detection limits for trace detection.
Moreover, the sensors are designed for small size and weight to offer portability,
low cost to provide commercialization, and easily fabricable to facilitate mass pro-
duction. However, the emphasis of sensor design lies on its performance in terms
of accuracy, fast response time for real-time monitoring, and low power consump-
tion. Some commonly used environmental sensors for different applications are
discussed here.

6.4.2.1 Pollutants/Aerosols Sensors

In recent years, ambient air has been severely contaminated by aerosols and some
gas pollutants such as NO2, sulfur dioxide SO2 which can induce adverse impacts
on human health. The exposure to air pollutants may also cause diseases such as
ischemic heart disease (IHD), cerebrovascular disease (stroke), chronic obstructive
pulmonary disease (COPD), lung cancer (LC), and acute lower respiratory infec-
tion (ALRI) in a long run. Thus, concentrations of pollutant gases and aerosols
must be monitored to protect the environment. In the field of toxic pollutant
gas sensing, researchers like Vetter et al. [110] fabricated a p-type semiconducting
cobalt oxide (Co3O4)-based carbon monoxide (CO) gas detector which can sense
CO at low concentrations at 473 K, Zhang et al. [111] fabricated a stable H2S sen-
sors with ZnO–carbon nanofibers prepared from 30.34 wt% carbon by the electro-
spinning route and showed excellent detection limit of 40–20 ppm, and Liu et al.
[112] synthesized copper oxide (CuO) film on porous zinc oxide (ZnO) by the elec-
trodeposition process for the development of NOx sensor at room temperature.
High-temperature metal oxide detectors were also widely used for the detection
of pollutants in air. Ionescu et al. [113] used a novel nanocrystalline WO3-based
sensor produced by advanced gas deposition for the detection of ethanol and
H2S, mixed with air or NO2. The device operated in a dynamic mode at
150–250 C with square voltage pulses applied to its heating element. The identi-
fication and quantification of the gases were achieved by pattern recognition of
data obtained from the fast Fourier and discrete wavelet transforms of the sensor
output signals.
Chlorine is one of the toxic gases that are widely used in variety of applications

in manufacturing, industrial, domestic, and health care. Chlorine gas hazards
can occur during manufacture, use, and transportation (Figure 6.17). Recent evi-
dences of the explosion of a chlorine gas container during transport in the port of
Aqaba, Jordan, shocked the world when nearly 13 died and 360 workers were
injured due to its carcinogenic hazards. This explosion has increased environ-
mental hazards in the neighboring areas. Researchers have used various
metallic oxides including porous tin dioxide (SnO2) structures [114], indium
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oxide (In2O3)/SnO2 heterojunction microstructures [115], indium oxide
nanosheets [116], polypyrrole (PPy) composite films modified with ZnO NWs
[117], and silicone rubber with fluorescent porphyrin H2TPP [118] for the devel-
opment of chlorine detectors which offer detection limits in ppm levels to detect
gas leakages and for environmental monitoring. Organic isocyanates belong to
the more important basic substances for producing pesticide, herbicides, fuel
cells, batteries, plastics, and foam materials. Methyl isocyanide (MIC) because
of its high toxicity, the air at the working places where MIC is produced and fur-
ther treated, must be carefully monitored. However, MIC gas leakage in an
industrial plant in Bhopal, India took away 3787 lives, left 574,366 permanently
disabled, and exposed 500,000 victims to toxic MIC gas in 1984. The colorimetric
MIC gas detectors [119] that were prevalent then and involved benzidine reagent

Figure 6.17 Representative image of explosion of a chlorine gas container during
transport.
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or tetra base reagent producing a blue color indicating the presence of the
isocyanide group could not be deployed leading to vast casualties. Later research-
ers [120] identified indicators for MIC which detected the presence of organic
isocyanates in air. The method of invention included exposing test gas to
bis-4-(dimethylamino)-phenyl-methylenimine-hydrochloride in the presence
of a catalyst and on a carrier with a subsequent exposure of the carrier to a devel-
oper for producing a coloration of the carrier which is indicative of the presence
of organic isocyanates. Alternative chemistry was also explored for easy and fast
detection of MIC [121].

6.4.2.2 Water Quality Monitoring Sensors

Water pollution is caused due to toxic metal ions anthropogenic activities and
harmful industrial waste. Heavy metal pollution has emerged due to anthropo-
genic activity caused tomining themetal, smelting, foundries, and other industries
that aremetal based and leaching ofmetals from different sources such as landfills,
waste dumps, excretion, livestock and chicken manure, runoffs, automobiles, and
road works. Heavy metal ions like Hg(II), Cd(II), Pb(II), and Ar(II), when present
in soil or in ground water beyond its allowable permissible limits are dangerous to
the humans as well as to the aquatic flora and fauna. Since the heavymetal ions are
not degraded in the environment, they are prone to enter in the food chain and
accumulate inside the body, where these metal ions can be converted tomore toxic
forms or can directly interfere with metabolic processes. This heavy metal toxicity
produces various disorders and damage due to oxidative stress and even causes
genetic modifications. The toxic effect of heavy metal ions on human depends
on their concentration in drinking water, exposure duration, individual suscepti-
bility, and the presence of other contaminants. To mitigate the risk of heavy metal
exposure, proper water treatment and monitoring are essential. Regular testing of
drinking water sources can identify potential contamination, allowing for appro-
priate remediation measures to be taken to ensure the water is safe for consump-
tion. Environment researchers have devised various heavy metal detectors that
can sense trace levels of toxic metal ions. Paul et al. [102] developed a heavy metal
ion resistive sensor with DNA-functionalized CNT as the active material which
can selectively detect Hg(II), Cd(II), and Pb(II) ions in traces of 5 pM. Chen
et al. [122] reported FET-based Hg(II) ion sensors based on thermally reduced
graphene oxide (rGO) with thioglycolic acid (TGA)-functionalized gold NPs(Au
NPs) (or rGO/TGA-AuNP hybrid structures) in aqueous solutions. The sensor
offered a lower detection limit of 25 nM. Mcghee et al. [123] designed fluorescent,
colorimetric, SERS, electrochemical, and electrochemiluminscent sensors for the
detection of metal ions in the environment and imaging them in living cells. The
sensor uses DNAzymes as the active material for the detection. The DNAzymes are
an emerging class of metal ion-dependent enzymes which are selectively reactive
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toward almost any metal ion. These DNAzymes are functionalized with fluoro-
phores, NPs, and other imaging agents and incorporated into sensors for the detec-
tion of metal ions in environmental samples and for imaging metal ions in living
cells. Synhaivska et al. [124] fabricated silicon nanoribbon (SiNR) ion-sensitive
FET ISFET devices modified with a Gly–Gly–His peptide for the detection of cop-
per ions in a large concentration range in water medium. The sensor works on the
principle of chelate chemistry where specific binding of copper ions causes a con-
formational change of the ligand and a deprotonation of secondary amine groups.
The invention of solid-state heavy metal sensors has greatly revolutionized heavy
metal detection through easy portable and user-friendly techniques.
Water pollution can also occur due to the degradation of plastics into microplas-

tics and may expose humans and other living organisms to contaminated drinking
water. Microplastics enter freshwater systems through surface runoffs, treated
wastewater, industrial effluent, contaminated plastic debris, and atmospheric dep-
osition. Since microplastics adsorb numerous contaminants such as heavy metals,
chlorinated and aromatic chemicals, and possibly persistent organic pollutants
due to their hydrophobic nature, the presence of microplastics in fresh water or
soil may enter the food chain thereby producing carcinogenic effects affecting
the endocrine and reproductive functions of organisms. Researchers have explored
various techniques such as agglomeration into biological flocs, combination of oxi-
dation and fluorescent staining, polycarbonate filters, as well as filtration with
0.45 μm filter paper for the removal of microplastics and hence heavy metals from
water [125–128]. Alternative membrane-based technology as proposed by Nkosi
et al. [129] used PVDF membrane modified with carbon nano-onions (CNOs)
to remove high-density PE, poly(1,4-butylene terephthalate), Nylon 12, and cellu-
lose from water resulted from hotels, houses, schools, industries, and commercial
businesses surrounding the treatment plant. High concentrations of toxic heavy
metals such as arsenic, copper and zinc were attached to the microplastics.

6.4.2.3 Humidity Detectors

Water content detection is important for our daily life. For environmental detec-
tion, the RH is an index for comfortable living atmosphere. Researchers have used
various fabrication techniques (printed [130], drop casting [62], and micropat-
terned [73]), used various active sensing materials (nanomaterials, biomaterials,
metal oxides, polymers, and composites) with printed [131], photolithography
etched [132], and plated [133] electrodes on flexible [134], stretchable [135],
and rigid [136] substrates, and explored different principles (capacitive [137], opti-
cal [138], chemical, and piezoelectric [139]) for the development of humidity sen-
sors. In this section, we focus on the devices which produce electronic variation in
the output signal in response to reversible and irreversible interactions between
the active sensing materials and water molecules. The effect of humidity on the
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transfer characteristics of SWNT FET was first observed by Kim et al. [140], where
they observed hysteresis in SWNT FET in the presence of water molecules in the
environment. Paul et al. [62, 73] used the DNA-functionalized CNT to develop
humidity sensor in the RH range 30–90% and offered fast response time of 4 s.
Humidity sensors were also constructed using nanocomposite of SWNT and
silicone-containing polyelectrolyte [141], CNT-poly(dimethyldiallylamonium
chloride) [142] and CNT/Nafion composite [143]. Jeong et al. [144] developed
humidity sensors with gravure printed Ag electrodes and drop-casted TiO2 nano-
flowers as a sensing layer for achieving high sensitivity between 20% and 95% RH.
Kim and Gong [131] used screen novel photocured copolymer (MEPAB/CMDAB/
MMA) for humidity sensing. The sensor offered high reliability with resistance
to water, showing minimal change in behavior when soaked in water for up to
60 minutes. All the humidity sensors discussed here incorporates the vivid
advancement in the field of environmental monitoring and extends their scope
for future Internet of things (IoT) applications where environmental data may
be accessed remotely.

6.4.2.4 UV Radiation Exposure Monitoring

Although ultraviolet (UV) radiation has a numerous beneficial effect on human
health (vitamin D3 and endorphins synthesis), excess exposure to UV rays often
may causes damage to skin (burns, cancer, premature aging) and eyes (cataracts,
degeneration of the macula lutea). Thus, UV dosimeters are designed and devel-
oped to monitor the UV exposure on human. The researchers have utilized either
various UV-responsive organic materials [145] or employed natural biological
monitors such as bacterial spores [146], vegetative bacteria [147], and DNA frag-
ments of bacteriophages [148]. These organic dyes used as UV-responsive materi-
als are used in solution medium [149, 150] or use living organisms that serves as
natural indicators for UV exposures and does not involve electronic quantified
observables for measurement and thus excluded from this discussion. However,
colorimetric UV dosimeters, which is pale yellow/colorless in the absence of
UV light, and turns red upon exposure to UV light, were developed by researchers
[151]. The dosimeter utilized a mixture of tetrazolium dye and neotetrazolium
chloride (NTC) dissolved in polyvinyl alcohol (PVA) to form a film as the active
sensing material. The UV dosimeter exhibits a cosine-like dependence on irradi-
ance angle and response of the dosimeter is temperature independent over the
range 20–40 C. Flat UV dosimeters with foils made from poly(vinyl alcohol)
(PVA) and either 10,12-pentacosadiynoic acid (PDA) or a representative of tetra-
zolium salts − 2,3,5-triphenyl tetrazolium chloride (TTC) and encapsulated by
parylene C – were used for the development of water-resistant dosimeters for
under water usage [152]. For dermal exposure monitoring, Sou et al. [153]
invented Schottky barrier structure-based UV detectors which used ZnMgS as
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the UV-responsive active material. The detector composed on stacked layers of
n-Zn MgS : Al as the first electrode layer, an active layer of Zn–MgS formed on
at least a part of the first electrode, a second transparent conductive electrode layer
formed on the upper surface of active layer, and a conducting material formed on
first electrode as an Ohmic contact. The composition of the Mg was reported to be
less than 30%.

6.4.3 Biomolecule Sensors

Glucose oxidase-functionalized NT FET can be used as a glucose sensor in liquid
environment [154]. The decrease in pH of the solution lowered the conductance of
the CNT. The shift in threshold voltage to more negative values implied that the
charged groups on the glucose oxidase become less negatively charged on decreas-
ing the pH. The sensing mechanism was attributed to the dissolution of the double
layer near the surface of CNT which decreased the capacitance of the liquid gate.
Lerner et al. [155] devised a scalable and noninvasive glucose sensor with pyrene-
1-boronic acid functionalized CNT-based FET which responds to human saliva in
the range of 1 μM–100 mM and has a minimum detectable limit of 300 nM.

6.4.4 Food Quality Monitoring

There has been a gradual increase in demands for rapid, highly sensitive, and very
selective sensors for food safety and environmental monitoring [156]. Various
detection platforms for indicators like humidity, gases, and toxic metals have
arisen as very effective and promising tool for quality assessment of food. Effective
food quality monitoring demands accurate chemical data in no time with cost-
effectiveness.

6.4.4.1 Relative Humidity Monitoring

The food industry often requires stable RH sensor with full-range measurements
and high measurement accuracy for different applications. The equilibrium RH
(ERH) of a food product is defined as RH of the air surrounding the food that is
in equilibrium with its environment. When the equilibrium is obtained, the
ERH (in percent) is equal to the water activity multiplied by 100, i.e. ERH
(%) = aw × 100. The ERH of a product indicates its tendency either to absorb
or to lose moisture, depending on the RH of the environment. Products with a
higher ERH than the RH of the environment will tend to dry out, but those with
a lower ERH than the RH of the environment will absorb moisture during storage.
Any such changes in the moisture content during the storage will lead to major
changes in the sensory quality of the product. The choice of correct packaging
is vital to minimize moisture transfer between the product and the environment.
The RH sensors are used to detect chemical deterioration of foods and beverages,
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stability and shelf life of confectionery products, like wafers, waffles, and adjuncts,
measure the RH in the preparation of dry cured meat products in meat drying
rooms, and monitoring of postharvest storage of cereals. Some notable RH sensors
are discussed in Section 6.4.2.3.

6.4.4.2 Gas Monitoring

Storage of cereals requires environment composed of carbon dioxide, nitrogen,
and oxygen. Increased carbon dioxide concentrations and lowered oxygen concen-
trations can have adverse effect on the growth and survival of insects, whereas
increasing nitrogen and oxygen concentration are often used to control the RH
of the environment, thereby facilitating storage and preservation of crops and
avoid risk of spoilage. However, the chemical composition of atmospheric gases
in the cereal storage containers and bins varies with the presence of molds and
insects in the containers. Respiration of molds and insects can lead to elevated car-
bon dioxide levels and stored seeds and cereals produce small amounts of not just
carbon dioxide, but also highly toxic carbon monoxide gas. Thus, detection of car-
bon dioxide serves as an effective indicator for early detection of spoilage than
monitoring other conditions in the storage area such as temperature. The compo-
sition of different gases is kept at their optimum ranges by food sensor technology
to avoid unnecessary wastage of food. For remote monitoring, rapid-response IoT
sensors with good sensitivity are needed. Today, many perishable food products
such as produce and meat are preserved in packages that help secure them from
environmental impacts such as light, oxygen, moisture, microorganisms, as well as
contaminants. Carbon dioxide (CO2) is one of the most common byproducts for
food to perish which is the outcome of raising microorganism activity. A CO2 sen-
sor integrated within the food package could effectively monitor the food freshness
and quality of the item up until it gets to the end consumer. Researchers [157, 158]
have developed electronic nose for ethylene for nondestructive monitoring the
fruit ripeness. In 2012, Esser et al. [159] succeeded in making an economical
gas sensor, with the sensitivity of much less compared to one component per mil-
lion, for monitoring ethylene (C2H4) gas released by fruit which can suggest the
ripening process [160].

6.4.4.3 Temperature Monitoring

Food supply chains (FSC) incorporate various interdependent processes and
sequences which take food from producer to consumer. Quality of food product
forms an important part of the food chain as it is consumed by human beings.
FSC encapsulates mainly nature of product which is perishable and very sensitive
to fluctuations of temperature and humidity. Since the food industry across globe
is pivoted against quality assurance and product safety, the FSC is highly priori-
tized in this trade. Perishable nature of food product requires coordination with
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temperature assessment for better quality of food to be delivered to the customer.
Collaboration of FSC with temperature trends broadens its scope and makes sup-
ply chains intelligent. Thus, temperature sensors are a vital part of the food quality
monitoring in the food chain. Caselli et al. [161] designed a temperature sensor in
65-nm CMOS technology aimed at food quality monitoring in IoT and RFID con-
texts. The sensor occupies an area of 0.26 mm2, with an inaccuracy of ±0.37 C over
the temperature range of −20 to 80 C, and offered a power consumption lower
than 15.5 μW. Xiao et al. [162] proposed a flexible battery-free wireless electronic
system (FBES) for food monitoring by the laser direct scribing on commercial PE
terephthalate/polyimide/copper (PET/PI/Cu) film. The FBES could acquire the
temperature, weighing, and pH sensor data, and transmit to the wireless reader
by radiofrequency identification/near-field communication (RFID/NFC) with
13.56 MHz. The multiple sensors like temperature, humidity, and gas sensors
can be integrated together through communication technologies ZigBee, Wi-Fi,
radiofrequency identification (RFID) for IoT implementation of food monitoring.

6.4.4.4 Presence of Toxic Metals

Guan et al. [163] used microfluidic paper-based analytical devices fabricated by
atom stamp printing (ASP) technique for the detection of different concentrations
of Cu2+ via a colorimetric method and achieved a Cu2+ detection limit of down to
1mg/l. The authors claimed that the developed paper-based solid–liquid extrac-
tion device (PSED) platform allows the detection of heavy metal ions more
cost-effectively and easily and offered fast response time at the point of care,
and it has great promise for applications in food safety in resource-limited areas.

6.4.5 Water Quality Management in Public Pools

Water quality is a health concern in all public pools and hot tubs as they are often
polluted by human waste (urine, sweat). Although sterile, urine reacts with pool
disinfectants like chlorine, to form dangerous byproducts including trichloramine,
which can pose health hazards. The human wastes react with chlorine to create
byproducts that decrease the chlorine content in water and if sufficiently low
may even fail to kill the bacteria such as E. coli present in the pool water. Thus,
scientists have devised new ways to detect the presence of urine in pool for appro-
priate water quality monitoring. Blackstock et al. [164] have identified a possible
urinary marker acesulfame potassium (ACE) for the detection of urine in pool.
ACE is an artificial sweetener that is often used in processed foods and is widely
consumed by many. The ACE being chemically stable, it passes through the diges-
tive tract and into consumers’ urine. The researchers developed a rapid, high-
throughput mass spectrometric technique to test more than 250 water samples
from 31 actively used pools and hot tubs in two Canadian cities, and more than
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90 samples of clean tap water to validate the detection and quantification of ACE
in water. The researchers estimated that swimmers releasedmore than 7 gallons of
urine in a 110,000-gallon pool in one instance.

6.4.6 Health Monitoring

Human health monitoring devices have been realized to provide real-time meas-
urement of physiological status of the body, for example body temperature
[165, 166], heart rate [167], pulse oxygenation [168], respiration rate [169], blood
pressure [170], blood glucose [171], electrocardiogram signal [172], electromyo-
gram signal [173], and electroencephalograph signal [174]. Thus, there is a burst
of research activities and a growing demand for smart devices in the form of wear-
able sensors and implantable devices for human health monitoring. Solid-state
chemical sensors are widely employed to measure the concentrations of different
bioanalytes and biomarkers like glucose, lactate, and pH in body fluids. Modern-
day wearable and implantable sensors can successfully detect andmeasure various
signals or analytes with high specificity and sensitivity [175, 176]. The use of bio-
chemical sensors as wearable health monitoring device is in high demand due to
its high specificity, rapidity, portability, low price, and power consumption. The
working principle for most biochemical sensors includes the employment of recep-
tors such as enzyme, antibody, and DNA as recognition elements for the detection
of target analytes to generate physiochemical signal output [177–180]. The trans-
ducer transforms the physiochemical output into electrical signals which is meas-
ured and quantified.
Researchers have developed various chemical sensors that employ biofluids

such as sweat, saliva, tears, and interstitial fluid (ISF) as the noninvasive medium
of detection of bioanalytes. Wearable biochemical sensors detect bioanalytes non-
invasively and offer continuous, real-time, routine monitoring of biomarkers, and
thus play an important role in self-management of chronic diseases and for mon-
itoring abnormal and unforeseen situations. Noninvasive glucose sensing is an
attractive method for diabetes control and management and is carried out by
employing interstitial fluid and sweat as the sensing medium. Wang et al. [181]
developed a wearable, tattoo-based noninvasive amperometric glucose detection
device on a flexible substrate. The iontophoretic and glucose sensing electrodes
were fabricated on a conformal and wearable platform using screen printing,
and the device was aimed for single-use glucose measurements [182, 183]. This
tattoo-based interstitial fluid glucose detection device holds promise for continu-
ous noninvasive glucose monitoring. Although the device shows good sensitivity
and selectivity for interstitial glucose concentration, the results may vary for dif-
ferent patients and with the amount of sweat execrated. Despite the success in the
noninvasive glucose detection, much need to be improved in terms of long-term
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use, sensor integration with wireless electronics, and established in terms of exam-
ination with large populations of both healthy and individuals with diabetes.
Vilouras et al. [184] reported a graphene oxide (GO)-chitosan-based chemiresistor
for in situ label-free detection of serotonin (Figure 6.18). This ultraflexible sensor
consists of Au electrodes, separated by a gap length of 60 μm, patterned on 2-μm
thick GO–chitosan film which acts as the active sensing material. The device is
easily conformable on a clinical needle of radius of curvature r = 500 μm and
was demonstrated as sensor-on-probe (SoP) platform for easy and fast detection
of serotonin. The sensors were characterized with synthetic blood equivalent
(Dulbecco’s modified Eagle’s medium [DMEM]) and showed good electrical sta-
bility over a dynamic range of 2 μM–2mM.With its biocompatible, biodegradable,
and eco-friendly properties, the GO–chitosan-based sensors could find application
in rapid point-of-care (POC) determination of diseases such as carcinoid syn-
drome. Despite the rapid progress in wearable biochemical sensors technology
in the last decade, commercially successful applications aimed at detecting bio-
markers, and bioanalytes is in the infancy. Noninvasive wearable biochemical sen-
sors are a huge technological advancement that would revolutionize real-time
measurements and must be a priority in the development of future diagnosis
platforms.

6.4.7 Defense and Security

In addition to biological and nuclear warfare, the chemical warfare (CW) is also a
brutal mass destruction weapon created by mankind. The main advantages of
chemical warfare agents (CWA) over the biological and nuclear counterparts
are inexpensive and relatively easy production techniques and its brutal capability
to create physiological damage to humans silently. Thus, they are widely used by

(a)

(b) (c) 60μm

5×

Figure 6.18 (a) Fabricated array of sensors on GO–chitosan substrate and (b) a sensor
wrapped around the tip of syringe needle with diameter of 1 mm. (c) Microscopic images of
GO/chitosan chemiresistive sensor-on-probe (SoP) conforming to the needle surface.
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small terrorist groups to create mass casualties with small quantities. The effective-
ness of CWA depends on several factors, including the toxicity of the compound,
its volatility and concentration, the route of exposure, the duration of the exposure,
and the environmental conditions. The CWA detectors are not only required by
security establishments to curb terrorism and other criminal activities against
mankind, but also frequently used by medical personnel’s during emergency res-
cue operations [185]. Thus, identification of CWA is equally important as medical
treatment of chemical casualties at the site of CWA exposure. The CWA are phys-
iologically classified in terms of harm caused to humans as (a) nerve agents, (b)
vesicant (blistering agents), (c) blood agents, (d) choking agents, (e) Riot control
agents, (f ) psychomimetic agents, and (g) toxins. Among the listed CWAs, the
nerve agents are the most toxic substances and can cause death within a few min-
utes to a few hours as it attacks the central nervous system of the humans. Tabun,
sarin, soman, and cyclosarin are some of the nerve agents that are known to cause
brutal damage to humans.
Single-walled CNTs with diameter of 15–30 nm have been demonstrated as

effective sensors for nerve gas agents sarin and soman. Fennell et al. [186, 187]
developed a chemiresistive CWA sensor using single-walled CNTs (SWCNTs)
wrapped with poly(3,4-ethylenedioxythiophene) (PEDOT) derivatives where they
demonstrated that a pendant hexafluoroisopropanol group on the polymer
enhanced the sensitivity of the device toward dimethyl methylphosphonate
(DMMP), a precursor of nerve agent sarin. The experiment was conducted with
different derivatives of PEDOT/SWNT composites as the active sensor material
in both nitrogen and air environments at DMMP concentrations as low as 5
and 11 ppm, respectively. This chemiresistive detection of DMMP is manifested
by the variation in conductance of PEDOT/SWNT and consistent with the trans-
duction mechanism of modulation of SWNT conductance by charge transfer
between DMMP and the sensor material. A network of films 1–2 microns thick
on a PET substrate can detect traces of chemical agent vapors with a sensitivity
of 25 ppm. Strong sensors responses were obtained that were not affected by envi-
ronmental conditions such as air quality and humidity. Single-stranded DNA
along with single-walled CNTs FETs have been used to detect chemical warfare
agents. These sensors have shown high sensitivity and stability up to 50 cycles
of operation [97]. Detection of V-type nerve agent has been experimentally demon-
strated using CNTs. The detection is based on enzyme-catalyzed hydrolysis of
nerve agents and amperometric detection of thiol containing hydrolysis product
that is performed at the CNT-modified screen-printed electrode. The sensitivity
demonstrated for such sensors is 258 ppb [188]. Carbon black composite sensing
arrays have been used to detect explosives and chemical warfare agent such
as sarin and soman [189]. Aptamers are single-stranded DNA that can bind
target molecules with high affinity and specificity. Such DNA aptamers are
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biocompatible, biodegradable, and highly stable even at elevated temperatures
and dry conditions, especially when conjugated with NPs. Cyanobacteria toxins
are the most encountered toxins in water sources. After obtaining toxin-specific
aptamers, DNA-functionalized gold NPs will be used to obtain rapid, autonomous,
cost-effective, and easily interpretable sensors for soldiers in the field. The sensors
will be made into a test strip format that can be easily used by soldiers or other
users without a chemistry background. Importantly, the same technology will
be applicable to detect a broad range of chemical and biological agents without
an extensive support system.

6.5 Conclusions

The solid-state chemical sensors have established their high significance in the
global market, owing to the increasing demand for rapid, compact, accurate,
and portable diagnostic sensing systems. Moreover, nanotechnology has dramat-
ically changed the operating characteristics of chemical sensors and is gaining
prominence in various smart applications. The solid-state chemical sensors are
mostly preferred over other types of genres of sensors due to (i) the lack of sam-
pling with its inherent errors; (ii) no sample pretreatment (such as dilution steps
with their errors); and (iii) real-time analysis. Most sensing heads can be fabricated
at a cost that makes them cheap enough to be disposed of after use. With the
advent of advanced microfabrication tools and the emergence of nanomaterials,
the chemical sensors have been highly miniaturized with highly efficient smart
architectures, bestowed with enhanced sensor performance in terms of sensitivity
and reduced active sensor area, and widened the range of application in health
care and wearable devices with the use of flexible substrates and printed electron-
ics. Due to their small size, sensors have high spatial flexibility and can be trans-
ported easily. Chemical sensors are devices that can convert a chemical signal into
an analytic one. This device includes a chemical or biological recognition feature
coupled with a transduction system. The chemical signal is created through a
selective interaction between the active sensing material placed in the sensor
and a target analyte. The goal of sensing technology is to revolutionize how we
measure key parameters related to diagnostics, monitoring of the environment,
safety, and protection. Since the mechanism of signal transduction emerges from
the properties of the materials, the choice of materials in their suitable form is piv-
otal for the efficiency and operation of the sensor. Different classes of materials
including inorganic, organic, and hybrid nanomaterials (quantum dots, metallic,
and semiconducting NPs, carbon nanomaterials), 2Dmaterials, metal–organic fra-
meworks, supramolecular systems (macrocyclic compounds, cavitand molecules),
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smart soft materials (stimuli-responsive hydrogels and polymers), molecularly
imprinted polymers, and DNA-based sensors are widely used in the development
of chemical sensors for targeted application. The chemical sensing using metallic
oxides takes place by variations in the space charge due to the extractions or
injection of electrons by acceptor or donor spaces. The detection of the target
gas leads to an electronic transfer between the adsorbed molecules and the active
surface, which results in the variation in electric conductivity. The use of nano-
materials in chemical sensors and biosensors led to substantial improvements in
device performance due to fascinating physicochemical properties that are
absent in their bulk counterparts. Polymers either in the form of blends or com-
posites have proved to be useful to make sensors that provide fast, reversible, and
reproducible feedback. The use of biomaterials, such as synthetic biodegradable
polymers, proteins, and polysaccharides, has revolutionized the field of sensors
by addressing most challenges which also included nondegradability. Biopoly-
mers such as chitosan, alginate, cellulose, pectin, gelatin, and acacia gum have
been extensively utilized for the development of biosensors. Biopolymer-
reinforced composites are widely used as better alternatives to traditional non-
biodegradable materials due to their ability to get degraded by environmental
agents. The materials like the bionanocomposites offer a fascinating interdisci-
plinary area that brings together materials science, biology, and nanotechnology.
Biopolymer-based sensors are less expensive and their production techniques are
quite simple. The chemical sensors have expanded their field of applications
from gas sensing, leak detection, healthcare monitoring, environmental and food
quality monitoring, water quality monitoring, and defense to include space
applications, engine emissions, wearable human breath, exercise monitoring,
and detection of corona virus to assist the health services. With the growth of
multisensory systems and remote monitoring of sensor parameters, the integra-
tion of different sensors through the IoT is in high demand.

List of Abbreviations

2D Two-dimensional
ACE Acesulfame Potassium
CAB Cellulose Acetate Butyrate
CAGR Compound Annual Growth Rate
CAP Cellulose Acetate Propionate
CHEM-FET Chemical Field-effect Transistors
CNTs Carbon Nanotubes
COPD Chronic Obstructive Pulmonary Disease
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CS Chitosan
CW Chemical Warfare
CWA Chemical Warfare Agents
DAB 3,3 -Diaminobenzidine
DFC-FET DNA-functionalized CNT Field-effect Transistors
DMEM Dulbecco’s Modified Eagle’s Medium
DMMP Dimethyl Methylphosphonate
DNA Deoxyribonucleic Acid
EPS Exopolysaccharides
ERH Equilibrium Relative Humidity
EVOH Ethylene Vinyl Alcohol
FBES Flexible Battery-free Wireless Electronic System
FET Field-effect Transistors
FSC Food Supply Chains
GDH-PQQ Glucose Dehydrogenase Pyrroloquinolinequinone
GO Graphene Oxide
Gox Glucose Oxidase
HA Hyaluronan
IHD Ischemic Heart Disease
IoT Internet of Things
ISF Interstitial Fluid
ISFET Ion-Sensitive Field-effect Transistors
ITO Indium Tin Oxide
LA Lactic Acid
LC Lung Cancer
LEL Lower Explosive Limit
LSPR Localized Surface Plasmon Resonance
M-chit-GO Mesoporous–Chitosan–Graphene Oxide
MEPAB [2-[(Methacryloyloxy)ethyl]dimethyl]propylammonium

Bromide
MG Mouth Guard
MIC Methyl Isocyanide
MMA Methyl Methacrylate
MOSFET Metal Oxide Semiconductor Field-effect Transistors
NP Nanoparticle
NRs Nanorods
NTC Neotetrazolium Chloride
NTFET Nanotube Field-effect Transistors
NWs Nanowires
OFET Organic Field-effect Transistor
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PA Polyamides
PBAT Polybutyrate Adipate Terephthalate
PBS Polybutylene Succinate
PC3 line Prostatic Tumor Cells
PCL Polycaprolactone
PDA Pentacosadiynoic Acid
PDLA Poly-D-lactic Acid D-PLA
PEI Polyethylene
PEI Poly(ethylene Imine)
PHA Polyhydroxyalkanoates
PLA Polylactic Acid
PLGA Polylactic Acid-co-glycolic Acid
PLLA Poly-L-lactic Acid
POC Point-of-care
PP Polypropylene
PS Polystyrene
PSED Paper-based Solid–Liquid Extraction Device
PU Polyurethane
PVC Poly(vinyl chloride)
RH Relative Humidity
RNA Ribonucleic Acid
SARS-CoV-2 Severe Acute Respiratory Syndrome Coronavirus 2
SERS Surface-enhanced Raman Spectroscopy
SF Silk Fibroin
SiNR Silicon Nanoribbon
SoP Sensor-on-probe
ssDNA Single-stranded Deoxyribonucleic Acid
SWNT Single-walled Carbon Nanotubes
VOC Volatile Organic Compounds
γ-PGA Poly(γ-D-glutamic acid)
ε-PL Poly(ε-L-lysine)
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7

Optical Sensors

7.1 Introduction

Solid-state optical sensors majorly are of three types, such as a photodiode, photo-
resistor/conductor, and photovoltaic device. In these cases, the optical devices either
emit (i.e. LED, laser) or detect (i.e. photodiode, light-dependent resistor, solar cell)
optical energy. However, several other types of optical sensors are based on different
optical phenomena such as absorbance, surface plasmon resonance (SPR), scatter-
ing, spectrometry, dichroism, and luminescence. There are optical sensors that com-
bine a few of these optical properties. For example, colorimetric sensors are mostly
based on the reflection or transmission of light that involves a light source (laser or
LED) and a photodetector (photodiode or LDR) for measurement purposes.
Optical sensing has emerged as one of the major sensing technologies in recent

years. Several optical materials have emerged to enhance the performance of optical
sensors and they have been used in a wide range of applications such as water qual-
ity monitoring, health care, toxic material, and microorganism detection.
Aside from the core solid-state devices, there are a few physical phenomena that

also are used extensively for different optical sensing along with different solid-
state devices. Hence, it is also important to discuss these in brief to provide some
insight that will help in understanding optical sensing techniques in general.
Optical sensors are very important in different fields of sensing due to the high

sensitivity, tunable optical properties, and ease of fabrication. Conventional
electronic devices such as CMOS and FET-based sensor fabrication require
high-end fabrication facilities that make it unsuitable for affordable device
fabrications. On the other hand, in modern-day health care, environmental chal-
lenges require rapid and affordable systems to combat the problems. In this
direction, solid-state optical sensors provide an affordable solution. The major
advantage of using an optical sensor is the construction of the device. Mostly,
the sensors are photodetector that is planner in nature and contains a film or
track of optical sensing material. A sensing system that generates light requires
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a photodetector for the sensing purpose. In some systems, the reflection, scatter-
ing, and absorption phenomenon of light is used and, in these cases, a light
source and photodetector both are used for sensing purposes. This is an indirect
process of sensing where the sensing mechanisms are not disturbed by the elec-
trical readout arrangement. However, in most of the other sensors, such as
chemical, capacitive, and resistive, the electrodes often create hindrance in sen-
sing. Thus, optimization and proper fabrication of electrodes are one of the
major steps in these sensors.
In this chapter, we discuss different optical phenomena in the context of

solid-state sensors. A generalized optical sensing phenomenon is illustrated
schematically in Figure 7.1. Furthermore, a description of different smart and
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Figure 7.1 Schematic representation of different optical sensing techniques (a) based
on the photodetector and light-emitting sensors, (b) based on a light source and
photodetector in reflection mode, and (c) based on the light source and photodetector
in transmission mode.
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nanomaterials for solid-state sensor fabrications are given. The chapter also con-
tains a description of fabrication techniques and various applications. Finally, the
future of optical sensors along with existing limitations is described to conclude
the discussion.

7.2 Classifications of Optical Properties

7.2.1 Absorbance

Optical absorbance [1] is the measure of light absorption when it passes through a
material. Almost all thematerials have optical absorption properties but the capac-
ity of absorbing the light varies frommaterial to material. Depending on the appli-
cations, people use different light-absorbing materials for fabricating different
devices or sensors. Applications that require the high transmission of light through
the material demand low light-absorbing materials and so on.
There is another property known as optical density that often gets confused

with optical absorbance. Optical density is the amount of attenuation or loss
of intensity when light passes through a material or optical component. How-
ever, optical absorption is only the absorption of light within the material or opti-
cal component.
Both absorbance and optical density of material are measured using spectro-

scopic techniques. Usually, UV-Vis spectroscopy is used to measure the absorb-
ance and optical density of a material. In general, the range of a usual UV-Vis
spectrophotometer is 200–800 nm of wavelength, which means that the spectro-
photometer scans in the mentioned wavelength range to find out the highest
absorption or transmission zone of the material.
In order to elaborate on the concept, one can say that optical density, generally

termed OD, is the measure or ability to delay the transmission of light through
the medium. It is a measure of the speed of light corresponding to a particular
wavelength through amedium. Hence, the slower the speed of light through a spe-
cific medium, the higher the optical density of that medium.
Mathematically, absorbance or decadic absorbance of a material can be defined

as: A= log10(Pi/Pt) =− log10T, where Pt is the transmitted power and Pi is the inci-
dent power. Here, the transmittance of the material can be defined as T = (Pt/Pi).
In the case of spectral absorbance, the frequency and wavelength-specific radiant
powers (Pt,f, Pi,f) or (Pt,λ, Pi,λ) comes into consideration. Although absorption
stands for the physical process of absorbing light, absorbance considers attenua-
tion of the transmitted power caused by several other optical phenomena like
reflection and scattering.
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The optical absorbance is related to the molar absorption coefficient, optical
path length, and the concentration of the attenuating material. Hence, mathemat-
ically, the absorbance can be defined as,A= log10(Pi/Pt) = εlc, where ε is the molar
absorption or attenuation coefficient or absorptivity, l is the optical path length,
and c is the concentration of the attenuating material. The molar attenuation or
absorption coefficient, i.e. the absorptivity, depends on the sample. It defines
how strong the absorber of the sample is for a given optical wavelength. The con-
centration here defines howmanymoles of the sample are dissolved per liter of the
solution, and the optical length is the length of the cuvette where the solution is
kept, i.e. how long the light travels through the sample. It is clear from this equa-
tion that if one keeps the optical path length and absorptivity constant then the
absorbance will change linearly with the concentration of the material. Hence,
during absorption spectroscopy, it is important to use cuvettes having the same
dimensions just to avoid variation due to the change in optical length. For design-
ing a device for measuring the concentration of a material, one has to be careful
about the optical length so that variations in the measurement due to the same can
be avoided. Moreover, it is also important to select the correct wavelength of the
light source that gives the highest absorptivity of the material under test for the
absorption-based devices with a single optical source.

7.2.2 Reflectance

Optical reflection [2, 3] is a phenomenon that deepens significantly on the surface
of an optical medium. Reflectance in this regard refers to the effectiveness of
reflecting the incident radiant energy by an optical medium. This optical property
and technique are widely used to characterize materials and the electronic proper-
ties of a thin film. The photoreflectance method measures the change in the reflec-
tivity of material upon the incidence of an amplitude-modulated light beam. The
reflectance or hemispherical reflectance can be defined as: R = (Pr/Pi), where Pr is
the reflected power and Pi is the incident power.
Optical reflectance largely depends on the surface morphology of a film. Broadly

speaking, the smoother the surface, the higher will be the reflectance. In many
cases, the reflected wave suffers a phase change however, it depends on different
material combinations.

7.2.3 Light Scattering

Like other optical properties, scattering [4, 5] is another optical property that
plays an important role. Many optical devices such as solar cells utilize this phe-
nomenon to increase the efficiency of the devices. In the case of scattering, the
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particles that interact with light absorb and scatter or re-emit the light in differ-
ent directions with different intensities. This phenomenon is different from
reflection, where a light ray is deflected in a direction maintaining the laws of
reflection. However, in scattering, radiation such as acoustic and electromag-
netic is deviated in different directions due to the nonuniformity of the medium.
In this view, a few cases of reflection can also experience scattering, and these are
termed diffused reflection.
Scattering also takes place due to elastic and nonelastic collision of particles such

as electron–electron and electron–proton. Based on the types of collision, the scat-
tering can be classified into five different types: Rayleigh scattering,Mie scattering,
Brillouin scattering, Raman scattering, X-ray scattering, and Compton scattering.
Among these, Rayleigh scattering and Mie scattering are due to an elastic collision
and the others originate due to inelastic collisions. The scatterings are mathemat-
ically differentiated using a dimensionless size parameter, α = (πDp/λ). Where
α 1 refers to Rayleigh scattering, α≈ 1 refers to Mie scattering, and α 1 refers
to a geometric optical domain where geometric optics plays the role. The scattering
phenomenon is mostly explained using Maxwell’s equations theoretically. But due
to the lack of exact solutions for irregular geometries, computational strategies are
being adopted for solving the equation by discretizing the domains under consid-
eration. Figure 7.2 shows the schematic illustration of the physical phenomenon
such as absorption, transmission, and reflection.
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Figure 7.2 Schematic representation of different optical phenomena such as absorption,
transmission, and reflection through an optical medium.
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7.2.4 Luminescence

Luminescence [6] refers to the emission of light from an object when it is relatively
cool and hence the emission does not result from heat. It is termed cold-body radi-
ation. There is a different origin of this emission such as chemical reaction, atomic
motion, crystal stress, or electric energy. Depending on the origin, luminescence
can be classified into various types, such as bioluminescence, chemiluminescence,
crystalloluminescence, electroluminescence, cathodoluminescence, mechanolu-
minescence, photoluminescence, radioluminescence, sonoluminescence, and
thermoluminescence. The origin of each type of luminescence is self-explanatory
from their nomenclature. However, bioluminescence and chemiluminescence
essentially originate from chemical reactions, but in the case of bioluminescence,
it is a biological reaction, often, seen in a living organism. However, in electrolu-
minescence, the origin is mostly the radiative recombination of electrons and
holes. Hence, it is mostly observed in semiconductor materials. On the other hand,
cathodoluminescence occurs when an electron beam interacts with a luminescent
material such as a phosphor. The origin of mechanoluminescence is the broken
bonds of a crystal due to sudden mechanical actuation such as crushing and rub-
bing. Photoluminescence takes place when an electron reaches higher or lower
energy levels by absorbing or radiating photons. Radioluminescence takes place
when specific materials get exposed to ionizing radiations like α, β, and γ. While
sonoluminescence and thermoluminescence involve acoustic and thermal excita-
tion, respectively.

7.2.5 Fluorescence

Fluorescence [7] is an optical phenomenon where the emission of light from a
material takes place after that material absorbs light or other electromagnetic radi-
ation. This is also a kind of luminescence, but in this case, it does not involve any
other energy for the emission of light, rather the absorbed optical energy itself
undergoes emission. Mostly, the emitted optical wavelength is higher than the
absorbed radiation, i.e. higher energy gets absorbed and lower energy comes
out of the material. Interestingly, in many cases, the absorbed radiation is in
the ultraviolet (UV) range and hence invisible to the human eye, but the emission
is in the visible range. Thus, those materials work only under UV radiation. The
fluorescent materials stop glowing almost immediately after the incident or
absorbed radiation turns off. Figure 7.3 shows the origin of absorption, fluores-
cence, phosphorescence, and other emissions with respect to the energy states
present in a material. Moreover, different types of scattering are illustrated in

314 7 Optical Sensors



Figure 7.4a, where the scattering in terms of excitation wavelength (λex) has been
discussed. Moreover, the difference in fluorescence with Rayleigh and Raman
(Stokes and anti-Stokes) scattering (discussed in Section 5.4.5) is described in con-
nection with energy states in Figure 7.4b, c shows the typical spectrum for Raman
and fluorescence for a given excitation light source.

7.2.6 Circular Dichroism

Circular dichroism [8, 9] is an optical phenomenon and is associated with polar-
ized light absorption. The polarization of light depends on the associated field of
optical radiation. The optical signal is an electromagnetic transverse wave that has
two components, namely electric field (E) and magnetic field (H), oscillating per-
pendicularly to each other and the direction of propagation. In linearly polarized
light, the electric field of the wave oscillates in one plane, and for circularly polar-
ized light, the electric field vector oscillates circularly around the direction of prop-
agation. Figure 7.5 shows the schematic representation of the linear and circularly
polarized lights. In right circularly polarized (RCP) light, if the propagation is
toward the observer, the electric field vector rotates clockwise, whereas for left cir-
cularly polarized (LCP) light, the electric vector rotates counterclockwise. When a
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Figure 7.3 Schematic representation of different kinds of optical processes in terms of
energy bands.
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circularly polarized light passes through an optical medium, depending on the
nature of the material, the speed of RCP (CR) and LCP (CL) differs, i.e. CR CL,
moreover, their wavelength (λR λL) and the absorption also differ, i.e. molar exci-
tation coefficients of RCL (εR) and LCP (εL) are different, i.e. εR εL. The differ-
ence between the absorption of RCP and LCP is the circular dichroism.
In this case, differential absorption of two types of circularly polarized light (left-

hand circular [LHC] or right-hand circular [RHC]) represents two different spin-
angular momenta of the photon. It is used to understand the properties of optically
active chiral materials. The LHC and RHC polarized lights behave differently
when it passes through an optically active chiral material. The wavelength and
absorption quantity varies for both LHC and RHC. In this technique, the delta
absorbance, ΔA = (AL−AR), is measured. However, the difference between the
molar excitation coefficient,Δε= (εL− εR), is termed as the molar circular dichro-
ism. Here, the subscripts L and R correspond to LHC polarized light and RHC
polarized light, respectively. Circular dichroism is widely used to detect different
biomolecules. It is used in near-infrared to near ultraviolet spectrum. It has an
application in the investigation of protein structure, charge transfer, and electronic
structure of a material.

7.2.7 Z-Scan Technique

Z-scan is a technique that is used mostly in nonlinear optics. This technique is
mostly used to measure nonlinear photonic parameters such as nonlinear refrac-
tive index, nonlinear susceptibility, and nonlinear absorption coefficient. This is a
method tomeasure Kerr nonlinearity or nonlinear index n2. In this case, amaterial
is moved through the focus of a laser beam and the beam radius is measured
behind the material. The two major Z-scan techniques that are utilized for the
measurements are the closed aperture and open aperture Z-scan techniques. In
case of a closed aperture technique, an aperture is placed to block a fraction of light
before it reaches the detector; however, in an open aperture case, all the light is
allowed to reach the detector. Another technique that is also used for high-
sensitive measurements is known as eclipsing z-scan, where the light is blocked
in the central region.

7.2.8 Förster Resonance Energy Transfer

A technique for measuring the separation between two chromophores known as a
donor–acceptor pair is fluorescence resonance energy transfer (FRET). FRET has a
limitation in that it only works when there are less than 10 nm between the donor
and acceptor pairs. Contrarily, FRET, a phenomena that is strongly reliant on dis-
tance, has gained popularity as a technique for determining the dynamic activities
of biological molecules at the nanoscale.
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The acronym FRET stands for Förster (fluorescence) resonance energy trans-
fer. In a nonradiative process known as the Förster energy transfer, an excited
donor transfers energy – not an electron – to an acceptor group. This technique
can be utilized to investigate biological structures since it is highly distance
dependent. One common usage is simply measuring the distance between
two points of interest on a big molecule, frequently a biological macromolecule,
by adding sufficient donor–acceptor groups to the large one. If there is no con-
formational change during this procedure, the distance between the donor and
acceptor groups of a big molecule with just one donor and one acceptor group
may be easily computed. Additionally, the dynamical activities between two
locations on this macromolecule, such as protein interactions, may be evaluated
if the molecule experiences a large conformational alteration. These days
many different applications employ this method, such as single-molecule
research, molecular motors, biosensors, and DNA mechanical movements.
As a result of its intrinsic simplicity, FRET is frequently referred to as the
“spectroscopic ruler.”
The theoretical analysis benefited greatly from Theodor Förster’s contributions.

According to Kasha’s rule, a photon excites a donor group (D), which then relaxes
to the lowest excited singlet state, S1. The energy released when the electron
returns to the ground state (S0) may also excite the donor group if the acceptor
group is nearby. This nonradiative phenomena is referred to as “resonance.”
The stimulated acceptor emits a photon and goes back to the ground state if none
of the other quenching states are present.
The resonance process is related to the Coulombic interaction between elec-

trons. Given that wave function overlap is required for the Dexter energy transfer,
which involves an electron exchange, the relative distance of Coulombic contact
between the donor–acceptor pair may be higher.
The FRET efficiency (E), which measures the number of energy transfer events

that take place for every donor excitation event, is the quantum yield of the energy
transfer transition. The source of the FRET efficiency is

E =
kET

kF + kET + ki

where kET is the rate of FRET, kF is the rate of radiative relaxation, ki is the non-
radiative relaxation rates. With a 50% transfer efficiency, the FRET efficiency may
be linked to the donor–acceptor distance, where r is the distance between donor
and acceptor chromophores and R0 is the characteristic distance (the Förster dis-
tance or Förster radius).

E =
kET

1 + r R0
6
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7.3 Materials for Optical Sensing

Optical sensors can be made using a variety of materials including liquid and sem-
isolid materials, especially in spectroscopic detection techniques. However, in this
chapter, highly used materials such as metal oxide, polymers, and carbon materi-
als related to solid-state sensor fabrications are discussed.

7.3.1 Metal Oxide Materials

Metal oxides are extensively explored for several optoelectronic applications due to
their suitability in solid-state device fabrication and optoelectronic properties. In
this direction, nanostructures of metal oxides have contributed significantly.
Nanostructures have a higher surface-to-volume ratio that provides more scope
of optical absorption and in turn increases the efficiency of devices. Prior art
has suggested one-dimensional (1D)metal oxides are the best candidate for explor-
ing the novel optical phenomenon. The size and dimensionality dependence of the
material is another aspect that has been explored significantly over the past few
decades. Researchers have integrated these nanostructured materials with differ-
ent geometries for photodetectors and optical switches. Most of the photodetector
nanostructure geometries, especially the 1D structure, can be employed as a con-
ductor whose conductions can be varied by charge transfer or as field-effect tran-
sistor whose channel properties can be varied by applying appropriate potential in
gate terminal. Often, the materials are also functionalized to enhance the optical
sensing properties. The most popular and widely used metal oxides for optical sen-
sors or photodetectors are Cu2O, Ga2O3, ZnO, SnO2, CdO, CeO2, Fe2O3, and In2O3.
Most of the metal oxides are semiconducting and thus are very suitable for solid-
state optical sensor fabrication. The wide band gap, growth on different substrates,
composite preparation, and ease in nanostructure synthesis make it promising for
optical sensing applications.

7.3.2 Polymer Materials

There is a significant advancement in polymer electronics in the past few decades.
Polymer-based optoelectronic devices have attracted attention due to their ease
of synthesis and integration. However, most of the polymers suffer from high-
temperature processing, environmental effect, and shelf life. Among many other
polymers, conductive and semiconductive polymers have proven their suitability
for application in optoelectronics. In this direction, π-conjugated polymers showed
better responses, and a number of recent reports have shown their applicability
in optoelectronic and optical sensing applications. These polymers are broadly
classified into degenerate (interchangeable structures like polyacetylene) and
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nondegenerate (noninterchangeable structures like poly[para-phenylene]). The
band structure and conductivity of both polymers change with doping. The charge
transfer mechanism in semiconductive polymers is largely explained in terms of
HOMO and LUMO bands, generation and recombination of polaron–excitation,
and intermolecular charge hoping. Aside from these materials, only conductive
polymers such as polyaniline, PEDOT:PSS, polyacrylic acid are also used for these
optoelectronic sensor fabrications. Nanostructure-based polymer nanocomposites
such as metal or metal oxide nanoparticle-based composites are also explored
extensively to fabricate optical sensors. There are polymer-based sensors such
as polymer composites based photodetectors and optical fiber-based sensors.

7.3.3 Carbon Materials

Carbon materials like carbon nanotube (CNT), graphene, reduced graphene oxide
(RGO), graphene oxide (GO), carbon dots, and functionalized carbonmaterials are
explored extensively for different optical and other sensors. The electronic and
mechanical properties of graphene attracted a lot of attention among the research
community. Moreover, its optical, optoelectronic, and electronic properties have
opened up a large number of opportunities in the field of optoelectronic devices
like solar cells. Many recent reports have suggested that the use of graphene
in photovoltaic and photoconductive devices has improved performance signifi-
cantly. In this direction, the use of reduced graphene oxide has also attracted
significant attention. Composite materials such as polymer composite, metal
nanostructure, metal oxide, and semiconductor composites have been explored
significantly. On the other hand, CNT has emerged as another wonder material
in solid-state sensor fabrication. Interestingly, CNT exhibits both metallic and
semiconductive properties, and thus attracted a lot of attention in device and sen-
sor fabrication. However, the separation of these two types of CNTs from a solution
is still a hectic process. In recent times, researchers have also shown high-
performance optoelectronic devices and sensors using carbon dots. The interaction
of carbon materials with electromagnetic radiations is interesting and hence the
optical absorptions, scattering, and photoluminescence of CNT and other carbon
materials attracted significant attention for optical sensor development. Hence,
there is a future for carbon materials to be used as a good alternative in the opto-
electronic device and sensor industries.

7.4 Optical Techniques for Sensing

Optical techniques of detection have been explored largely in sensing applica-
tions due to the ease of use. In this regard, several types of solid-state sensors
are also developed. But the traditional sensing techniques are still in use for
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several sensing applications, such as health care, environment, andchemical
detection. The major sensing techniques include Raman scattering, absorption
spectroscopy, luminescence spectroscopy, or fluorescence spectroscopy. The
basic principles related to these spectroscopic techniques are already discussed
in the previous sections. Although the sample preparation and complexity asso-
ciated with the analysis are the major drawbacks of these spectroscopic techni-
ques, these are still highly preferred because of their specificity, sensitivity, and
selectivity in the detection process. Many solid-state sensors have been developed
for point-of-care or affordable optical detection in the recent past, but rarely any
of them could reach the limit that the mentioned techniques offer. Different
nanomaterials have been chosen as an alternative for onsite detection devices
due to the advantage of nanomaterials in terms of tunability chemical, mechan-
ical, and electrical properties. Many physical and chemical properties have been
explored to enhance the sensitivity, specificity, and selectivity of sensing arrange-
ments. Here in this section, the major techniques and spectroscopic methods are
discussed.

7.4.1 SPR-Based Detection

SPR [10, 11] is an optical phenomenon that occurs due to the interaction of elec-
tromagnetic waves such as light with a thin film of metal when the incidence angle
of light is higher than the critical angle. Recent studies have shown that selective
nanoparticles can exhibit this phenomenon that can be utilized to develop or
enhance the performance of optical sensors and devices. Many solar cells use gold
nanoparticles on the surface to get the benefit of SPR that increases the perfor-
mance of the device. The incidence of light creates resonant oscillation of conduc-
tion electrons at the interface of negative and positive permittivity materials. This
optical phenomenon has been significantly explored in biosensing applications.
Figure 7.6a describes the SPR phenomenon schematically. Moreover, the oscilla-
tion of charge in an SPR-sensitive nanoparticle under electromagnetic influence is
described schematically in Figure 7.6b.
The basic SPR experiment is immobilizing the receptor on the detecting surface

of a flow cell, then saturating the receptors with an analyte solution and monitor-
ing the changes in the sensor signal as the molecules bind. Microfluidic devices
known as flow cells have channels that are generally smaller than 1mm in diam-
eter. A thin metal sheet, usually made of gold or silver, serves as the sensing sur-
face. It can be flat or have nanometer scale patterns like arrays of holes or line
gratings in it. The metal sheet is exposed to light, and photons of light couple
to free electrons in the metal to produce charge oscillations (plasmons) at the sur-
face of metal that resonate at particular light wavelengths. The plasmons are sen-
sitive to variations in the interfacial refractive index because they are confined to
the metal surface. The refractive index changes and the plasmon resonance shifts
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Figure 7.6 Schematic representation of the SPR phenomenon (a) and the oscillation of
charges due to electromagnetic radiation (b). Images (c) and (d) schematically show the
detection due to nanoparticle aggregation and colorimetric technique, respectively.
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to larger reflection angles when the analyte binds to surface receptors. The quan-
tity of bound analyte affects the shift’s magnitude.
SPR has developed into a powerful optical detection technique for analyzing the

interactions between immobilized ligands and analytes in solution. When fitting
and figuring out the kinetic rate constants, the analyte concentration is very
important. Several analyte concentrations must interact with the ligand in order
to construct a whole kinetic profile for the interactions and determine binding
constants. It is advised to use at least six concentrations, with eight or more being
advantageous for reliable data and curve fitting.

7.4.2 Nanostructure Aggregation-Mediated Detection

Nanostructures such as nanoparticles, nanowires, and nanoribbons have shown
an extensive involvement in the optical sensing developments. In this direction,
the aggregation of nanostructures [12] has been explored to develop optical nano-
sensors. Experiments have proven that the aggregation of nanostructures shows a
shift in the optical absorption frequency. Thus, similar to the varying size of the
nanoparticles, aggregation of nanostructures has also been studied in different
optical sensing applications. The change in the optical color sometimes is visually
detectable. For example, the aggregation of Au nanoparticles in a solution turns
the color of the solution from wine red to blue. The change in color can be attrib-
uted to optical absorption properties.
In many applications, controlling nanocrystal size is often an important but dif-

ficult goal to achieve. In this context, recent research shows that there are some
number of atoms that create a stable cluster and hence the formation of the cluster
can be tuned. In case of nanoparticles, the optimum number of atoms that form a
stable configuration while maintaining a specific structure is known as structural
magic numbers. Structural magic numbers correspond to minimum volume and
maximum density configuration. The magic number of a nanoparticle can be cal-
culated if the crystal structure is known. In case of an approximately spherical
nanoparticle with FCC, the number of atoms, N = (1/3)(10n3− 15n2 + 11n− 3),
and the number of atoms on the surface can be calculated using, Nsurf =
10n2− 20n+ 12, where n is the number of layers [13]. Table 7.1 shows number
of total atoms and surface atoms for a nanoparticle with FCC crystal structure.

7.4.3 Micro/Nanofiber-Based Detection

Similar to other nanostructures, micro- and nanofibers [14] have been used exten-
sively for the development of optical sensing. Long aspect ratio polymer nanofibers
have been used to develop solid-state optical sensor development. Many optical
components such as loop resonator, knot resonators, and coil resonators have
been developed for different sensing applications. Most of the fiber fabrications
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are done using electrospinningmethods, and the developed polymer fibers provide
benefits in terms of performance in many cases. Aside from different nanofiber
materials, optical fibers in micron scale also been developed for different sensing
applications. Hence, micro/nanofibers are an efficient technique of detection in
optical sensing applications. Moreover, aggregation of nanostructures produces
a shift in optical absorption and transmission that further can be detected for opti-
cal sensing. This method has a large application for water quality monitoring.
Figure 7.6c shows the effect of nanoparticle aggregation schematically.
The micro/nanofibers are typically produced using electrospinning techniques.

The fiber-based sensors are mostly the photodetectors and detect the optical signal
pretty much the same way the other solid-state optical sensors do. However, for
aggregation-based sensing, the nanofibers also show a change in optical properties
upon aggregation similar to the nanoparticle.

7.4.4 Colorimetric Sensing

Change in color is the most common phenomenon in optical detections [15].
Many devices have been developed in the past few decades based on observing
the color change of the sensor. This technique basically can lead to a visual detec-
tion system. However, associated electronics can make it even more sensitive as

Table 7.1 Number of total atoms and surface atoms for a nanoparticle with FCC crystal
structure.

Shell number (n)

Considering FCC closed pack structure

Diametera Total atom (N) On surface (Nsurf)

1 1d 1 10

2 3d 13 12

3 5d 55 42

4 7d 157 92

5 9d 309 162

6 11d 561 252

7 13d 923 362

8 15d 1415 492

9 17d 2057 642

10 19d 2869 812

a The diameter d (is in nm for FCC) for Au 0.288, Ar 0.376, and Al 0.286.
Source: Poole and Owens [13]/John Wiley & Sons.
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the electronics system provides more resolution in terms of color change and
makes it independent of human eye limitations that vary from person to person.
In this case, photodetectors and light sources such as LED and laser. play an
important role. Most of the sensors and associated electronics work based on
transmission, reflection, and combined mode. The photodetector analyzes either
the transmitted light through or reflected light from the sensor in order to iden-
tify the color change. This technique has attracted significant attention in the
recent past. Figure 7.6d shows a schematic illustration of the possible colorimet-
ric sensing.
In this case, mostly a sensing chemistry involving a change in color is chosen.

For example, the pH variation can change the color of different dyes, such as
methyl orange, or some specific reactions like starch–iodide compound change
color after reacting with amylase. Such reactions can be targeted for colorimetric
sensors. The sensor can be in solid medium, for example a thin film of the com-
pound on a substrate like glass, cellulose, and PVC or in liquidmedium such as the
solution of that compound in a small cuvette. For the electronic setup, the sensor,
i.e. the thin film on the substrate or the solution in a cuvette, is placed in between a
light source and a photodetector for transmission mode, or the light source and
photodetector are placed at 45 angle with respect to the sensor for reflectionmode
as illustrated in Figure 7.6d. The output signal from the photodetector is then ana-
lyzed for the sensing operation.

7.4.5 Spectroscopy Techniques Associated with Sensing

The spectroscopic technique [16] of optical detection is very selective, sensitive,
and precise. Most of this detection takes place in dedicated spectrometers. These
techniques quantify material interaction with optical and electromagnetic radia-
tions. All these spectrometers contain several solid-state sensors for their operation
and detect responses from solid samples. Liquid samples are also acceptable in
those spectroscopy instruments with different sets of arrangements or setups.
A brief discussion about these techniques would provide an idea regarding optical
detection techniques.
Before we go into the discussion of spectroscopic techniques, it would be helpful

if we learn about different optical scattering mechanisms. Figure 7.5a shows
different conditions for scattered and excitation wavelengths for different optical
scattering, whereas Figure 7.5b shows in terms of the energy band diagram. The
energy band diagram explains the Rayleigh (elastic), Stokes (inelastic), and anti-
Stokes (inelastic) scatterings. When a photon from the excited state collides with
the molecule, it goes to a short-lived virtual state and releases energy with a similar
frequency to the incident photon to come back to its lowest vibrational state and
this causes the Rayleigh scattering where the energy of the photon is conserved.
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When the emitted energy has a net increase in the energy, then it is known as
Stokes scattering, and when the emitted energy has a net loss, then it is known
as anti-Stokes scattering.

7.4.5.1 Raman Spectroscopy

This technique of detection is based on optical scattering. As mentioned in the pre-
vious section, Raman scattering originates from the inelastic scattering of a mon-
ochromatic electromagnetic wave in the near-infrared to near-ultraviolet (UV)
range. In this case, mostly a laser having a wavelength in the visible range is
employed for the analysis. Once the laser interacts with a material surface, it
excites the electrons to the higher energy states before it comes back to different
vibrational and rotational ground states. The major reason for the Raman spec-
trum is the Stokes and anti-Stokes scattering. This transition of electrons at differ-
ent levels is specific to a material at a given wavelength. Thus, this technique is
used for different detection purposes.
In general, there is a difference between the intensities of Stokes and anti-Stokes

components and it depends on the initial states of the molecule and the distribu-

tion of the same follows Boltzmann equation,N e− E kBT , where kB is the Boltz-
mann constant and T is the temperature. There are very few molecules that
initially are at a higher energy state and hence the anti-Stokes scattering is very
less intense. This uneven distribution is due to the energy level spacing. If the spa-
cing between the energy levels is small, the difference between the Stokes and anti-
Stokes scattering is of almost the same magnitude and vice versa. Moreover, an
increased temperature also creates almost similar Stokes and anti-Stokes
scattering.

7.4.5.2 Luminescence Spectroscopy

Luminescence has been explained in the previous section of this chapter. This
occurs due to the transfer of electrons from excited to ground state. Luminescence
spectroscopy can be ofmany types similar to the types of luminescence. Themostly
used luminescence are fluorescence, phosphorescence, and chemiluminescence.
In these cases, the intensity of the emitted light is measured with different
wavelengths.

7.4.5.3 Absorption Spectroscopy

Absorption spectroscopy measures the extent of optical absorption or associated
property such as the transmission of a material under test at different wavelengths.
This technique is a widely used optical measurement technique. The commonly
used instrument for this purpose is a UV-Vis spectrometer that typically allows
the measurement in 200–800 nm of the optical spectrum. This method can also
be used for the measurement of the optical band gap of semiconductive material.
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7.5 Fabrication Technique of Optical Sensors

The fabrication of optical sensors such as photodiodes and photovoltaic devices are
mostly dependent on conventional micro/nanofabrication techniques such as the
growth of oxide, deposition of material, deposition of metal, and in case of Si pho-
todiode doping is also an essential process. Most of these processes are already dis-
cussed in Chapter 2 of this book. However, the advent of nanostructures has made
the fabrication process easier as a material with desired properties is available (e.g.
a typical ZnO nanowire UV photodetector [17] fabrication process). In this proc-
ess, a bunch of n-type ZnO nanowires was grown using the vapor–liquid–solid
(VLS) mechanism on a p-type Si having a thin layer of Au film thermally deposited
on the substrate. Thereafter, dielectricmaterials spin-on glass to provide insulation
and mechanical support to the top electrode. A thin Al (10 nm) and Ti (200 nm)
were deposited on the ZnO wire as a top electrode.
In another process [18–20], the ZnO nanowires (ZnONW) were synthesized in a

high-temperature horizontal furnace on c-plane sapphire substrates using a chem-
ical vapor transport (CVT) technique in a quartz tube. Gold (Au)-assisted VLS
approach was followed to grow the nanowires. In this case, a thin layer of Au
was deposited on sapphire substrate and annealed at inert (Ar) atmosphere to cre-
ate random distribution of Au nanoparticles (AuNPs). Furthermore, the ZnO
micropowder was employed as Zn source and the powder was mixed with graphite
powder at 1 : 1 ratio to form ZnO-C. Then, the mixture and the sapphire substrate
were loaded in horizontal furnace using a crucible in a quartz tube. The CVT proc-
ess was carried out at a high temperature of 950 C. At this high temperature, car-
bothermal reduction of ZnO powder takes place resulting in Zn and O2 gas species.
In this situation, both Zn(g) and O2(g) go near the sapphire substrate using differ-
ent Ar fluxes, and VLS growth of ZnO takes place. In this process, both gases get
absorbed by the Au liquid nanodroplet and when the Au nanodroplets are highly
saturated, the ZnO(s) precipitates at the interface of Au nanodroplet and sapphire
substrate. An experimental setup is shown in Figure 7.7.
Aside from the microfabrication technologies, several printing technologies,

drop casting, and brush coating were also explored for the development of different
photodetector and optical sensors. A few of them have been discussed here.

7.5.1 Solution Process

The solution process has attracted overwhelming response in terms of affordable
sensor fabrication. In this type of fabrication, many of the materials required for
fabricating a sensor are prepared using a solution process or sol–gel method where
the nanostructure dimension can be controlled by tuning different parameters
such as stirring, temperature, and reaction time. Few optical sensors fabricated
using the solution process, in the prior art, have shown a nice response.
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7.5.2 Inkjet Printing

Many reports also have suggested an inkjet printing technique for the fabrication
of different optical sensors. In this case, different flexible substrates are used for
the sensor fabrication process. However, in a few cases, the inkjet printing was
used to develop the electrodes only, whereas the active material was deposited
using drop casting or some other techniques like a conventional deposition.

7.5.3 Screen Printing

Screen printing was similar to the inkjet printing, but allows to achieve less
thickness of the deposited material. Many sensors also developed using the
screen-printed techniques that allow a roll-to-roll fabrication of sensors.
A variety of sensors were developed using screen-printed techniques previously
[21–23]. A detailed discussion of different fabrication processes is discussed in
Section 4.4 of Chapter 4.

7.6 Applications of Optical Sensing

The mentioned optical properties and techniques are employed extensively for the
development of different sensors. In this section, a few of the applications will be
discussed.

7.6.1 Environment Monitoring and Gas Sensing

As discussed earlier, optical sensors are mostly dependent on the reflection,
scattering, absorbance, or similar optical phenomena while propagating through
a medium. In the case of liquid medium, the SPR is an attractive option (Figure 7.8)
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Figure 7.7 Schematic representation of ZnO nanowire fabrication process using
chemical vapor transport (CVT) method.
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Figure 7.8 Schematic representation of the differential SPR setup. (a) shows the set-up for
sensing schematically where a diode laser is focused with a lens on a gold film. The gold film
is divided into two specified areas such as a sensing area and a reference area. The reflected
beams from those areas are collected by a quadrant cell photodetector that simultaneously
measures the SPR dips from the reference (X, Z ) and sensing (W, Y ) areas. (b) shows the
schematic illustration of the system with sensing and reference areas having different
functionalised biomolecules and the balanced photodetector with (W − Y )/(W + Y ) − (X − Z )/
(X + Z ) ~ 0. (c) After the analyte interaction, the specific adsorption of metal ions on the
sensing area shifts the SPR position so that (W − Y )/(W + Y ) > (X − Z )/(X + Z ).
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as described and discussed in the later section. However, for gas sensing, there are
options like the use of optical fiber and photonic crystal. The sensor generally
has an active area where the interaction of a photon with sensing material
leads to an electronic signal. The same mechanism is also applicable in gas sen-
sing. There are two commonly used optical sensors [24, 25] for gas detection:
(i) optical fiber-based and (ii) photonic crystal-based sensors.
In case of fiber-optic sensors, the solid-state optical systems such as photodetec-

tors and emitters such as LED or laser are used with optical fiber as the propaga-
tion medium. The active area of the optical fiber interacts with gas molecules that
change the optical property such as the refractive index of the fiber surface. The
change in the surface property in turn changes the intensity of the propagating
light. The detector detects the intensity that can be correlated with the concentra-
tion of the analyte gas. Figure 7.9a shows the concept schematically. Many times,
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Figure 7.9 Schematic representation of different gas sensing techniques using (a) optical
fiber and (b) photonic crystal.
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fiber-optic sensors are used in arrays where individual fiber detects different ana-
lytes and hence can be used to detect multiple analytes at the same time. This type
of sensor has very high selectivity, stability, and sensitivity. However, fiber-optic
optical sensors have limitations in terms of miniaturization due to the size of
the optical fiber.
The other type of sensor for gas detection is based on photonic crystal. Photonic

crystals are refractive index-based materials. They constitute a periodic arrange-
ment of dielectric materials having a different refractive index. These materials
are expected to have very high sensitivity with the ability to detect nanosized
chemical compounds and other physical parameters such as pressure, humidity,
and temperature. They also provide design flexibility and can prevent electromag-
netic interference from the electrical signals. This also helps in developing minia-
turized optical integrated circuits.
Photonic crystal sensors consist of periodic arrangement of micro/nanostruc-

ture patterns of dielectric materials. This periodic arrangement of dielectric hav-
ing different optical band gap allows only a certain wavelength to propagate
through the material. The wavelength of the propagating light can be tuned
by optimizing the material and pattern of the dielectric. Infrared photonic crys-
tals are the one that are extensively used for gases, such as CO, CO2, and CH4

detection, as these gases have an absorption region in mid-infrared. The detec-
tion generally takes place due to a change in the effective refractive index in the
photonic crystal because of the presence of gas or a change in the lattice distance
of the periodic structure.
The sensing mechanism can be explained using Bragg’s law, mλ = 2nd ∙ sin θ,

where m and λ are the diffraction order and wavelength of light, respectively, n
is the effective refractive index, d is the lattice distance between adjacent
periodic pattern, and θ is the incident angle of light. In case of photonic crystal,
all the parameters such as m, d, and θ in Bragg’s law are constant aside from
the wavelength incident light (λ) and effective refractive index (n). When a gas
passes through the photonic crystal, it changes the effective refractive index of
the system on the boundary of photonic crystal and the gas and each gas has a
different refractive index and thus it shows the different response for different
gases. Furthermore, some gas changes the lattice parameters as well, in that
case the detection is based on a combined effect of lattice distance and effective
refractive index. In general, the photonic crystal sensing layer is placed
between a light source and a detector as shown in Figure 7.9b. The analytes
interact with the periodic structure and changes the lattice parameters or
refractive index as described earlier. Photonic crystals can reduce the dimen-
sion of the conventional gas sensors and can provide higher sensitivity. How-
ever, the use of external light sources and photodetector is still a problem for
the miniaturization.
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7.6.2 Health Monitoring

Optical sensor-based health monitoring techniques are very popular due to their
structural simplicity and ease of implementation. In this direction, optical tech-
nique-based pulse oximetry is one of the common health monitoring devices in
use. Pulse oximeters are a very essential tool for patients’ health monitoring. It
is useful in both intensive care and operation rooms in a hospital. The working
principle of this kind of sensor is based on photoplethysmography technique that
detects the oxygen saturation in arterial blood (SpO2) noninvasively. This provides
information regarding the percentage of oxygenated hemoglobin present in blood
to monitor the cardiorespiratory health of a patient. The device consists of multiple
solid-state optical devices such as LED and photodetector. The construction of the
sensor is shown in Figure 7.9a. In general, the device consists of two LEDs having
wavelength in red zone (~660 nm) and infrared zone (~940 nm). There is a solid-
state detector such as photodiode on the opposite side of the finger and the detector
detects the transmitted optical signal. The ratio of the absorption coefficients of these
two transmitted lights gives the indication of oxygen content in the blood. The deox-
ygenated hemoglobin has an absorption peak close to 660 nm and oxygenated
hemoglobin absorbs more light at 940 nm. The optical property of the oxygenated
and deoxygenated hemoglobin helps in detection of the oxygen content.
Moreover, there are optical sensors for blood glucose monitoring and sweat

analysis techniques. In most of the cases, the detection is based on fluorescence
quenching and charge transfer that lead to the signal transduction. In many cases,
the properties like pH are utilized to get some optical change in the sample after
the interaction of analyte and the same is detected using the solid-state optical
sensors and light source as explained in Figure 7.6d earlier.

7.6.3 Fingerprint Detection

Fingerprint detection has become one of the common techniques in personal ver-
ification systems. In every sector of professional places, fingerprint-based biomet-
ric system has arrived as the most efficient solution in attendance management.
Among different methods of detection, optical sensors are one of the well-known
techniques to detect the fingerprints. Solid-state optical sensors or devices are com-
monly used in this case. One of the techniques uses an array of solid-state optical
sensors such as photodiodes and LEDs for the detection of fingerprints as
described in Figure 7.10b. In this case, the photodetectors are integrated below
the protective layer and the LEDs are integrated at the periphery of the device.
A collimator layer below the protective coating helps in focusing the lights. The
optical sensor in this case detects the reflected, scattered, and diffused light from
the finger and processes it using an array of analog-to-digital converter (ADC) to
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get the information. Similar techniques are used in many cases to develop finger-
print sensors.

7.6.4 Defense and Security

Optical techniques are used in variety of warfare equipment [26]. Laser sensing in
this direction has attracted a lot of attention especially in defense and security
applications that require counter measures. The application of laser sensing is fre-
quently found in intelligence, surveillance, target acquisition, protection, position-
ing, communication, etc. The laser system is one of the multisensing systems. The
basic principle of the sensing system for example for measuring distance is to send
a narrow beam of laser and detect the reflected optical signal using solid-state opti-
cal sensors like photodiode.
Aside from laser sensing, there are a number of optical sensing systems as dis-

cussed earlier that are used to detect biological and nuclear threats and chemical
warfare agents. Nerve agents are one of the specific chemical warfare agents that
affect the central nervous system of a human being by blocking the activity of the
enzyme acetylcholinesterase. There are molecular optical sensors that detect the
presence of nerve agents and similar chemicals by measuring the change in fluo-
rescence properties.
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Figure 7.10 Schematic representation of different IR sensing techniques for (a) biomedical,
(b) fingerprint detection, (c) distance measurement, and (d) motion sensing applications.
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7.6.5 Motion Detection

There are several optical solid-state sensor-based motion and proximity detectors
reported in literature. The basic idea of proximity sensing is to send an optical sig-
nal and to measure the reflected wave using a photodetector as illustrated in
Figure 7.10c. Optical proximity sensing system generally consists of a solid-state
light sourcemostly in the IR range and a solid-state optical photodetector-like pho-
todiode that detects the reflected wave of the optical signal from the light source
reflecting from an object in front. The response of the photodiode is then processed
in order to get the information about the distance between the sensing system and
object. Nearer the object, higher will be the response of the photodiode.
Similar to a proximity sensor, there are solid-state sensors for motion detection

as illustrated in Figure 7.10d. In this case, passive infrared sensors are used to
detect the infrared radiations from different objects. All the objects emit infrared
radiation if their temperature is above absolute zero. The passive infrared sensors
detect the changes in infrared radiation coming from the objects around them. Any
motion changes the total amount of the infrared incident and thus changes the
response such as the output voltage of the sensor that triggers the alarm. If any
object such as a person or animal suddenly comes into the field of view of that
sensor, the temperature of that specific place changes, which in turn changes
the sensor response. The solid-state optical sensors are extensively used in
this case.
The optical sensing in motion detection is now applied to many modern

technologies like driverless cars and next-generation automotive. The men-
tioned technologies are modified based on the application and utilized in
similar applications.

7.6.6 Water Quality Monitoring

In water bodies, heavy metals such as lead (Pb), mercury (Hg), and arsenic (As) are
some of the major pollutants that cause deadly diseases like cancers. Heavy metals
mostly enter the human body through water sources and cause serious health
hazards due to prolonged exposure. These heavy metals cause harm to an aquatic
living organism and destroy the ecosystem. It is very important to detect the level
of these heavy metals before consumption.
The SPR of gold nanoparticles (AuNP) has been employed to detect heavymetals

in water samples. The extent of SPR changes with the specific reaction of heavy
metal ions with the functionalized AuNPs. Moreover, AuNPs’ size can be varied
to control the SPR properties. Solid-state sensors like photodiode have been imple-
mented to detect metal ions in water. A high-resolution differential SPR sensor has
been fabricated using photodiode to detect heavy metals by means of detecting the
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shift of SPR. Forzani et al. [27] reported that a quadrant cell photodetector can
efficiently be used to sense the SPR. In this case, a gold film-assisted sensor surface
has been modified into reference and sensing areas that are coated with specific
peptides. The peptides provide a selective and accurate detection of metal ions
like Cu2+ and Ni2+ in the range of ppt–ppb in drinking water. Figure 7.8a shows
the schematic illustration of the setup to detect metal ions using photodiodes, and
Figure 7.8b, c show the sensor geometry and response before and after analyte
detection, respectively.
On the other hand, optical fibers are also been used for the detection of heavy

metals. In this case, a molecule named calix[4]arene has been used to detect the
copper and nickel metal ions. There are reports to analyze samples for heavy
metal ions of lead, cadmium, copper, and zinc detection using differential pulse
anodic stripping voltammetry (DPASV) and ions like nickel and cobalt using
differential pulse adsorptive stripping voltammetry (DPASV). In these cases,
dimethylglyoxime (DMG) is used as a complexing agent. In the case of optical
fiber-based detection technique [28], calix[4]arene has been used to detect heavy
metal ions. The optical absorption change was taken place as the detection
parameter upon reacting with the complexing agent and ions due to the forma-
tion of the evanescent wave. Laser and photodiode were employed for the meas-
urement. Figure 7.6a shows setup for sensing where the laser is passed through
the optical fiber and the photodiode is placed to detect the intensity of the laser,
whereas Figure 7.11b, c show the magnified image of the sensitive area of optical
fiber and the detection mechanism before and after attachment of analyte,
respectively.

7.6.7 e-Waste and Detection of Toxic Materials

Aside from heavy metals, there are a number of toxic compounds from e-waste or
nuclear pollution in water such as cyanide and sulfite that also cause serious
health hazards. Other than water, these toxic materials are also found in soil
and food products. Hence, several detection systems in this direction have been
reported based on optical sensing.
The SO3

2− ion is highly used in food additives, preservatives, and fertilizers and
hence, the concentration of SO3

2− ion is highly prone to cross the safety limit in
soil, water, and food products. Consumption of these food products can cause seri-
ous health damage. In this direction, a colorimetric sensor has been designed [29]
to detect and monitor the SO3

2− ions in water. As discussed earlier, the colorimet-
ric sensors work based on the change in colors that can be detected visually or elec-
tronically. In this case, the oxidizing property of Co3O4 nanoparticles (NPs) was
used to oxidize 2,2 -azino-bis(3-ethylbenzothiazoline-6-sulfonic acid) diammo-
nium salt (ABTS) and 3,3 ,5,5 -tetramethylbenzidine (TMB) to form colored
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substance. This reaction was used to detect the sulfite ion that causes a change in
the color of the abovementioned reaction. Aside from the colorimetry, fluores-
cence was also employed to detect the sulfite in food and living organisms. In this
case, synthesized novel tetraphenyl imidazole compound 2-(4-(1,4,5-triphenyl-1H-
imidazol-2-yl)ben-zylidene)malononitrile (TIBM) showed aggregation-induced
emission enhancement (AIEE) upon reaction with sulfite.
Similar to sulfite, cyanide is another toxic compound that needs special attention

as it can cause serious health hazards to living organisms including humans.
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Figure 7.11 This image shows the schematic illustration of colorimetric detection
using an optical fiber. Image (a) shows the detection setup, (b) shows themagnified sensitive
part of the optical fiber, and (c) shows the detection mechanism schematically.
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A recent report suggested a new simple oligothiophene-indenedione-based sensor
that can detect cyanide [30] in aqueous media. This sensor provides both colori-
metric and fluorometric detection of CN−. The intramolecular charge transfers
due to the reaction of CN− and indenedione-vinyl group.

7.6.8 Detection of Microorganisms

Microorganisms play a vital role in the environment, food, and water monitoring
system. Different microorganisms in water and food make it dangerous for
human beings. There are several water-borne diseases like diarrhea and cholera
that are caused due to the presence of a specific microorganism in the water. In
this view, several viruses or bacteria detection systems [31] have been developed
employing the optical techniques discussed previously such as SPR, photonic
crystals, and waveguide. Many of the solid-state-based techniques alone are
not feasible for the detection of microorganisms as the application demands dis-
posable approach and hence colorimetric detection has attracted a lot of atten-
tion. Not only for health care, but for food, water, and environmental safety as
well, the disposable technique is highly desirable. Recent research showed the
detection of Escherichia coli bacteria [32] using calorimetric techniques where
aptamer-modified nanoscale pentacosadiynoic acid (PCDA) vesicles were
employed for the detection. The reaction between the bacteria and the apta-
mer-PCDA shows a change in color from blue to red, and this change can be
detected using light source and photodetector setup as discussed in the previous
section.

7.7 Prospects and Limitations

Optical sensing has merit to be employed as an affordable sensing system. This
allows both conventional micro/nanofabrication as well as chemical and printing
technologies. Thus, the optical system has attracted attention for a variety of sen-
sing applications. However, due to involvement of both light sources and solid-
state optical sensors, most of the sensing systems become bulky and hence it is
a challenge to miniaturize the device. Moreover, few types of sensors such as opti-
cal fiber-based devices have very less scope for miniaturization due to the size of
the fiber itself. However, the optical detection system provides affordable and
high-performance solution to many real-life problems.
Colorimetric procedures give an advantage of visual detection that already has

captured the market in terms of products like pregnancy test kits. However, pre-
cise detection demands electronic arrangements. In this direction, significant
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progress has been made but still, an optimum system with wireless capabilities is
desirable. For this, a low-power system would be extremely helpful to deploy the
same in remote areas. The solid-sate optical sensors have a huge scope in health
care and biomedical applications as this approach provides simple, affordable,
and disposable sensing arrangements keeping the electronics intact. This
approach also offers very specific and sensitive detection systems based on spec-
troscopic techniques, though these are very expensive. Hence, development of
affordable, hand-held spectrophotometers for sensing is still an open field of
research.
Aside from this, different other optical techniques such as SPR, z-scan, and

dichroism evolved as accurate and efficient optical characterization techniques.
However, many of them are complex or suffer from commercial viability to com-
mon people. Further research is needed to make it affordable.

List of Abbreviations

ABTS 2,2 -Azino-Bis(3-Ethylbenzothiazoline-6-sulfonic Acid)
Diammonium Salt

ADC Analog-to-digital Converter
AIEE Aggregation-induced Emission Enhancement
AuNPs Au Nanoparticles
CMOS Complementary Metal Oxide Semiconductor
CNT Carbon Nanotube
CVT Chemical Vapor Transport
FRET Förster (Fluorescence) Resonance Energy Transfer
GO Graphene Oxide
LCP Left Circularly Polarized
LDR Light-dependent Resistor
LED Light-emitting Diode
LHC Left-hand Circular
PCDA Pentacosadiynoic Acid
RCP Right Circularly Polarized
RGO Reduced Graphene Oxide
RHC Right-hand Circular
SPR Surface Plasmon Resonance
TMB 3,3 ,5,5 -Tetramethylbenzidine
UV Ultraviolet
VLS Vapor–Liquid–Solid
ZnONW ZnO nanowires
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8

Magnetic Sensors

8.1 Introduction

Magnetism, a very ancient discovery [1], was first discussed in ancient Indian,
Chinese, and Greek documents somewhere between the sixth and third century
BC. Despite the mentioned fact, magnetism has been explored by scientists and
engineers even today in order to make electronic devices, sensors, magnetic equip-
ment, etc. A number of inventions and discoveries have been made harnessing the
properties of magnetism. With time, the phenomenon was explored in smaller
sized particles that gave rise to micro- and nanomagnetism [2]. It was observed
that almost all physical properties change or few of the properties become intense
in smaller dimensions and hence nanomagnetism has attracted the attention of
the large scientific community for the past few decades. Many of the electronic
properties and electron transport such as electron-spin dependency become con-
trollable in the nanomagnetic regime. This provides an open scope and a possibil-
ity to develop a large scale of futuristic devices. The prior art has shown the
capability of utilizing nanomagnetism in multidimensional applications such as
magnetic memory or storage devices, magnetic recording heads, magnetic reso-
nance imaging, biomedicine, and drug delivery. Aside from these, nanomagnetism
is presently used in spin-dependent devices such as spin-logic, spin-torque oscil-
lators, and magnonic crystals.
The magnetic storage phenomenon is nothing but the sensing of external mag-

netic fields and hence a brief discussion on the consequence of nanomagnetism
in data storage technology would be helpful. Magnetism was utilized to develop
storage more than a hundred years ago and the same was in use for storing
audio, video, and data as nonvolatile memory since its discovery. Magnetic tape
technology was significantly used for storage purposes before IBM first demon-
strated a magnetic hard disk drive in the year of 1956. However, due to limited
storage capacity, the magnetic disk was not very popular. The development of
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magnetoresistance and nanomagnetism has altered conventional storage technol-
ogy, and in the last few years, storage space for data has risen by a factor of more
than 20million. The storage density has also been increased and hence higher stor-
age capacity was enabled in a small area. Although storage devices are a significant
development and outcome of nanomagnetism, several other solid-state devices are
also developed for sensing and other electronic applications. Nanomagnetism has
also enabled spin-dependent devices like metal oxide semiconductor field effect
transistor (MOSFET) which provides better performance. However, a lot of these
gadgets still need technological adjustments to be utilized in practice, and a lot of
research is being done in this area right now. Hall effect magnetoresistance has a
wide application in different sensing applications. Different types of magnetore-
sistance have been employed to develop high-precision sensors and devices.
Researchers have been interested in magnetic sensors for quite some time. Sev-

eral magnetic phenomena have been utilized for sensing applications. Moreover,
magnetic phenomena, like magnetic induction, Hall effect, and magnetoresist-
ance, are used to create sensors for different applications such as biosensing, stor-
age devices, and current sensing. People have used the magnetic properties of
materials such as diamagnetism and paramagnetism to fabricate different sensors.
In this chapter, different material properties, magnetic phenomena, fabrication
techniques, and a few applications will be discussed.

8.2 Materials’ Magnetic Properties

Variousmagnetic materials have different sorts of magnetic characteristics [3]. For
that reason, different sensing applications require different magnetic materials.
Among others, paramagnetism is highly desirable in most magnetic sensors. In
this section, the properties are explained briefly. Figure 8.1 shows the alignment
of magnetization in different types of materials.

Ferromagnetism

H

Antiferromagnetism Ferrimagnetism Paramagnetism

Large M
(1–5 μB/atom)

Small M
(10–3 μB/atom)

Large M
(1–5 μB/atom)

Small M
(10–3 μB/atom)

Figure 8.1 The magnetization alignment inside different kinds of materials and the typical
magnetization values.
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8.2.1 Diamagnetism

Due to a substance’s diamagnetism, which is a magnetic property, the magnetic
field applies the repelling force on that material. A material often experiences
repulsion when the magnetic field is applied because it creates a magnetic field
inside it that is normally in the opposite direction. Diamagnetism is a quantum
mechanical phenomenon, which can be found in all materials. But, in a few cases,
this phenomenon is outplayed by other associated processes such as the creation of
magnetic dipole. Due to the way, it interacts with the field of magnetism, diamag-
netism is the sole common occurrence among diamagnetic materials.
According to traditional theory, a magnetic moment (μ) is created when an atom

is in a closed orbit or an electron is rotating around its axis. The moment can be
defined as, μ =− (2/me)I, where me is electron rest mass and I is the angular
momentum. The I can be the spin angular momentum, orbital angular momen-
tum, or total angular momentum of an electron because this is a classical theory.
However, the electron’s magnetic moment will suffer a torque under an exterior
magnetic field, dI/dt = (μ ×H) =− (2/me)(I ×H).
I will process around H at a frequency indicated by the curl of I and H in the

equation above, ωL = eH/2me, this frequency is known as Larmor frequency. This

phenomenon causes a magnetic moment, μi = − e2 6m2
e Hr2 , where r2 is the

mean square distance of the electron from the nucleus. For an atom having z elec-
trons, the susceptibility per unit volume can be given as,

χ = −
Ne2

6m2
e

z

i = 1

r2

where N is the volumetric atom density. All materials have a constant, tempera-
ture-independent negative diamagnetic susceptibility. χ is 10−6 cm3/mol in order
of magnitude.

8.2.2 Paramagnetism

Paramagnetism, in contrast to diamagnetism, is a magnetic property due to which
a material experiences weak attraction under a magnetic field. This characteristic
aids in inducing an internal magnetic field in a substance, directed in the path sim-
ilar to the exterior magnetic field.
A permanent magnetic moment μ is connected to paramagnetic materials.

A magnetic moment μ with total angular momentum J (where μ = gμBJ, g is
the Lande g factor) has J (J + 1) distinct values in that direction of external mag-
netic flux density B. The component of the μ along the direction of B can be defined
as, μ = mJgμB, where μB is the Bohr magneton and mJ is the azimuthal quantum
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number that takes values from J, J− 1, J− 2, …,−J. The system’s energy is defined
as, E =− μ B =−mJgμBB.
At room temperature, i.e.mJgμBJH/kT 1 (where H is magnetic field strength,

T is temperature), the magnetization of the system is determined using Boltzmann
distribution and the magnetization can be written as,

M =
Ng2J J + 1 μ2BH

3kT

Hence, the paramagnetic susceptibility can be defined as,

χp =
M
H

=
Ng2J J + 1 μ2B

3kT
=

Nμ2

3kT
=

C
T

where Curie constant, C = Ng2J J + 1 μ2B 3k and this is recognized as the

Curie law of paramagnetism. Hence, from the above equation, it is evident that
the paramagnetic susceptibility is independent of the biased magnetic field and
inversely related to temperature. For one Bohr magneton’s magnetic moment
(μB), χ ~ 1/30T, hence, χ ~ 10−4 cm3/mol at T = 300 K.

8.2.3 Ferromagnetism and Antiferromagnetism

Ferromagnetism is the strongest responsive magnetic property of a material. Fer-
romagnetic materials are often used to make permanent magnets. Ferromagnetic
materials experience a strong attractive force under the magnetic field. Iron,
cobalt, and nickel are well-known ferromagnetic materials.
Antiferromagnetism is similar to ferromagnetism. But the electron spins are

arranged in the material in an orderly fashion. The pattern is temperature depend-
ent and at high temperatures, the pattern vanishes.
Ferromagnetic materials have spontaneous magnetization which is the manifes-

tation of the strong interaction between atomic dipoles. Weiss’ definition of the
typical molecular field effect on a magnetic dipole is, Hm = H+ γM, where M
denotes the magnetization, H denotes the applied magnetic field, and γ denotes
the Weiss constant. If one substitutes this equation into the paramagnetic suscep-
tibility, χp = M/H = C/T, it becomes,

χp =
M
Hm

=
M

H + γM
=

C
T

Further, this equation gives,

χf =
C

T −Cγ
=

C
T −Tc
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This equation is known as the Curie–Weiss law and Tc is Curie temperature.
Below Tc, ferromagnetic material shows spontaneous magnetization.
Weiss omitted any discussion of the field of molecules. The explanation of the

molecular field was given by Heisenberg by providing quantum mechanical
exchange interaction. The Heitler–London model for hydrogen molecules
served as the foundation for Heisenberg’s theory, the wave function of two elec-
trons can be defined as, ψ(r1, s1) and ψ(r2, s2), where ri and si are the spatial and
spin coordinates, respectively. When two electrons get closer, the two wave
functions overlap and create a combined wave function which is antisymmetric
as per Pauli’s exclusion law and the combined wave function becomes,
ψ = ϕ(r)Γ(s), where ϕ(r) is the function related to spatial coordinate and Γ(s)
is a function for spin coordinate only. Hence, the antisymmetric wave function
can be defined as, ψanti = ϕsym(r1, r2)Γanti(s1, s2) or ψanti = ϕanti(r1, r2)Γsym(s1, s2).
More explicitly, the singlet ψS and triplet ψT states of the combined wave
function can be represented as,

ψS = A ϕa r1 ϕb r2 + ϕa r2 ϕb r1 Γα s1 Γβ s2 −Γα s2 Γβ s1

ψT = B ϕa r1 ϕb r2 −ϕa r2 ϕb r1

Γα s1 Γα s2

Γα s1 Γβ s2 + Γα s2 Γβ s1

Γβ s1 Γβ s2

In the singlet state, the entire spin quantum number S= 0 as the spins are in the
antiparallel state, whereas the entire spin quantum number S = 1 for triplet state,
and therefore there are (2S + 1) degenerate states.
For a hydrogen molecule with two nuclei, let us assume a and b, the Hamilto-

nian H12 may be stated as,

H12 =
e2

rab
+

e2

r12
−

e2

r1b
−

e2

r2a

where the separation between two nuclei, the distance between electrons, and
the distance between nuclei and electrons are denoted by the letters rab, r12,
r1b, and r2a, respectively. The energy of the singlet and triplet states are
expressed as,

ES = A2 K12 + J12

ET = B2 K12 − J12

where J12 is the exchange integral and K12 is the average Coulomb interaction
energy J12 must be positive for spins to align parallel.
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In this case, the direct interaction of two overlapping wave functions is taken
into consideration and thus it describes the direct exchange. In some ferromag-
netic materials, a direct exchange might not represent a meaningful interaction
though. When 4f electrons are strongly localized in a material and do not partic-
ipate in bonding, the indirect exchange must be crucial.
In almost all cases, magnetic properties are important to be considered in

designing a magnetic sensor. Therefore, Table 8.1 provides the magnetic charac-
teristics of several soft magnetic materials.

Table 8.1 Magnetic properties of selected soft magnetic materials.

Material Composition
Maximum
permeability

Coercivity
(A/m)

Saturation flux
density (T)

Cobalt Co99.8 250 800 1.79

Permendur Fe50Co50 5000 160 2.45

Iron Fe99.8 5000 80 2.15

Nickel Ni99.8 600 60 0.61

Silicon–Irona Fe96Si4 7000 40 1.97

Hiperco Fe64Co35Cr0.5 10,000 80 2.42

Supermendur Fe49Co49V2 60,000 16 2.40

Ferroxcube
3F3b

Mn-Zn-Ferrite 1800 15 0.50

Manifer 230c Ni-Zn-Ferrite 150 8 0.35

Ferroxplanad Fe12Ba2Mg2O22 7 6 0.15

Hipernik Fe50Ni50 70,000 4 1.60

78 Permalloy Fe22Ni78 100,000 4 1.08

Sendust Fe85Si10Al5 120,000 4 1

Amorphouse Fe80Si20 300,000 3.2 1.52

Mumetal 3 Fe17Ni76Cu5Cr2 100,000 0.8 0.90

Amorphouse Fe4.7Co70.3Si15B10 700,000 0.48 0.71

Amorphouse Fe62Ni16Si8B14 2,000,000 0.48 0.55

Nanocrystalline Fe73.5Si13.5B9Nb3Cu 100,000 0.4 1.30

Superalloy Fe16Ni79Mo5 1,000,000 0.16 0.79

aNonoriented.
bAt 100 kHz.
cAt 100MHz.
dAt 1000MHz.
eAnnealed.
Source: Adapted from Ripka [2].
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8.3 Nanomagnetism

Magnetism studied in submicron range particles gives rise to nanomagnetism
[2–4]. The magnetic properties are very different in the nano or submicron scale
compared to bulk. The properties vary even at the interfaces of materials. In the
nanoscale, these properties are very important. The major properties that influ-
ence mostly the magnetic nanomaterials are magnetic anisotropy, interlayer
exchange coupling, and exchange bias coupling.

8.3.1 Magnetic Anisotropy

Magnetic anisotropy is the relationship between a crystal’s energy and the orienta-
tion of the magnetic field regarding the crystalline axes. In an ultrathin film, the
magnetic anisotropy [4] plays an important role due to magnetic spin–orbit interac-
tion at the interfaces. Thus, perpendicular magnetic anisotropy (PMA) which is the
change of orientation from in-plane to perpendicular to plane is very important.

8.3.2 Interlayer Exchange Coupling

For a multilayer construction comprising nonmagnetic and magnetic materials,
interlayer exchange coupling [5] is a significant nanomagnetic phenomenon.
Between binary ferromagnetic layers that are spaced apart using a slimnonmagnetic
layer, this phenomenon will be seen. The giant magnetoresistance (GMR) effect in a
magnetic multilayer structure is based on this. This phenomenon can be observed
between two ferromagnetic layers separated by a thin nonmagnetic layer. This is the
basis of the GMR effect present in the magnetic multilayer structure. The spin-
polarized electron present in the ferromagnetic layer experiences a magnetic cou-
pling. However, the interlayer coupling is highly dependent on the Fermi surface
electron arrangement in the nonmagnetic layer. It is experimentally found that
the exchange strengths show damped oscillations due to the increase in thickness.

8.3.3 Exchange Bias

Exchange bias [6] is a magnetic phenomenon where the hysteresis loop of ferro-
magnetic and antiferromagneticmaterials shifts along the field axis after cooling to
a temperature.

8.3.4 Spin-Polarized Transport

Spin-polarized transport [7] has been reported long back in 1936. Mott realized in a
study that at very low-temperature magnon, a quasi-particle and a collective exci-
tation of the spin structure of electron in a crystal, when scattering becomes
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insignificant, the majority and minority spin with parallel and antiparallel mag-
netization in a ferromagnet, do not blend in the process of scattering. Thus, the
conductivity is formed as the total of two separate, unequal spin components,
resulting in spin-polarized current in the material. This type also goes by the name
“two current.” This model has been employed extensively to explain the different
magnetoresistive phenomenon.
One of the first experimental studies on the spin-polarized transport of carriers

used the tunneling current. Two junctions between nonmagnetic (N) and ferro-
magnetic (M) metal N/F/N create IV characteristics which could be modified
by an applied exterior magnetic field. It was also detected that an unpolarized cur-
rent becomes spin-polarized when it passes across a ferromagnetic semiconductor.
Furthermore, a series of experiments showed that the tunneling current in an
F/insulator (I)/F junction remains polarized even outside the F material. The
F layers’ magnetization affects the tunneling current and thus the resistance or
conductance of the entire F/I/F system changes with the applied external mag-
netic field or change in magnetization in F layers. Figure 8.2 describes this sche-
matically and the change in resistance gives rise to tunneling magnetoresistance
(TMR) which can be expressed as,

TMR =
ΔR
R

=
R −R

R

Parallel magnetisation

Minority-spin

subband

Majority-spin

subband

Antiparallel magnetization
(b)

(d)

(a)

(c) E E E E

Δex

N↓(E) N↓(E)N↑(E) N↑(E) N↓(E) N↓(E)N↑(E) N↑(E)

F1 I IF2 F1 F2

Figure 8.2 The tunneling junctions between two ferromagnetic materials in (a) parallel
and (b) antiparallel magnetization. The corresponding (c) up-spin and (d) down-spin electron
density in the material.
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where R denotes resistance; and show the parallel and antiparallel magnet-
ization in the F layers, respectively. Figure 8.2 shows the tunneling junctionsbetw-
een two ferromagnetic materials in parallel (a) and antiparallel (b) magnetization.
Images (c) and (d) show the corresponding up-spin and down-spin electron den-
sity in the material and Δex is the exchange spin splitting.

8.4 Magnetic Sensing Techniques

The magnetic sensors [8] generally utilize the generated magnetic field from an
external source or vary a magnetic field in the system to initiate the sensing mech-
anism. In most cases, one or more of the parameters such as permanent magnets,
electromagnets, magnetic beads, and magnetic particles are employed for sensing
purposes. Two prevalent mechanisms of solid-state magnetic sensors are Hall
effect and magnetoresistance.

8.4.1 Hall Effect Sensors

This effect [9, 10] was discovered by E. H. Hall in the year 1879. After his name, the
effect is called the Hall effect. As per the effect, whenever a current carrying sem-
iconductor or conductor block is kept under a perpendicularly aligned magnetic
field regarding the electric current as illustrated in Figure 8.3, then the magnetic
field applies a transverse force on the electric charges flowing through the medium
and thus the charges start accumulating at one side of the conductor or semicon-
ductor and thus a voltage is formed between two sides of the material block. The

VH

B

I

I

Fm Fe

Figure 8.3 The Hall effect
experimental setup.
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Hall effect is the name given to this phenomenon, and Hall voltage is the resultant
voltage.
The fundamentals of the Hall effect are as follows. If a lengthy strip with current

flowing through it is exposed to a dc magnetic field, the Hall effect manifests in its
most basic and traditional form. The Lorentz force affected the carriers present in
the strip.

F = e E + e v × B

Here, e stands for electrical charge of a carrier, E for local electrical field, v for
charge carrier’s velocity, and B for the magnetic flux density, which we assume to
be parallel to the strip plane.
Suppose the material of the strip is an N-type highly extrinsic semiconductor.

We ignore the fact that there are holes. An external electrical field called Ee is
applied in the x direction along the length of the strip. That external field is mostly
responsible for the electrical field E. The electrical field outside affects how the
electrons behave. The electronsmove down the strip with the average drift velocity
in response to the external electrical field, vdn= μn. Ee, μn being the drift mobility of
electrons. The corresponding current density is provided by, Jn= q. n. μn. Ee, where
q denotes the fundamental charge.
The carrier velocity v is due to the thermal agitation and drift. Let us neglect for a

moment the thermal motion. Themagnetic component of the Lorentz force is then
provided by,

Fmn = q μn Ee × B

That force pushes the electrons toward the strip’s upper edge. Due to this, the
concentration of electron at the strip’s top and lower edges, respectively, rises
and falls. An electrical field emerges between the strip edges as a result of those
space charges. This electrical field acts on the electrons by a force,

Fen = − q EH

That force tends to decrease the excess charges at the strip’s edges. As a steady
state, the two transverse forces Fmn and Fen balance. By equating both the equa-
tions of Fmn and Fen, we find

EH = μn Ee × B

The transverse electrical field EH is called theHall electric field.Without neglect-
ing the thermal agitation of the electrons, we get, EH =− μHn [Ee × B].
Here, μn Hn denotes the Hall mobility of the electrons. The Hall mobility differs

a little from the drift mobility: It is given by, μHn = rH μn, where rH is the Hall
scattering factor. This numerical parameter captures the impact of the carriers’
thermal motion and their scattering on the Hall effect. Another useful expression
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for the Hall electrical field is obtained when the external electrical field expressed
before is expressed by the current density, EH =− RH [J × B].

Here, RH denotes the Hall coefficient, in this case given by, RH =
1

q n
, where n

denotes the density of free electrons. Here, again we use the appropriate sign
because we neglected the thermal agitation of charge carriers. Without neglecting
their thermal agitation instead of we obtain, RH = rH/(q n).
The development of a measurably high voltage between the strip’s edges is the

hallmark of the Hall effect. It is known as the Hall voltage. Let us choose two
points on the opposite corners of the strip in Figure 8.3 so that their potential dif-

ference is zero when B = 0. The Hall voltage is then provided by, VHall =
S2
S1
EHds.

In this particular case, we find that VHall = μn Hn Ee B w, wherew denotes the
width of the strip.

Once more, the strip’s current density may be measured by, J =
I

t w
.

Here, I denote the current in the strip and t is the thickness of the strip. So, the
source of Hall voltage is, VHall = (RH/t) I B.
The above equations describe the basics of Hall effect. However, considering cor-

rection factors and other practical factors, the magnitude of Hall voltage increases
with the increase in applied magnetic field B. Additionally, the current and voltage
biasing, respectively, can be provided via,

VHall = G
w
l
μHVBiasB = SVVVBiasB 8 1

VHall = G
rH

n e t
IBiasB = SV I IBiasB 8 2

Here, G = geometrical correction factor, μH = Hall mobility of majority carriers,
rH = the Hall scattering factor, VBias = total bias voltage, n= carrier concentration,
e = electron charge, IBias = total bias current, t = thickness of the n-well implan-
tation, B = external magnetic field, SVV = voltage-related voltage-mode sensitivity,
and SV I = current-related voltage-mode sensitivity.
The voltage-related voltage-mode sensitivity (SVV), which is influenced using the

geometry andHall mobility, is significantly reliant on temperature. Hence, SVV will
change with temperature as well. On the other hand, the carrier concentration (n)
has an inverse relationship with the current-related voltage-mode sensitivity (SV I).
This term is constant for most of the operating temperature and also for a plate
doping density in the range of 1015 and 1017 cm−3.
Selective material for a Hall sensor can increase the device performance and

hence extremely significant in selecting a perfect material for the fabrication.
According to Eq. (8.2), materials having increased mobility and decreased
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conductivity will work well as Hall effect sensor materials. Thus, metals which
have increased conductivity and low mobility are not a good option for Hall sen-
sors. The sensors are generally fabricated using n-type semiconductors since the
majority carrier, i.e. electron, has higher mobility than holes. The suitable materi-
als, in this case, are Si and III–V semiconductors like InSb, InAs, and GaAs. High
mobility and significant conductivity are features of III–V semiconductors. Si is
preferred to fabricate the Hall device despite having moderate mobility since it
is compatible with IC technology.
Table 8.2 describes different parameters such as the energy band gap (Eg), the

carrier mobility (μn), and Hall coefficient (RH) at 300 K of various semiconductors
suitable for the fabrication of Hall plates. The Hall coefficient (RH) in this case is
also calculated for a fixed doping density.
The voltage mode operation of the Hall sensor is highly popular. In this case, the

output is measured in terms of voltage. The current is the sensor’s output in the
case of a current mode Hall sensor though. However, the current mode is very sel-
dom used in practice. The offset voltage or output voltage when zeromagnetic field
is applied is one of the key issues with Hall devices. The current mode Hall sensor
has a similar construction to already available gadgets. The same option of offset-
ting the offset brought on by mismatch exists with the present mode device. The
way in which signals are taken out makes the most impact.
The voltage mode Hall sensor is illustrated in Figure 8.4a, where the bias current

IBias flows from D to B arm of the plate. In this case, a symmetric structure is fab-
ricated for current spinning, which reduces the offset of the device. Hall voltage
develops across the orthogonal arm (AC) under an applied magnetic field (BZ)
in the plane’s direction. The Hall voltage, in this case, can be calculated from
the Eq. (6.2).
Figure 8.4b shows the current mode, where the current has been injected later-

ally in two adjacent arms (A and B) and an applied magnetic field causes unbal-
anced output current from the other two adjacent arms (C and D). The difference

Table 8.2 Materials for making a Hall plate along with their desired properties at room
temperature [11].

Material Eg (eV) μn (cm
−2 V−1 s−1) n (cm−3) RH (cm3/C)�

Si 1.12 1500 2.5 × 1015 2.5 × 103

InSb 0.17 80,000 9 × 1016 70

InAs 0.36 33,000 5 × 1016 125

GaAs 1.42 85,000 1.45 × 1015 2.1 × 103

∗RH is computed for a certain doping level.
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between the output current, in this case, can be characterized as a corresponding
current source of a Hall current IHall. The principal of the same can be found in
previous reports [12], where the Hall current is defined as,

IHall = μH
w
l
BIBias 8 3

where IBias = total bias current, μH = Hall mobility of majority carriers, w =
width-to-length ratio of the plate, and Bl = normal magnetic field.
To comprehend its use and application, this technique has undergone thorough

study. The expression of output currents (IH+, IH−) can be given as,

IH + =
IBias
2

+
IHall

2
8 4

IH− =
IBias
2

−
IHall

2
8 5

In this case, the Hall current (IHall) is relational to the biasing current (IBias),
external magnetic field (Bz), and magnetic resistance coefficient (β). The Hall plate
current with a cross shape may be expressed as,

IHall = μH
βBzIBias

1− βBz
2 8 6

where β is calculated as:

β =
R Bz

−R Bz = 0

R Bz
R Bz = 0

8 7

where R(Bz = 0) and R(Bz) represent the Hall plate resistance in the absence and
presence of an external magnetic field, respectively.

(a) (b)

V-Hall

A

B D

C

A

B D

C

IBias IBias

IH–

IH+

IBias

Bz

+

+

–

–

Figure 8.4 (a) Hall plate in voltage mode operation. (b) Hall plate in current mode
operation.
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For a high mobility plate, the current mode Hall sensor offers superior resolu-
tion in frail magnetic fields. Additionally, the system may be made smaller by
using fewer terminals thanks to the existing style of operation. The present mode
is anticipated to receive greater attention in the near future due to the current tech-
nical trend of miniaturization.
This technique can be used to figure out the doping type of a semiconductor as

the polarity of Hall voltage depends on themajority carrier present in the semicon-
ductor. Hall effect has major applications in industries to manufacture low-power
sensors, position detection, and contactless switching. These magnetic sensors are
often high performance and cost-effective. These are also integrable with CMOS
technologies. Although temperature has effects on the performance of different
Hall sensors, temperature drift and offset management can provide optimal behav-
ior and high sensitivity. Often sensor geometries are optimized in Hall sensor fab-
rications to get good results. However, reports have shown that the geometry
change may create a significant offset variation. Several sensors for position detec-
tion, biomolecule detection, chemical detection, and gas detection have been
reported using the Hall effect sensing mechanism.

8.4.2 Magnetoresistive Sensors

The phenomenon known as magnetoresistance [3, 7, 13, 14] describes how the
material’s resistance alters under an exterior magnetic field. This is a quantum
mechanical phenomenon and is generally based on quantum mechanical effects
like exchange coupling, spin-dependent scattering, exchange coupling as discussed
in the previous section. The MR can be classified into several types such as tunnel
magnetoresistance (TMR), anisotropic magnetoresistance (AMR), GMR, colossal
magnetoresistance (CMR), and ordinary magnetoresistance (OMR).

8.4.2.1 Ordinary Magnetoresistance

The OMR refers to the change in resistance due to the different Fermi configura-
tions and the variation in resistance is positive for parallel and antiparallel config-
urations. This is the basic form of magnetoresistance which is visible in normal
nonmetals.
Magnetoresistance (MR) is commonly defined as MR(B) = [ρ(B)− ρ(0)]/ρ(0),

where the electrical resistivities in applied magnetic field B and the zero field,
respectively, are represented by ρ(B) and ρ(0). Negative MR has lately been seen
in magnetic materials and some topological materials, while metals, semiconduc-
tors, and semimetals frequently exhibit positive MR. The majority of nonmagnetic
materials have a small MR effect, which is characterized by a low-field quadratic
field dependence that saturates to a few percent for metals. Due to various causes,
MR effects come in many distinct forms.
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Numerous presumptions have been made.

a) The magnetic field would not have an impact on the Fermi surface; rigid band
approximation is what is being used here.

b) The approximate relaxation periods.
c) No consideration is given to Berry phase or Berry curvature.

The conductivity tensor is measured under an applied magnetic field which is
as follows, in accordance with Boltzmann transport theory and the assumptions
indicated earlier:

σ n
ij B =

e2

4π3
dkτnv

n
i k vnj k −

∂f
∂ϵ ϵ = ϵn k

where e = electron charge, n = band index, τn = relaxation time of nth band,
likely to be self-governing on the wave vector k, f = Fermi–Dirac distribution,
vni k = velocity well-defined using band energy gradient.

vni k =
1
ℏ
∂ϵn k

∂ϵ

and vni k = weighted average velocity of the charge carrier over time.

dkn t
dt

= −
e
ℏ
vn kn t × B

with kn(t) = k. The trajectory kn(t) can be found, integrating the above equation.
Consequently, vn(k) is measured as the weighted average velocities with the
route kn(t).

vn k =
0

−∞

dt
τn

et τn vn kn t

Since vn(k) is perpendicular to the Lorentz force, charge carriers are unaffected
by it. As a result, energy ϵn(k) is constant, while k varies over time, showing that k is
accordingly lateral to the constant energy surface and that v is normal to it. k is also
normal to the constant energy surface. Therefore, the k vector creates an orbit that
creates a cross-section of the Fermi surface since k is orthogonal to B as well.
In the implementation, usually, we put Bτn together. Reformulate as

vn k =
0

−∞

dBt
Bτn

eBt Bτn vn kn t

σ n
ij B

τn
=

e2

4π3
dkvni k vnj k −

∂f
∂ϵ ϵ = ϵn k
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8.4.2.2 Anisotropic Magnetoresistance

In 1857, AMR was revealed by Lord Kelvin. This phenomenon causes due to the
change in orientation of magnetization of transition metals with respect to the
current passing through the material. This is also observed in different alloys.
In this case, the spin–orbit coupling, and band splitting are the major reasons
behind the phenomenon.
The anisotropic dispersion of conduction electrons from the band in this

exchange split band with uncompensated spins is the foundation of the AMR
effect. The quantum mechanical exchange energy is the difference between the
two states’ energies of the magnetic spin moment. Ferromagnetism and ferrimag-
netism are caused by the electrons. The majority of the materials exhibit positive
AMR coefficients, which shows that the parallel alignment of the spontaneous
magnetization Mf and current density J is what causes the high resistivity state.
By splitting the issue into dual portions – (i) relationship of resistivity ρ with the

course ofMf and (ii) connection betweenmagnetization direction and applied field
H – it is possible to simplify the explanation of the complicated behavior of a
generic magnetoresistor.

Resistance and Magnetization:
The AMR is a two-dimensional issue in soft magnetic thin films with a single area
state with the coordinate system and the thin, rectangular ferromagnetic film’s
dimensions (length l, breadth b, and thickness d). An applied field Hy causes Mf

to spin from the uniaxial anisotropy’s relaxed axis direction in the direction of
its hard axis direction. The angle (θ = φ− ψ) between Mf and J determines the
resistivity. With

ρ θ = ρ0 + ρp − ρ0 cos 2θ = ρ0 + ∂ρ0 cos
2θ 8 8

and ρ = ρp for Mf parallel J and ρ = ρ0 for Mf parallel J orthogonal, the magneto-
resistive coefficient, expressed as the quotient ∂ρ/ρ0, may amount tomany percent-
age points. With the resistance

R θ = ρ θ
l
bd

= R + ∂R cos 2θ 8 9

the voltage in x direction is

Ux = I
l
bd

ρ0 + ∂ρ0 cos
2θ

The tensor property of ρ governs yet another AMR-related phenomenon. Per-
pendicular to the current density’s underlying electrical field, Ex, Jx is a field of
electricity.

Ey = Jx∂ρ sin θ cos θ
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The phenomenon is referred to as the planer or unusual Hall effect because of
its orientation. The planner Hall voltage

Uy = I
∂ρ

d
sin θ cos θ

Magnetization and Applied Field:
It should be remembered that the flux density B is measured by all magnetic sen-
sors. The torque operating on magnetic moments and the Lorentz force operating
on electrical charges in motion result in a physical effect. When considering the
following factors, H is typically utilized since B and the functional field H of
sensor’s outside has a general connection (B = μ0H).
If H is in y direction, then the angle

θ = arcsin
Hy

H0

Between Mf and J (for −1 <Hy/H0 < 1) results in the resistance’s dependency
on the field.

R Hy = R0 + ∂R 1−
Hy

H0

2

8.4.2.3 Giant Magnetoresistance

GMR is a nanomagnetic phenomenon in magnetic multilayers separated by non-
magnetic layers. In 1988, Fert and Grünberg made this discovery. The resistance
across the layer falls to a certain value and eventually saturates beyond a specific
magnetic field intensity when a multilayer of ferromagnetic (FM)/nonmagnetic
(NM)/ferromagnetic (FM) material is maintained in the rising magnetic field.
The cause of the phenomena was determined to be the antiferromagnetic
exchange coupling and scattered condition of spin-up and spin-down electrons.
In this situation, the current-in-plane (CIP) and current-perpendicular to the
plane (CPP) geometries are predominantly employed. In the geometry of CIP,
the flow of current is with the multilayer and in CPP geometry the current flows
across the layers. Later, studies revealed that the GMR can be found in uncoupled
magnetic layers if the magnetizations of FM layers can be changed from parallel to
antiparallel configuration. The magnetoresistance varies depending on the width
of the sandwiched nonmagnetic conducting layer, which is typically quite thin.
Magnetoresistance values that were first measured in single crystalline, (100)

Fe/Cr/Fe sandwiches and (100) oriented Fe/Cr multilayers were substantially
greater (50% at low temperatures). Moreover, the behavior of the Fe layers them-
selves may be able to explain the higher magnetoresistance. These structures’ Cr
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layer thicknesses match a value that was previously discovered to provide an anti-
ferromagnetic interaction between the Fe layers. These original, independent
observations, of what is now known as GMR, provided much impetus to the devel-
opment of spin electronics, because of their immediate implementation in mag-
netic recording head technology. The magnitude of GMR is calculated either as
δR/R = RAP− RP/RAP or δR/R = (RAP− RP)/RP, the latter giving a much larger
value, where, RAP > RP, are the resistances observed with the Fe layers aligned
antiparallel (initially) and parallel (on the application of a magnetic field),
respectively. Subsequently, other ferromagnetic/nonmagnetic metallic multilayer
structures have also shown GMR, most notably Co/Cu, which at first had some of
the highest values. Moreover, these polycrystalline Co/Cu multilayers produced
by sputtering showed an oscillation (period 9 Å) of the saturation magneto-
resistance with Cu spacer thickness; large GMR values were observed for
thicknesses corresponding to antiferromagnetically coupled layers, whereas
for thicknesses initially showing ferromagnetic coupling, the external field had
little effect on comparative placement of Co layers, which displayed weak
GMR. Interestingly, even for very large Cu spacer thicknesses, with very weak
interlayer coupling, GMR is detected, provided themagnetic layers are broken into
spheres. Factually, antiferromagnetically coupled multilayers are not at all a
precondition for GMR, and similar effects were reported in inhomogeneous
magnetic systems, such as granular alloys, containing a uniform dispersion of
magnetic particles in a nonmagnetic matrix.
A simple model to explain GMR is the resistor network, shown in Figure 8.1.

Here, according to the two-spin-channel model of electrical conduction, we assign
two different resistivities, ρ and ρ , for the spin and spin channels, respec-
tively, in the ferromagnet. In the nonmagnetic spacer layer, the resistivity, ρN,
is identical for both spin channels. The coefficient α = ρ /ρ , where α> 1,
may be used to describe the spin asymmetry of the resistivities of the two channels.
The spin electrons are therefore lightly scattered in the parallel configurations
while being substantially dispersed in both layers. The current is shorted by the
spin channel, giving RP = (2ρ ρ )/(ρ + ρ ). In the antiparallel configuration,
each of the spin channels is either strongly or weakly scattered in the layers, and
the resistance is averaged, with RAP = (ρ + ρ )/2. Thus, GMR ratio is provided as

GMR =
δR
R

=
RAP −RP

RP
=

ρ + ρ 2

4ρ ρ

8.4.2.4 Tunnel Magnetoresistance

TMR is a magnetic phenomenon depending on the spin-dependent tunneling
current through a tunnel junction comprising magnetic material, insulator, and
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magnetic material layer. Spin-polarized tunneling of electrons, in this case, is
dependent on the magnetization of materials. In this case, the insulating layer
thickness should be very small in order to facilitate tunneling through the barrier.
This type of magnetoresistance can show up to 6000% resistance change under the
influence of magnetic fields.
Magnetic tunnel junctions (MTJs), formed of two ferromagnets parted using a

slim insulator, are where TMR occurs. Electrons can tunnel between two ferro-
magnets if the insulating barrier is small (naturally a few nanometers). Due to
the fact that this process is prohibited in classical physics, the tunnel magnetore-
sistance is solely a quantum mechanical phenomenon.
Thin film technique is used in the production of magnetic tunnel junctions.

Molecular beam epitaxy, pulsed laser deposition, and electron beam physical
vapor deposition are also used on a laboratory size, while film deposition is being
done on an industrial scale. Photolithography is used to prepare the connections.
The impact amplitude or relative resistance changes are defined as TMR: =

(Rap− Rp)/Rp where Rap and Rp are electrical resistances in the antiparallel and
parallel states, respectively.
The ferromagnetic electrodes’ spin polarizations can also be used to explain

the TMR phenomenon. At the Fermi energy, the spin-dependent density of
states D (DOS) is used to compute the spin polarization P: P = (D(EF)−D(EF))/
(D(EF) +D(EF)).
Spin-up electrons are oriented parallel, whereas spin-down electrons are aligned

antiparallel to the exterior magnetic field. Two ferromagnets, P1 and P2, have
polarizations of spin which provide information on the relative resistance change:

TMR =
2P1P2

1− P1P2

The junction experiences equal rates of electron tunneling in both directions in
the absence of any voltage. At a bias voltage U, electrons tunnel predominantly to
the positive electrode. The current may be modeled as two currents on the pre-
sumption that spin is preserved throughout tunneling. Two partial currents,
one for spin-up electrons and the other for spin-down electrons, split the overall
current. Depending on the magnetic states of the connections, these change.
A known antiparallel state can be reached in one of two methods. Using ferro-

magnets having various coercivities (utilization of variousmaterials or thickness of
film) is the first way. Second, exchange bias refers to the connection between an
antiferromagnet and one of the ferromagnets. The uncoupled electrode’s magnet-
ization is still “free” in this instance.
If P1 and P2 or if both electrodes have 100% spin polarization, equal 1, the TMR

becomes infinite. The magnetic tunnel junction behaves like a switch in this
case, switching magnetically between infinite and low resistance. Ferromagnetic
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half-metals are the materials that are taken into account for this. The spin polar-
ization of their conduction electrons is complete. Although this behavior is
theoretically expected for a variety of materials, there has been some quiet disa-
greement on its experimental proof. Bowen et al.’s findings of 99.6% spin polari-
zation at the edge between La0.7Sr0.3MnO3 and SrTiO3 essentially equate to
evidence of the characteristic obtained experimentally if one just takes into
account the electrons that participate in transport.
An increase in both temperature and bias voltage causes a reduction in TMR.

Both can theoretically be explained by magnon excitations, interactions with
magnons, and tunneling with regard to localized states brought on by oxygen
vacancies.

8.4.2.5 Colossal Magnetoresistance

The CMR occurs at a range of temperatures due to the phase transition from
ferromagnetic to paramagnetic. This phenomenon is usually predominant in
perovskite materials. Generally, a double exchange of electron spin orientation
and a proton is expected in this scenario.
The ability of some materials, primarily perovskite oxides based on manga-

nese, to drastically change their electrical resistance due to the magnetic field
is called CMR. Materials having CMR may exhibit resistance changes of orders
of magnitude, whereas conventional materials’ magnetoresistance only permits
resistance swings of up to 5%. The large series of ferromagnetic and AF spin con-
figurations of the systemmay be explained by a hypothesis of magnetic exchange
via covalent bonds. According to the “double” exchange hypothesis, there is a
struggle for control of the magnetic order between “double” exchange, which
prefers order of ferromagnetic spin, and super-exchange, which promotes an
AF spin configuration. The characteristic of the charge carrier and the properties
of transport must still be understood in order to fully realize the magnetic struc-
ture on the basis of spin–spin interaction under Jahn–Teller lattice distortion and
“double” exchange.

8.5 Fabrication and Characterization Technologies

Magnetic sensors are developed using both conventional and nonconventional
processes. Conventional micro/nanofabrication techniques are used for the prog-
ress of a variety of magnetic sensors. The details of fabrication are discussed in
Chapter 2 of this book. However, a brief process flow and a few new fabrication
techniques are discussed here.
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8.5.1 Conventional Fabrication

The major fabrication technology for the magnetoresistive sensor is the deposition
of metal layers. Sputtering, thermal deposition, and e-beam evaporation are exten-
sively used for the magnetic metal layer depositions. The deposition of extremely
thin layers of magnetic and nonmagnetic metal elements is one of the main diffi-
culties in this situation, thus optimizing the deposition parameters is crucial. Aside
from the micro/nanofabrication techniques, people have also used the solution
process, drop casting, and printing technologies to fabricate magnetic sensors.

8.5.2 Solution Process

The solution process has also been employed for fabricating granular magnetore-
sistive sensors. This type of fabrication involves synthesizing magnetic or nonmag-
netic metal nanoparticles of different sizes. Most of the cases, the metal salts are
reduced to form different nanoparticles, however, controlling the oxidation of the
metal nanoparticles is a challenging aspect of this process. But this process offers a
synthesis of different-sized nanostructures by tuning different parameters such as
stirring, temperature, and reaction time.

8.5.3 Printing Technologies

Although creating nanofilms of metal is not possible using the existing inkjet or
screen-printed techniques [15, 16], different magneto-responsive inks have been
employed for the development of magnetoresistance devices. Printed Hall sensors
are also reported in this direction. The advent of the super inkjet printer has pro-
vided higher resolution of up to 1 μm, which can help in developing different types
of magnetoelectronic sensors.

8.6 Magnetic Sensor Applications

Magnetic sensors find huge applications from electronics to biosensing. The
advent of GMR has made the biosensing platform more sensitive. Moreover,
the magnetoresistive phenomenon is also used in read heads for magnetic drives
and current sensing. Herein, a few of these applications are discussed in brief.

8.6.1 Biosensors

Different magnetoresistive sensors [17, 18] are employed for the development of a
variety of biosensors. Magnetic microbeads are used extensively for immobilizing
biomolecules for the detection of biomarkers. Different GMR sensors have been
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reported in this direction that is capable of high-precision detection. For example,
DNA concentration was detected by functionalizing the streptavidin-conjugated
magnetic beads to react with the DNA on the GMR sensor. Multiple GMR devices
are reported to detect bioanalytes to make point-of-care testing devices.
Several sensors are also developed based on TMR. Hall effect sensor also showed

promising results to be used as a sensitive biosensor. Several magnetic nanostruc-
ture materials are used to make biosensors in this regard.
In recent times, the magnetic sensors are also integrated with systems such as

mechanical, microfluidic, and microelectromechanical devices [19–21]. In micro-
fluidic applications [22], the sensors are used to detect magnetically labeled cells
and quantify the count of cancer cells in a flowing system. Systems are also devel-
oped to detect multiple biomarkers in smartphones using GMR-based sensors.
Figure 8.5 shows the scheme of detecting biomolecules usingmagnetic sensors like
the Hall sensor (a) and GMR sensor (b). In both the cases, magnetic beads are func-
tionalized with specific biomolecules that react with the analyte and attach with
the sensor surface. As a result, there is a magnetic field generated close to the sen-
sor, and the magnetic field from the bead is used to detect the object.

8.6.2 Magnetic Storage and Read Heads

GMR has been explored significantly for developing read heads and storage
devices [23–25]. The GMR devices are incorporated in commercial hard disk
drives. The CPP geometry of GMR is now being explored for developing high-
performance magnetic read-head technology. The AMR and GMR read heads
were commercially introduced by IBM for the first time in 1990 and 1997. The
binary counts such as 0 and 1 are detected in terms of change in magnetizations
by GMR read heads. There is a huge demand from the industry side to develop
high-density memory devices to miniaturize the memory components. Aside from
GMR, the TMR and AMR are also explored significantly to develop magnetic stor-
age devices.

8.6.3 Current Sensing

Magnetic sensors are very sensitive to current sensing [26, 27]. Figure 8.6a shows
the schematic illustration of the current detection mechanism. A magnetic sensor
may sense themagnetic field created by a current flowing through awire around it.
Several sensors are present in the market which work on Hall effect, capable of
detecting current in a system. Unlike conventional current sensors, AMR sensors
are capable of detecting current in contactless mode. AMR sensors are also used as
analog multipliers due to their resolution and bandwidth which in turn provides
higher sensitivity. However, many of the AMR sensors suffer from input signal
leakage, nonlinearity, and heating. Recent reports have also shown the current
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sensor based on TMR as a built-in chip. Further development has also indicated
the capability of the GMR sensor to be used as an on-chip current sensor. GMR
sensor provides high sensitivity, linearity, and ease of tuning. GMR eddy current
sensor has been employed for the detection of cracks. The schematic representa-
tion of the eddy current sensor, which detects changes in magnetic fields caused by
eddy currents, is shown in Figure 8.6b. Recently, CMOS technology compatible
GMR sensor was developed for current sensing in integrated circuits.
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Figure 8.5 The biosensing application using a Hall effect sensor (a) and a GMR sensor (b).
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8.6.4 Position and Angle Sensors

Magnetic sensors are also used for position and angle detection [28, 29]. Figure 8.6c,
d show the schematic illustration of the position sensing using magnetic sensors. In
this case, either a magnet or a sensor is connected to the wheel which interacts with
one of its fixed counterparts to generate signals. The delay and phase of the consec-
utive signals are then used to determine the position and angle. AMR sensors are
being used extensively by the automotive industries for the angle and position sen-
sing for the past few decades. However, the advent of GMR technology helped in
manufacturing high-precision angle and position detection. These sensors can with-
stand high temperature and pressure. The sensors were also placed between a rotat-
ing wheel and a permanent magnet in antilock braking systems (ABS). Spin valve
was used for the contactless detection of position. These sensors have two layers –
one is a pinned rigidmagnetic layer and other one is a lenient magnetic layer. These
sensors’ responses are largely influenced by the applied external magnetic field. In
this direction, TMR-based sensors were developed for angle displacement. Time
pulse count of phase delay of TMR and a reference sensor output has been exploited
to measure the angular displacement.
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Figure 8.6 Different sensing mechanisms in brief such as current sensing (a), eddy current
sensing (b), angle sensing (c), and position sensing (d).
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8.7 Prospects and Limitations

There is a great deal of potential for the currently available sensors to be employed
in different areas of applications, including magnetic storage, current sensors, and
different environmental sensing applications. However, the sensitivity and com-
plex fabrication limit these sensors to be used as a disposable one.Magnetoresistive
sensors have shown potential in the ultrasensitive detection of biomolecules and
use in magnetic storage devices. However, the sensors require more attention in
terms of the fabrication process. The existing fabrication techniques are not suit-
able for disposable sensor fabrication as it will not be economically viable and
hence, the sensors may find difficulties in terms of commercialization in biosen-
sing or environmental applications. Moreover, the sensors are highly sensitive
toward external magnetic fields and hence proper packaging and magnetic shield-
ing are desired. Since the measurements might be impacted due to the existence of
an outer magnetic field, isolation is now another difficult task.

List of Abbreviations

AMR Anisotropic Magnetoresistance
CIP Current-in-Plane
CMR Colossal Magnetoresistance
CPP Current-Perpendicular to the Plane
FM Ferromagnetic
GMR Giant Magnetoresistance
MOSFET Metal Oxide Semiconductor Field Effect Transistor
NM Nonmagnetic
OMR Ordinary Magnetoresistance
PMA Perpendicular Magnetic Anisotropy
TMR Tunnel Magnetoresistance

References

1 Meyer, H.W. (1971). A History of Electricity and Magnetism. MIT Press.
2 Ripka, P. (2001). Magnetic Sensors and Magnetometers. Artech House.
3 Krishnan, K.M. (2016). Fundamentals and Applications of Magnetic Materials.

Oxford University Press.
4 den Broeder, F.J.A., Hoving, W., and Bloemen, P.J.H. (1991). Magnetic anisotropy of

multilayers. Journal of Magnetism and Magnetic Materials 93: 562–570.
5 Stiles, M.D. (1999). Interlayer exchange coupling. Journal of Magnetism and

Magnetic Materials 200 (1): 322–337.

References 365



6 Nogués, J. and Schuller, I.K. (1999). Exchange bias. Journal of Magnetism and

Magnetic Materials 192 (2): 203–232.
7 Tsymbal, E.Y. and Zutic, I. (2016). Handbook of Spin Transport and Magnetism.

CRC Press.
8 Asfour, A. (2017). Magnetic Sensors: Development Trends and Applications.

IntechOpen.
9 Paun, M.-A., Sallese, J.-M., and Kayal, M. (2013). Hall effect sensors design,

integration and behavior analysis. Journal of Sensor and Actuator Networks 2 (1):
85–97.

10 Popović, R.S. (1989). Hall-effect devices. Sensors and Actuators 17 (1): 39–53.
11 Kvitkovic, J. (1997). Hall generators. CERN Accelerator School on Measurement and

Alignment of Accelerator and Detector Magnets, Anacapri, Italy (11–17 April 1997),
vol. 98-05.

12 Sze, S.M. and Lee, M.K. (2013). Semiconductor Devices, Physics and

Technology. Wiley.
13 Tumanski, S. (2001). Thin Film Magnetoresistive Sensors. CRC Press.
14 Ennen, I., Kappe, D., Rempel, T. et al. (2016). Giant magnetoresistance: basic

concepts, microstructure, magnetic interactions and applications. Sensors (Basel,
Switzerland) 16 (6): 904.

15 Manjakkal, L., Sakthivel, B., Gopalakrishnan, N., and Dahiya, R. (2018). Printed
flexible electrochemical pH sensors based on CuO nanorods. Sensors and Actuators
B: Chemical 263: 50–58.

16 Manjakkal, L., Shakthivel, D., and Dahiya, R. (2018). Flexible printed reference
electrodes for electrochemical applications.AdvancedMaterials Technologies 3 (12):
1800252.

17 Krishna, V.D., Wu, K., Perez, A.M., and Wang, J.-P. (2016). Giant
magnetoresistance-based biosensor for detection of influenza A virus (in english).
Frontiers in Microbiology, Methods 7 (400): 1–8.

18 Wang, S.X. and Li, G. (2008). Advances in giant magnetoresistance biosensors with
magnetic nanoparticle tags: review and outlook. IEEE Transactions onMagnetics 44
(7): 1687–1702.

19 Pekas, N., Porter, M.D., Tondra, M. et al. (2004). Giant magnetoresistance
monitoring of magnetic picodroplets in an integrated microfluidic system. Applied
Physics Letters 85 (20): 4783–4785.

20 Trontelj, J. (1999). “Optimization of integrated magnetic sensor by mixed signal
processing. IMTC/99. Proceedings of the 16th IEEE Instrumentation and

Measurement Technology Conference (Cat. No.99CH36309), Venice, Italy (24–26
May 1999), vol. 1, pp. 299–302.

21 Herrera-May, L.A., Aguilera-Cortés, A.L., García-Ramírez, J.P., and Manjarrez, E.
(2009). Resonant magnetic field sensors based onMEMS technology. Sensors 9 (10):
7785–7813.

366 8 Magnetic Sensors



22 Xianyu, Y., Wang, Q., and Chen, Y. (2018). Magnetic particles-enabled biosensors
for point-of-care testing. TrAC Trends in Analytical Chemistry 106: 213–224.

23 Comstock, R.L. (2002). Review modern magnetic materials in data storage. Journal
of Materials Science: Materials in Electronics 13 (9): 509–523.

24 Irshad, M.I., Ahmad, F., and Mohamed, N.M. (2012). A review on nanowires as an
alternative high density magnetic storagemedia.AIP Conference Proceedings, Kuala
Lumpur, Malaysia (26 September 2012), vol. 1482, no. 1, pp. 625–632.

25 Stevens, L.D. (1981). The evolution of magnetic storage. IBM Journal of Research
and Development 25 (5): 663–676.

26 Dogaru, T. and Smith, S.T. (2001). Giant magnetoresistance-based eddy-current
sensor. IEEE Transactions on Magnetics 37 (5): 3831–3838.

27 Ouyang, Y., He, J., Hu, J., and Wang, S.X. (2012). A current sensor based on the
giant magnetoresistance effect: design and potential smart grid applications.
Sensors 12 (11): 15520–15541.

28 Burger, F., Besse, P.A., and Popovic, R.S. (1998). New fully integrated 3-D silicon
Hall sensor for precise angular-position measurements. Sensors and Actuators A:

Physical 67 (1): 72–76.
29 Mapps, D.J. (1997). Magnetoresistive sensors. Sensors and Actuators A: Physical

59 (1): 9–19.

References 367





9

Interface Circuits

9.1 Introduction

The advent of semiconductor evolution, cheaper mass-produced integrated cir-
cuits, and Internet connectivity has opened a lot of opportunities for many appli-
cation-based smart systems [1]. One of the primary targets inmodern research is to
interface computers and intelligent computing facilities with the outside world for
monitoring the environment, health, agriculture, etc. [2]. For this purpose, detect-
ing and quantifying various physical, chemical, biological, or any other parameters
are necessary and sensors play an essential role in that. Hence, to connect those
sensors with computing facilities, it is essential to have a suitable and proper inter-
face circuit [3]. All the sensors need suitable circuits to operate for a specific appli-
cation [4, 5]. For accurate performance and safety of the device, the sensor often
requires a customized circuitry based on its application [6]. For this reason, it is
equally essential that the sensor engineer is aware of the possible circuitry and user
interface options. Furthermore, an idea of the computing and processing unit can
help the sensor designer and the user to extract valuable information from meas-
ured parameters [7]. This chapter is focused to discuss various interfacing circuits,
different electronic components for amplification, noise and its reduction, exciting
sources, batteries, various energy-harvesting devices, and various data transmis-
sion systems used for sensor operations.

9.1.1 Functions of Interface

Interfacing of sensors and readout circuits is most important for accessing the
physical quantity sensed by the sensor. An input/output (I/O) interface is the part
of a circuit or a circuit itself that is used to connect an I/O device to a system such as
computer bus [8]. On one side of the interface, address data and control of a bus
signal are available and on the other side, a data path with associated controls is
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provided to convey data between the interface and the I/O device. This is referred
to as a port and can be either parallel or serial in nature. A parallel port transfers
data in the form of several bits, often 8 or 16, to or from the device simultaneously
[9]. A serial port sends and receives data bit by bit. For both formats, bus commu-
nication is the same; parallel to serial conversion, and vice versa, occurs within
the interface circuit. The I/O interface performs the following functions [10]:

• Provides at least one word (or one byte, in the case of byte-oriented devices)
data storage buffer

• Contains status flags to detect whether the buffer is empty (for output) or com-
plete (for input)

• Contains address-decoding circuitry to determine when the CPU is addressing it

• Generates the proper timing signals for bus control system

• Executes any format conversions required to transport data between the bus
and the I/O device, for example, in the case of a serial port, parallel–serial
conversion.

9.1.2 Types of Sensor Interfacing Circuits

There are typically two kinds of highly preferred sensor interface circuits: namely,
resistive and voltage-producing sensor circuits. Resistive sensors are the ones that
act as a variable resistor due to the influence of stimuli or input [11]. These sensors
typically have a base resistance or resistance in the absence of input, andminimum
and maximum resistance values that match the input stimuli’s extremes. These
values can be found in the data sheet of the sensor under consideration or during
fabrication. Otherwise, user can measure those values. These values are important
for the designing of the interface circuit. Similarly, there are sensors that provide a
variable voltage as output. The voltage output varies with the input. The range of
voltage, i.e. maximum to minimum, can be found in the datasheet of the sensor. In
this case, the lowest or minimum value is more crucial in developing the interface
circuit. However, the maximum value is also important.
Before connecting a sensor with a computing system, the signal must be deliv-

ered to an interfacing device of some sort and then it goes to a further computing
system [12]. In this scenario, it is vital to notice that the signals from themajority of
the sensors are analog. Hence, the interfacing circuit begins with an analog front
end to which various analog components are attached. Interfacing circuits for each
type of sensor or the same sensor for various applications may differ as the desired
parameters to be extracted are different. Furthermore, almost all cases, the signal
that comes out of a sensor needs conditioning before it goes for further processing.
The conditioning by the interface circuit includes signal filtering and amplifying.
Almost all interfacing circuits operate and digitize a voltage signal in 0–5 V range.
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The signal conditioning part in the interface circuit takes care of the same. These
operations are usually done stepwise as (i) converting resistance into voltage,
(ii) dividing the voltage into desired values, (iii) amplifying the voltage to a desired
value, and (v) shifting the voltage wherever necessary. The mentioned processes
can be summarized or realized using the following circuit diagram.
The output voltage (Vout) obtained from the Figure 9.1a is

Vout =
V in × R2

R1 + R2
9 1

From the equation above, the ratio between output and input voltage can be
given by,

Vout

V in
=

R2

R1 + R2
9 2

The output voltage (Vout) obtained from the Figure 9.1b is

Vout = V in × 1 +
R2

R1
9 3

Shifting Voltages: As discussed earlier, sensors that produce a voltage output that
is symmetrical around 0 V are also available. For instance, if a sensor has a voltage
range of −X to +X volt, and analog-to-digital converters (ADCs) require a positive
voltage, then these voltages must be shifted upward so that they can work from 0 to

Vln

R1

R1

R2

R2

Vln

VOut

VOut

(a) (b)

Figure 9.1 (a) Voltage divider circuit for resistance to voltage conversion. (b) Voltage
amplifier circuit to amplify the voltage.
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2X volts. The voltage shifting circuit is more complicated than the preceding
circuits. It adds a set voltage to the input signal using a twin op-amp. The values
of two resistors R1 and R2 in a voltage divider determine the voltage to be applied.
The circuit for shifting of voltage for sensor circuit design is shown in Figure 9.2.
It is vital to keep in mind that each conditioning step introduces some signal

contaminants. This indicates that the signal will get less pure as it passes through
additional phases. Furthermore, signals that undergo significant alterations will
have more contaminants than signals that undergo just minor changes.

9.1.3 Battery

This section deals with a very important component of readout circuit that is bat-
tery. A battery is a device that provides supply voltage to the circuit andmade up of
two or more cells. For example, an electric vehicle’s driving system comprises two
batteries, a motor, and two converters [13]. Since these components are intercon-
nected, they generate ripple signals. The proper interface between the batteries
and the converters can extend the life of the system. In designing an interface cir-
cuit, it is usually assumed that the battery is a simplified voltage source.
But, to make the interface design more efficient, the internal parameters of the

battery should also be taken into account. Three distinct models for modeling bat-
tery properties are discussed. Figure 9.3a shows the schematic representation of
the ideal battery. The batteries considered in general are lead–acid ones. In this
ideal model, the battery is represented as an analogous circuit by a single voltage
source. The model is fairly basic because the internal parameters are omitted. The
model, however, does not reflect the battery’s intrinsic features. Internal resistance
is taken into account in this linear model. Figure 9.3b depicts a linear model of

Input
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Figure 9.2 Circuit for shifting of voltage for sensor circuit design.
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battery with internal resistance. The voltage and internal resistance depend on the
state of discharge and other parameters and are represented as follows:

E = E0 − k f 9 4

R = R0 −KR f 9 5

where E0 = fully charged no load voltage, f = state of discharge, R0 = internal
resistance for fully charged condition, k, KR = constants associated with
experiments.
The values of different electrical parameters, i.e. no-load voltage (E), internal

resistance (R, R1), and parallel combination of C and R2, can be obtained from this
Thevenin model, as shown in Figure 9.3c. Electrically this model gives accurate
result than the linear model to simulate or to characterize the behavior of a battery
system.

9.1.4 Battery Characteristics in System Analysis

To analyze the battery model composed of capacitors, resistors, and other compo-
nents, twomethodologies are utilized [14]. Onemethodology is to study the system
by analyzing its waveform using a computer program, while the other method is to
simulate the system.
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Figure 9.3 Models for electric battery.
(a) Ideal, (b) linear, and (c) Thevenin
models.
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Various models of batteries are used for the analysis. The ideal battery model is
then used to study the system’s characteristics in Figure 9.4a. It is a graph between
ripple factor and modulation index. Figure 9.4b, d indicates the different models
of inverter system with three phases and condenser filters. Figure 9.5 represents
ripple factor w.r.t. modulation index of the battery output current related to
condenser filters for (i) single-phase and (ii) three-phase inverter.
In general, the transfer function (switching) of an inverter, H, can be calculated

using the Fourier series which is given below:

H ωt =
∞

n = 1

hn sin n ωt 9 6

Load current I0, output voltage V0, battery current Ii are represented by:

ωt = Vi H ωt 9 7

I0 ωt = V 0 ωt Z − 1 ω 9 8

Ii ωt = I0 ωt H ωt 9 9

where Vi is the inverter input voltage and Z is the load impedance.
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Figure 9.4 (a) Ripple factor of battery output current connected to a three-phase inverter.
Inverter system with three phases and condenser filters. Using the (b) ideal, (c) linear, and
(d) Thevenin battery models.
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The output current of the battery is given by [From (9.3) to (9.6)]:

Ii ωt = I0 ωt H ωt

= E
∞

n = 1

hn
Zn

sin nωt−ϕn

∞

n = 1
hk sin kωt

=
E
2

∞

k = 1

∞

n = 1

hn hk
Zn

cos k− n ωt + ϕn − cos k + n ωt−ϕn

9 10

where Zn = R2 + nωL 2 , R = load resistance, and L = load inductance.

Because the inverter input voltage Vi is the same as the DC voltage E in the ideal
model, the exact representation of the battery output current is produced. How-
ever, an assumption must be made in the linear model.

Vi ωt = Vdc +
∞

k = 1

Ck cos kωt + θk 9 11

Using the equations from (9.3) to (9.6) once more, the output current can be
calculated as follows:

I i ωt = I0 ωt H ωt 9 12

Then Vi is the inverter input voltage,

V i ωt = E− I i ωt R 9 13

which means that both values of Vi are the same.

Thevenin model analysis: The output current and Vi of the battery can be deter-
mined using the linear model. Obtaining exact values, on the other hand, is
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Figure 9.5 Ripple factor of battery output current with condenser filters. (a) Single-phase
inverter and (b) three-phase inverter.
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extremely difficult and time-consuming. Thevenin model is used to assess the
battery’s internal properties. But the linear model can be used for a simple
and easy representation and modeling. It demonstrates that with a battery-
powered supply, the needed size of the filter can be substantially smaller than
the others like a bridged type AC power supply or DC source. A bridge-type
three-phase inverter circuit has been shown in Figure 9.6.

Input Impedance: Input impedance of the interface circuit is an important param-
eter for interfacing of sensor and readout circuit. It depicts the loading effect of
the interface circuit on the sensor, which is stated as:

Z = V I 9 14

The input impedance of the interface circuit can be modeled as a parallel con-
nection of an input resistance (R) and an input capacitance (C). Then, the complex
input impedance can be given by:

Z =
R

1 + jωRC
9 15

If the supply frequency is very low, the capacitive reactance can be negligible
and can be treated as open circuit. So, the input impedance value becomes very
close to only the value of the resistance:

Z R 9 16

9.1.5 Applications of an I/O Interface Device

This section deals with the practical implementation of interfacing the devices.
Any CPU that wants to communicate with its I/O devices needs a surface [15].
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Figure 9.6 Circuit diagram for three-phase inverter.
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The interface is used to interpret addresses generated by the CPU. As a result, a
surface is used to interact with I/O devices, i.e. an interface is used to transport
information between the CPU and the I/O devices, which is referred to as the
I/O interface. I/O allows an interface to open any file without knowing anything
about it, even if the file’s essential basic information is unknown. It is also capable
of adding extra devices to a computer system without interfering with the operat-
ing system. It can also be used to identify generic sorts of I/O devices so that dis-
tinctions between them can be abstracted. Each of the generic types is accessed via
an interface, which is a standardized collection of functions.

9.1.6 Importance of Input Impedance

If there is a significant difference between input impedance of the interface circuit
and the sensor’s output impedance, we need to consider impedance matching.
Consider a fully resistive sensor coupled to the input impedance of an interface
circuit as shown in Figure 9.7. The input voltage to the interface circuit as a func-
tion of frequency ( f ) can be written as [16]:

V =
E

1 +
f
f c

2
9 17

f c = 2πRC − 1 = corner frequency 9 18

Assuming 1% amplitude detection accuracy is required, the maximum stimulus
frequency is given by:

fmax ≈ 0 14 f c, f c ≈ 7fmax 9 19

From the above calculation it is clear that, to process the sensor signal, the cor-
ner frequency of the interface circuit must be sufficiently larger than themaximum
frequency of the sensor signal. The corner frequency depends on the R and C
values, i.e. input impedance of the interface circuit. Thus, the interface circuit with

Interface circuit

R

V

C

Sensor

Figure 9.7 Input impedance circuit.
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proper input impedance must be chosen such that its corner frequency is suffi-
ciently large. The frequency bandwidth of op-amps, which are the basic building
blocks of any interface circuits, is often restricted. So, these considerations based
on input impedance be taken seriously while choosing an appropriate interface
circuit for the sensor in hand. Furthermore, depending on the sensor characteris-
tics its output impedance must be taken into consideration while calculating the
corner frequency. For instance, a capacitive sensor can be electrically modeled as a
pure capacitor connected parallel to the adjacent input capacitance of the interface
circuit. Hence, sensor performance and successful detection of any target param-
eter is highly influenced by the input impedance of the interface circuit. Also, the
frequency response of the circuit decides the speed of the response. In this direc-
tion, a user of programmable operational amplifier can be a better option as the
user can modify its bias current and, hence, the frequency response of the first-
stage amplifier to have a flexible operation according to the sensor’s demand.
The speed of response in this case can be increased by increasing the bias current
of the op-amp [17].

9.2 Amplifier Circuits

As discussed in the previous section, conditioning of the sensor signal is extremely
important for accurate analysis and computing. In this direction, amplification of
the analog sensor output plays an important role. For example, there are sensors
that provide low-voltage signals as output and hence it is important to amplify the
signal so that further processing can be performed. It is important to know the
basics of the amplifiers for correctly designing the interface circuits. The amplifiers
discussed in this section are ideal operational amplifiers, voltage followers, instru-
mentation amplifiers, and charge amplifiers.

9.2.1 Ideal Operational Amplifier (Op-amp)

The operational amplifier is a necessary component in the majority of interface
circuits [18]. It is worth noting, however, that the fundamentals of op-amps
may be found in any standard book on analog circuits. This section will go over
the specifics of an operational amplifier. Figure 9.10 depicts the ideal operational
amplifier’s equivalent circuit model. This device contains two input terminals, i.e.
one inverting and one noninverting, and one output terminal. A perfect op-amp
has the following characteristics: infinite input impedance, zero output imped-
ance, zero common-mode gain, and infinite open-loop gain [19]. The ideal ampli-
fier is not used alone, instead this is a part of a circuit which also contains passive
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components in feedback and input and output sides. Figure 9.8 indicates the
internal circuit components of op-amp.

9.2.2 Inverting and Noninverting Op-amps

In case of an ideal op-amp, if we are using a resistor as the passive component in
the feedback loop, we get two configurations known as inverting and non-
inverting op-amps [18]. The schematics of inverting and non-inverting op-amps
are given in Figure 9.9.
Mathematical calculation of closed loop gains for inverting op-amps:

Consider the ideal behavior of an op-amp, in which the current entering the
op-amp is zero and the potential difference between inverting terminal (V1) and
noninverting terminal (V2) is zero due to virtual short assumption.

i e V 1 – V 2 = 0 9 20
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Figure 9.9 Schematic diagram of (a) inverting op-amp (b) noninverting op-amp.
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Applying KCL at point 1, we get,

V 1 – V i

R1
=

V 0 −V 1

R2
9 21

Therefore, the closed loop gain,

V 0

V i
= −

R2

R1
9 22

Similarly, in case of noninverting op-amps, applying KCL at point 1 (inverting
input point), we get,

V i – 0
R1

=
V 0 – V i

R2
as V 1 – V 2 = 0 9 23

Therefore, in the case of noninverting op-amps, the closed loop gain is,

V 0

V i
= 1 +

R2

R1
9 24

9.2.3 Voltage Follower

If the noninverting terminal is connected to the output terminal, the configuration
would have a unity voltage gain. This configuration has a high input impedance,
allowing this circuit to operate as a buffer amplifier to connect a high impedance
source to a low impedance load [19]. It is called unity gain amplifier, but com-
monly known as voltage follower [20]. The schematic of a general voltage follower
amplifier is given in Figure 9.10.
In this case, also, we are considering the ideal behavior of the op-amps.

Voltage at inverting input point = Voltage at the noninverting input point

= V i

V0 = Vi

+

+
+

–

–

–

Vi

Figure 9.10 Schematic diagram of a
voltage follower amplifier.
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Since there is no passive component present in the feedback loop voltage,

Voltage at inverting input point = Voltage at the output point = V 0

From the above two equations, we get,

V i = V 0 9 25

9.2.4 Instrumentation Amplifier

Another useful amplifier in the field of readout circuit design is instrumentation
amplifier. It is a type of differential amplifier, outfitted with input buffer amplifier
[21]. This is normally used in measurement and test equipment because it elim-
inates the need of input impedance matching. The schematic diagram of a
typical instrumentation amplifier is shown in Figure 9.11.
Inspecting Figure 9.4, we get that both the op-amps, A1 and A2, in the first stage

have noninverting configuration, each with a gain of (1 + R2/R1). The second stage
of the amplifier is a difference amplifier. The input difference signal to the second
stage is,

1 +
R2

R1
Vl1 – Vl2 = 1 +

R2

R1
Vld Vl1 – Vl2 = Vld 9 26

Given the second stage’s input, the amplifier’s final output V0 is,

V 0 =
R4

R3
1 +

R2

R1
Vld 9 27
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Figure 9.11 Schematic diagram of a general instrumentation amplifier.
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Finally, the differential gain of the amplifier is given as,

Av =
R4

R3
1 +

R2

R1
9 28

9.2.5 Charge Amplifiers

In the feedback loop of an op-amp, a capacitor resistor parallel combination
functions as an integrator. The charge amplifier is a type of electronic current
integrator that generates a voltage proportional to the charge injected at the input
side of the total integrated input current [22, 23]. It is commonly used at the
output side of a sensor where charge output of the sensor (mainly piezoelectric
sensors and photodiodes) needs to be converted to proportional voltage.
Figure 9.12 denotes the schematic diagram of a charge amplifier along with a
sensor at input side.
According to KCL,

qin = − qf 9 29

The feedback capacitor governs the amplification,

Vout =
− qf
Cf

9 30

9.2.6 Applications of Amplifiers

There are a wide variety of applications of op-amps in sensor circuits. In the case of
general inverting and noninverting op-amps, the input voltage signal (say, pres-
sure) is amplified with desired amplification factor by selecting the inverting
and noninverting points. In the case of voltage follower, it acts as a buffer circuit
and also plays an important role in impedancematching of the circuit. This voltage
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+

Figure 9.12 Schematic diagram of a charge amplifier along with a sensor at input side.
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follower can be connected between high impedance source and low impedance
load [24]. Instrumentation amplifier is commonly used in measurement and test
equipment because it eliminates the need of input impedance matching. Charge
amplifiers are commonly used at the output of a sensor which outputs charge [25].
These charge amplifiers produce output voltage proportional to induced input
charge.

9.3 Excitation Circuits

Active sensors require external electricity to operate [26]. Power can be given in
several forms such as constant current, constant voltage, or time changing current
such as sinusoidal or pulsating current. The external power is referred to as the
excitation signal. In many circumstances, the sensor’s response and accuracy
are directly dependent on the excitation signal. In this section, various excitation
circuits are discussed with their respective circuit diagrams.

9.3.1 Current Generators

A current generator is an excitation circuit used to provide a constant current over
a load regardless of external factors [27]. In terms of excitation, current generators
are utilized as excitation to active sensors in a variety of applications. This is due to
their useful property of supplying controlled amounts of current to the sensors.
Ideally, these devices should generate an output current that follows the specified
control signal provided by the user, without any error and should not be affected
by the load. The key aspects of these devices are to have very large (as large as pos-
sible) output resistance and should provide the maximum required stable (i.e.
unchanging) voltage across the load, i.e. voltage compliance. There are two types
of current generators based on the direction of current flow:

1) Unipolar: flow in only one direction
2) Bipolar: flow in both directions

Both are based on op-amp operation and the circuits are given in Figure 9.13.

9.3.2 Voltage Reference

Another excitation circuit is the voltage reference circuit. The concept of this
method is pretty much similar to that of current generators, just that now the volt-
age generated should remain constant/near to constant irrespective of factors such
as power supply, temperature, and aging [28].

9.3 Excitation Circuits 383



The Zener diode is connected in the reverse bias configuration and used for ref-
erence voltage. The circuit and the characteristics are depicted in Figure 9.14 for
the reference. The reverse-biased Zener diode provides a constant voltage drop
across the load, thus is chosen for the reference voltage. The current through
the load is maintained according to the reference voltage VZ. The I–V
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Figure 9.13 Op-amp-based (a) unipolar current generator and (b) bipolar current
generators.
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Figure 9.14 A circuit for voltage reference with its V-I characteristics. (a) I-V characteristics
for different temperature and (b) Circuit diagram of a voltage reference circuit.
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characteristics of the Zener diode with different temperature as shown in
Figure 9.14a can be utilized to choose appropriate Zener diode for the desire value
of VZ at a given temperature range.

9.3.3 Oscillators

Oscillators are excitation devices used to produce periodic or variable electrical sig-
nals [29]. It consists of a gain stage and a positive feedback circuit wit embedded
nonlinearity in the circuit. Due to positive feedback the oscillator is an unstable
circuit by definition, but its timing characteristics must be steady or modulation
of any predetermined function.
There exist three types of oscillators:

1) RC oscillators
2) LC oscillators
3) Crystal oscillators

Various multivibrators can be built with circuits containing logic gates such as
NOR, NAND, and NOT gates. The circuits of square wave generators using logic
gates and using comparator and operational amplifier are shown in Figure 9.15.
When we mix these circuits with timers, then they are called relaxation oscillator
circuits. To generate sine waves, we need to use LC networks as tuners of fre-
quency and n-p-n transistors as amplifiers. The linear variable differential trans-
former is used for positioning the sensors and the sensor’s transformer becomes a
part of the oscillating circuit.
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C

C

Figure 9.15 Square wave generators using (a) logic gates and (b) comparator and
operational amplifier.
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9.3.4 Drivers

Drivers are very similar to the voltage reference excitation circuits, but with very
little dissimilarity that they must produce output voltages despite long-ranged
loads and operating frequencies [30]. Figure 9.16 denotes a driver circuit. Based
on the type of loads, the fabrication of drivers is dependent, such as when load
is only of resistors, then a simple output stage with necessary current would suffice
to be a driver. The real deal comes when the loads consist of capacitors and induc-
tors, in which the design gets complex. Drivers are also called hard voltage sources.
To increase the tolerance of the driver stage toward the capacitance loads, we

can isolate it by connecting it to a small resistor and capacitor.

9.4 Analog-to-Digital Converters

Another component in the field of readout circuit design for sensors is ADC. It is
an important building block of the interfacing circuit as this one converts the ana-
log signal from the sensor to digital output for further processing [31]. The digital
output can be used for variety of subsequent processes such as alter, calculate,
transfer, or store information as per requirement. ADCs are also very important
components in signal processing and communication systems. In this section,
basic concepts of ADC along with the working of various ADCs are pro-
vided below.

9.4.1 Basic Concepts of ADC

Analog signals are signals that contain a continuous stream of values. Almost all of
the natural signals that are to be sensed by a sensor happen to be analog, i.e. con-
tinuous both in time and magnitude. A digital signal is defined as a sequence of
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+

–

Figure 9.16 A driver circuit.
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discrete values corresponding to discrete time series with appropriate sampling
rate. ADCs are a sort of data converters that only transform signal from analog
to digital. ADCs are frequently realized as serial or parallel converters [32]. Before
being translated to the digital domain, an analog signal is converted to discrete
form using a sample and hold circuit [33]. When a sample is compared to many
quantization levels at the same time and converted to the digital domain in a single
step, a parallel converter is utilized [34]. A serial converter is a system that com-
pares sampled output to multiple quantization levels sequentially [35]. Figure 9.17
indicates the typical block diagram of an ADC and a response associated with the
same. An ADC samples an analog waveform at regular intervals and assigns a vir-
tual value to each pattern. The digital value is presented on the converter’s output
in binary code format. To calculate the value, divide the sampled analog input V by
the source/reference voltage, then multiply by the number of digital codes.

9.4.2 V/F Converter

A voltage-to-frequency converter can be simply termed as an oscillator circuit
whose frequency is modified by the control voltage. The VFC is monotonic and
error free, with noise integration capabilities and low power consumption [36].
The VFC, which is small, inexpensive, and low powered, can be coupled to a sub-
ject and communicate with the counters via telemetry, as seen in Figure 9.18.
For a linear V/F converter, the relation can be given as:

fout = GVin fout/Vin = Conversion factor

Here, the frequency is directly proportional the provided input voltage.
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Figure 9.17 Typical block diagram of an ADC and a response associated with the same.
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There are two regularly used VFC architectures: (i) multivibrator type and
(ii) charge balance VFC’s [37]. Figure 9.19 denotes the two architectures.
In the multivibrator type V/F converter, the input voltage is connected to two

voltage-to-current converters to have two current levels, i.e. ia (charging) and ib,
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Figure 9.18 Schematic representation of voltage-to-frequency convertor.
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Figure 9.19 Architecture of VFCs (a) multivibrator type and (b) charge balance type.
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respectively. The charging and discharging of a timing capacitor, i.e. each half
cycle, is controlled by these currents ia (charging) and ib (discharging). By this
process, the slope of charging and discharging of the capacitor are controlled
and the desired output frequency can be obtained.
The charge–balance VFC employs a comparator, integrator, and precision

charge source [38]. The integrator receives and charges the input.When the output
of the integrator approaches the comparator threshold, it triggers the charge
source, and in turn, the integrator generates a fixed charge. As the rate of the
charge extraction is determined by its supply rate, the frequency of the charge
source directly depends on the input to the integrator.
Themultivibrator architecture has simple configuration and low power consump-

tion, however, the charge balance architecture provides better high-frequency noise
rejection facility.

9.4.3 Dual-Slope Converter

An indirect-type ADC does not convert analog signal into digital directly [39].
It turns the analog input into a linear function of time (or frequency) before pro-
ducing the digital (binary) output in general. An example of an indirect type ADC
is the dual-slope ADC. A dual-slope ADC creates an identical digital output for
each analog input using the two (dual)-slope technique [40]. Figure 9.20 denotes
the dual-slope ADC circuit.
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Figure 9.20 Dual-slope-type ADCs.
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Here, the integrator generates two independent ramp voltages, VA (analog input
voltage) and –Vref (reference value). Therefore, it is named as a dual-slope A–D
converter. When converting analog data to digital (binary) data, the dual-slope
ADC is used in applications where precision is more important than speed. The
major benefits of a dual-slope ADC are: averaging reduces noise on the input volt-
age, because they perform equally on the up-slope and down-slope, the capacitor
and conversion clock settings have no influence on conversion accuracy. Linearity
is good, allowing for extraordinarily high resolution of measurements. The biggest
downside of dual-slope ADCs is their sluggish conversion rate, which is frequently
in the range of 10 samples per second. In circumstances where this is not a con-
cern, such as monitoring temperature transducers, a dual-slope ADC is a great
solution.

9.4.4 Successive Approximation Converter

The principle of working of sequential approximation ADCs are analog-to-digital
converters that undertake a binary search through all potential quantization levels
before settling on a digital output for each conversion. The ADC of choice for low-
cost medium to high-resolution applications is the successive approximation ADC
[41]. Successive approximation ADCs offer sample speeds of up to 5 mega samples
per second and resolutions varying from 8 to 18 bits (MSPs). It can also be designed
in a small form factor with low power consumption, which is why this type of ADC
is used in portable battery-powered equipment. Figure 9.21 denotes the successive
approximation register ADC.
The SAR ADC performs the following duties for each sample:

It samples and saves the analog signals. The SAR logic delivers a binary code to the
DAC for each bit based on the current bit under evaluation and the previously
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Figure 9.21 Successive approximation converter.
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estimated bits. The comparator is used to determine the current bit’s status. Once
all bits have been approximated, the digital approximation is created at the end of
the conversion (EOC).
The conversion time of SAC is fast, constant, and independent of the amplitude

of the analog input signal VA. The main disadvantages are that the circuit is intri-
cate and the conversion time is longer than for a flash-type ADC.

9.4.5 Resolution Extension

The precision (resolution) of an ADC is its most important quality [42]. The
higher the required precision, the more expensive the ADC. Higher ADC preci-
sion is attained by designing circuitry that quantizes the amplitude of the analog
signal and converts it to a higher code-word digital signal. Practical ADCs have
limited word lengths. Higher conversion accuracy is achieved by oversampling
the low-resolution ADC integrated in a digital signal controller (DSC) and then
processing the same with oversampled digital signal in software with the help of
a digital filter and a decimator to successfully achieve a balance between system
cost and accuracy. Oversampling is simply sampling a signal at a rate substan-
tially faster than the Nyquist frequency. Although increasing the sample rate
does not surely enhance ADC resolution, this approach more correctly monitors
the input signal by better using the current ADC dynamic range by giving more
samples. Oversampling increases the digital representation of the signal only up
to the ADC’s physical dynamic range limit (minimum step size), as should be
obvious.

9.5 Noise in Sensors and Circuits

In this section, we are going to discuss about various types of noise present in the
readout circuit that may be due to sensor or the circuit itself. This noise is respon-
sible for obtaining false data from the sensor. So, it is useful to reduce or eliminate
the noise present in the sensor and the circuit for best performance of the system
and obtaining better results. Noises are of various types in nature. Those types are
discussed here.
The general definition of noise is “unwanted disturbances of sound,” but in elec-

tronics, it can be defined as the result of undesirable changes in voltage and cur-
rent. In general, noise in an electronic system is classified according to its nature
of origin. The following section will focus on the origin of different kinds of noise
and different noise reduction techniques.
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9.5.1 Inherent Noise

Noise is an extraneous signal that interferes with the necessary signal. It has no
fixed frequency or amplitude and is highly unpredictable [43]. It can be classified
into external noise and internal noise. External noise is generated from sources
external to the system and cannot be analyzed quantitatively. Internal noise is gen-
erated within the system and is quantifiable; it is caused by the circuit elements
like a resistor, transistor, and diode. Internal noise includes shot noise, partition
noise, low frequency or flicker noise, high-frequency or transit-time noise, and
thermal noise.
Thermal Agitation Noise (Johnson noise or electrical noise): Inside resistor, elec-

trons are not stationary and is bouncing in some random direction [44]. Its velocity
depends on the temperature. When we add all the random velocities of all of these
electrons, it does not add up to zero instead it adds up to a net velocity. As these
electrons have charge, there is a net motion of charge in the resistor, which implies
there is a net current at any given moment, which sets up a voltage. In plain terms,
variations in electron density cause variations in voltage across the resistor. This
voltage fluctuation across the resistor causes thermal noise, also known as thermal
agitation noise or Johnson noise.
The mean square value of noise voltage that is equivalent to noise power can be

expressed mathematically as:

e2n = 4kTRΔf V 2 Hz 9 31

Here, Boltzmann constant k = 1.38 × 10−23 J/K, T= temperature (K), R = resist-
ance (Ω), and Δf = bandwidth (Hz). The root mean square value, i.e., en noise

density per Hz, more often used to describe Johnson noise.

Shot Noise (due to the randommovement of electrons and holes): This type of noise is
produced in the device where a potential barrier is present. For instance, noise
level caused by the random arrival of the carrier in the PN junction of a tran-
sistor can be classified as shot noise [45]. Here, the current flow is not contin-
uous; instead, the carrier moves in a random path. The noise is dependent on
the current flow and not on temperature. The shot noise can be mathematically
described as:

isn = 5 7 × 10− 4 IΔf 9 32

Here, I = semiconductor junction current (picoamps); Δf = bandwidth (hertz).
Partition noise: Partition noise is generated when the current in a circuit is divided

between two or more paths [46].
Flicker noise: This type of noise is generated when the charge carrier is randomly

trapped and released between the interface of two materials [47]. This is also
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known as “1/f noise,” as magnitude of this type of noise is higher at lower fre-
quency. Its effect is more prominent below 100 Hz. At lower frequencies it may
dominate over Johnson noise and shot noise.

Transit time noise: This type of noise is observed in devices such as semiconductors
when the time period of the signal is compared with the transit time of a charge
carrier while crossing the junction.

Electrical interference: The main reason for electrical interference is because of
interference of electronic devices with the magnetic field present around the
device. To remove this, the general approach is shielding and grounding
[48, 49]. The elimination of ground loops takes up the majority of the effort
in grounding and shielding. The details of ground loops are given in later.

Mechanical interference: It refers to the vibrations in the environment. Any sensor
measurements are also sensitive to changes in atmosphere. The simple and easy
way to eliminate such noise is to isolate the device from such vibrations. Using
shock absorbents, temperature and humidity conditioning would be enough to
remove these unwanted disturbances.

To represent the combined effect of all the noises, each of the noise voltage is
squared and the mean is taken. Mathematically the root mean square value of
all the noise voltages is often used to represent the combined noise effect from dif-
ferent sources. That is:

enoise = e21 + e22 + e23 + … + e2n

In below subsections, various types of noise reducing techniques or circuits are
discussed.

9.5.2 Electric Shielding

Electric shielding helps in reducing electromagnetic interference [50]. Shielding is
one of the means of reducing noise coupling. It helps in confining noise in a small
regionwhich prevents noise from getting into nearby critical circuits, i.e. it protects
a specific region of space or any sensitive instrument from the influence of an
external field produced by an electric charge. The shields can consist of metal
boxes around the circuit region. The metal box acts as a Faraday cage under an
electric field. Charge resulting from an external potential cannot exist on the inte-
rior of a closed conducting surface. Here, the cause of a noise can be due to an
electric field or magnetic field. It is more difficult to shield noise due to the mag-
netic field.
The noise processes discussed earlier demonstrate that ground path inductance

is critical when building a PCB. A multilayer board allows us to have solid ground
planes, which reduces ground inductance dramatically.
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9.5.3 Bypass Capacitor

It is another technique in reducing the noise from the circuit. An integrated circuit
system powered by a direct current power supply is employed. If the input supply
contains some ripple or noise, the performance of the integrated circuits (IC) suf-
fers. If this noise is present, high-performance digital ICs such as microprocessors
and FPGAs will have difficulty operating. The power supply rejection ratio is one
technique to define an analog IC’s sensitivity to power supply changes (PSRR).
PSRR is the ratio of the change in output voltage to the change in power supply
for an amplifier. As a result, high-frequency noise must be kept away from the
chip. Capacitors can be used to reduce high-frequency noise.
The parasitic inductance and resistance of the PCB traces, wires, component

pins, connection, and cabling can introduce noise to the signal. The influencing
noise is in the form of alternating current. At DC voltage, a capacitor functions
as an open circuit. When there is a very high frequency alternating current com-
ponent in the signals passing through the circuit, capacitors operate as a short cir-
cuit and can be used to prevent noise from the subsequent circuit. It charges up to
its maximum level when the digital IC is switching and providing some signal to
load, then it needs a remarkable amount of current immediately, which is pro-
vided by the capacitors (the capacitors can act as a local charge reservoir to provide
the circuits’ charge during their transition state). A capacitor is connected parallel
to the circuits where it will suppress or bypass signals. The bypass capacitors are
also known as decoupling capacitors [51]. They act as frequency-dependent resis-
tors [52]. Noise through the powerline is entirely unpredictable and changes in
nature every time. These capacitors should be put as close to the IC as practicable.
The closer the capacitor is to the load, the more noise is bypassed. A bypass capac-
itor is chosen based on different parameters like frequency range of operation,
board space on PCB, and cost.

9.5.4 Magnetic Shielding

Magnetic shielding is an attempt to change the magnetic field [53]. Magnetic
shielding is required when there are adjacent devices that could be susceptible
to magnetic interference, such as cardiac pacemakers or other sensitive electronic
or medical equipment. It is particularly important when low-frequency external
magnetic fields are utilized nearby they need to be insulated from the MRI mag-
net’s magnetic field or fringe field. The entire environment around the MRI
magnet must be shielded from the fringe and magnetic fields in general. The
widely used shielding device is Mu metal. Its composition of 80% nickel, 4.5%
molybdenum, and balance iron makes it very permeable. This indicates that the
material is very magnetically susceptible to an applied magnetic field.
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Figure 9.22 shows how a material is being shielded from magnetic waves. The
magnetic field isattracted to the shieldingmaterial,which isoneof the shield’s impor-
tant features [54]. The amount of material in the shield is also important, because
the more material there is in the shield, the more magnetic field it can redirect.

9.5.5 Ground Planes

A ground plane on a printed circuit board (PCB) is a big piece of copper foil con-
nected to the ground point of the circuit. It acts as the return path for current from
a variety of components. The inductance of the signal return line is reduced by
using a ground plane [55]. As a result, noise from transient ground currents is
reduced. The signal always travels through the least impedance way. Consider infi-
nite parallel thin traces as ground plane. The current will favor the traces with a
lower impedance. We have talked earlier about return path and impedance; it is
also important to understand how it reduces the noise. A simplified model for the
return path inductance can be considered by putting an inductor in series with the
ground of circuit layout. Figure 9.23 shows one example. The gate 1 output can be
assumed as a logic high to low transition. As a result, the stored electric charge in
CSTRAY will be discharged through the ground channel. The discharge will happen
in a short amount of time (t) because of fast logic gates. The discharge current will
pass through the inductance in the ground [56].

V = L ΔI Δt 9 33

Figure 9.23 denotes the above noise mechanisms. The inductance of the ground
path is of paramount importance for PCB designing. It significantly reduces the
ground inductance. The solid ground plane can be achieved with amultilayer board.

Iron shield

Shielded

area

Lines are evenly spread out

SN

Figure 9.22 Magnetic shielding.
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9.5.6 Ground Loops and Ground Isolation

In general, a ground loop happens when two circuit points are expected to have the
equal ground reference potential but have different ground potentials in reality.
When enough current flows through the connection between the two ground
points, a voltage drop occurs, resulting in two places with distinct potentials.
Ground loops are a significant source of noise in electrical systems [27].
Common ground loops:

In an electrical equipment, hum and ground noise are signs of a ground loop
caused by current through the ground or shield conductor of a wire [57]. In
Figure 9.24, a signal cable S connects two electrical components, such as a line
driver and receiver amplifiers (triangles). The chassis ground of each component
is connected to the cable’s ground or shield conductor. Signal V1 between the sig-
nal and ground conductors of the wire (left) is applied by the driver amplifier in
component 1. The signal and ground conductors are connected to a differential
amplifier (right) at the destination and has an output voltage V2. Subtracting
the shield voltage from the signal voltage provide the signal input to the compo-
nent that helps in eliminating the common-mode noise picked up on cable.
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+VCC

+VCC

IDischarge

PCB ground inductance
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2

1

Figure 9.23 Circuit with ground plane.
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V 2 = VS2 −VG2 9 34

Isolation transformer:

An approach to reduce the ground noise and hum is the use of isolation
transformer. Because it interrupts the DC connection between components while
transmitting the differential signal over the line. No noise will be created even if
one or both components are ungrounded (floating). Grounded shields are used
between the two sets of windings in the better isolation transformers. In general,
a transformer introduces some frequency response distortion. Figure 9.25 denotes
the schematic diagram of isolation transformer.
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Figure 9.24 Schematic diagram of common ground loops.
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Figure 9.25 Schematic diagram of isolation transformer.
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9.6 Batteries for Low-Power Sensors and Wireless
Systems

Limited energy source is one of the challenges in wireless sensor systems [58]. The
trade-off between energy and performance is one of the issues for electronic system
design. We now understand that a wireless sensor network/system is made up of a
base station and a number of wireless sensors (nodes) as shown in Figures 9.26 and
9.27 [59].
A wireless sensor system network must be compact in size, high in number,

tether free, and low in cost.

Gateway
Core network End user

Computer

GatewaySink nodeMobile 2

Mobile 3

Mobile 1

Router 1

Router 2

Figure 9.26 A node of wireless sensors network.
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Figure 9.27 A complete wireless sensor system.
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However, this is limited by energy, computation, and communication. A little
battery means a small size. Low cost and energy consumption imply a low-power
CPU, radio with a limited bandwidth and range. No maintenance or battery
replacement is required with ad hoc deployment. One of the most essential con-
cerns ofWSN (wireless sensor networks) is scalability and reliability, which means
that it should self-configure and be resistant to topology changes while maintain-
ing connectivity and coverage.
The generic power profile of a node in WSN is [60]:

Here from Figure 9.28, the average power consumption can be calculated as:

Paverage = DPactive + 1−D Psleep 9 35

where D is duty cycle, i.e.

D = ton T 9 36

So, lower the duty cycle, lower is the average power consumption.
Because these nodes are battery powered, each operation/data transfer pushes

the node closer to death, as it will be difficult to change the batteries on a frequent
basis in a remote deployment of such a network. We can see from the graph that
lifetime of node is vital, and in order to preserve energy, we need a system that can:
use sleep phase as much as feasible, only collect data if it is really necessary, make
use of data fusion and compression, only transmit and receive if necessary, and less
amount of receiving and sending of data.
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Figure 9.28 Power profile of a node in WSN.
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So, to check the issue, we need a proper or efficient battery and sensor system so
as the power requirement is not much high and also the system provides good per-
formance. For this, it is required to use power from batteries or harvest power from
our environments natural resources and could store this energy along in power
unit as shown in Figure 9.29 and use this power for our WSN network would have
major advantages in above-discussed challenges.
An ideal battery for a WSN could be the one which has small size, high energy

density, if rechargeable then should have high current charging and discharging,
have a long-life cycle, low impedance, and the battery should be mechanically and
electrically robust.
Currently low-power batteries for WSN are used in large number, but there has

been a shift from this to energy harvesting and storing in WSNs.

9.6.1 Primary Cells

Primary cells are the batteries that are designed to be used only once, i.e. they can-
not be recharged or used again [61]. The batteries have limited lifetime/power. An
electrochemical cell transforms chemical energy to electrical energy. Based on the
chemical composition of the cells, it can be further divided. Some of the most
commonly used primary cells are: carbon–zinc, alkaline, and lithium coin
cells [62, 63].
So, if we see the lifetime comparison between nickel metal hydride (NiMH),

alkaline, and lithium coin cells, then we can see these graphs in Figure 9.30 for
9 V battery. It can be observed that lithium coin cell would be preferred as they
offer a flat discharge cover and works for a longer time. In WSN, Li coin cell is
a better option as it has small size and offer high energy density [64].
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Figure 9.29 Block diagram of energy harvesting wireless node.
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Now one of the issues with primary cell is also that the capacity of these batteries
also changes with temperature, so we need to also keep this mind before deploying
it. Cold temperatures cause the electrochemical reactions that take place within
the battery to slow down and diminish ion mobility in the electrolyte, so cold tem-
perature reduces battery voltage and runtime.
The main issue with primary cell is that it is limited and does not offer much

usage and it increase the maintenance cost of our WSN [65]. Also, if we are not
regular in changing batteries before they die, then wemay lose critical information
from the node as they would die out.

9.6.2 Secondary Cells

Secondary cells are ones that can be recharged and used repeatedly [66]. Now, the
discharge and recharge occur via an electric current that is a reverse current,
which aids in restoring the electrons to their original composition. Secondary cells,
in general, have lower capacity and beginning voltage, a flat discharge curve, var-
ied recharge life values, and a faster self-discharge rate. Flow batteries (e.g., where
the cathode and anode are constructed of vanadium), lithium ion, lead acid bat-
teries, and so on are popular secondary cells. Flow batteries are preferable in terms
of life span, generally lasting for about 20 years (charge and discharge).

9.6.3 Energy Harvesting for WSN

The main problem with the batteries is that they have limited time span so a
viable method is required for our sensor systems. Hence, from above we see that
the primary and secondary cells are not a good or viable option if our deploy-
ment of ESN (energy harvesting WSN) is in remote areas. Thus, we need to use
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Figure 9.30 Graph plotted between voltage and service.
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energy harvesting techniques which could harvest energy from available
resources and used for the nodes. Now one of the most popular energy harvest-
ing methods is by using solar-powered cells or solar panel. With addition to
this, we require energy storage elements which could be supercapacitors, etc.
Solar energy harvesting gives us directly DC voltage which can be used by
the nodes. A typical block diagram of energy harvesting wireless node is shown
in Figure 9.29 [67].
As a result of this energy waste, ideal listening, packet collision, and control

packet overhead during transmitting, receiving, and listening may occur. The
power management techniques to avoid these are:

• Duty cycling: using this, energy waste due to ideal listening is minimized [68].

• Data aggregation: used to minimize the communication overhead. This tech-
nique reduces energy consumption by eliminating redundant data.

• Data compression: using this, data are sent in compressed form, i.e. low-size data
require less energy for transmitting.

• Data prediction: algorithms are employed in this case to forecast future data
based on historical data and factors. In this, data from only that node are col-
lected which deviates from predicted data.

• Dynamic scaling: the supply voltage and frequency of a WSN subsystem are
modified based on instantaneous and expected workload. Other energy har-
vesting methods which can be used are: piezoelectricity (provide high voltage),
radioenergy harvesting (enable wireless charging, thermal energy, wind
energy, etc.).

Power generated on the node should now be greater than average power used on
the node. Also, for proper functioning at the node at any given time, the energy
stored in storage should be greater than the energy generated and energy con-
sumed differ.
Also, from various state of art it is observed that energy harvesting of solar power

provides a better solution than the batteries.
Now use of a single source for powering WSN is unreliable as these energy har-

vesting methods also depends on conditions, e.g. solar energy will vary according
to the time in a day, season, and location. Radiofrequency energy is almost avail-
able everywhere, but it is useful in low-power applications as it has low-power den-
sity. So, we need a hybrid system depending on the application of use. The best
solution for this could be to employ a hybrid system, which is a combination of
an energy harvester and these batteries, where the battery delivers power when
peak power is required, or energy harvesting is unavailable. When the energy har-
vesting device is operating, it supplies the standby power to the sensor system and
charges the battery.
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List of Abbreviations

ADC Analog-to-digital Converter
ARW Angle Random Walk
CPU Central Processing Unit
EOC End of the Conversion
I/O Input/Output
NER Noise Equivalent Rate
Op-amp Operational Amplifier
PCB Printed Circuit Board
PSRR Power Supply Rejection Ratio
SAC Successive Approximation Converter
VFC Voltage-to-frequency Converter
WSN Wireless Sensor Network
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