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Preface

Undergraduate physics majors today take classes and participate in research experiences
that expose them increasingly to more advanced mathematical topics that they will
encounter in many research fields if they continue on to graduate school. For example,
at the end of the twentieth century a significant introduction to general relativity was
uncommon at the undergraduate level. Now the rudimentary mathematics underlying
general relativity (differential geometry and associated tensor calculus) and the basics
of physical applications in gravitational physics are taught routinely at the advanced
undergraduate level in many universities.

However, there is one set of topics and associated mathematics of increasing importance
for various research disciplines that undergraduates (and even many graduate students,
truth be told) are seldom exposed to in any systematic fashion. We will organize these
topics loosely under the rubric of applying group theory, Lie algebras, geometry, and
topological concepts to physical systems. In fact, we would argue that in the landscape
of undergraduate mathematical preparation for research at the next level these topics are
the most important omission in the mathematical and conceptual preparation for many of
our students.

Why is this so? Is it an essential problem generated by the topics being inherently too
difficult to teach effectively before graduate school, or is it more a problem associated
with the lack of pedagogical materials to enable them to be taught easily to advanced
undergraduate physics majors? Although some mathematical concepts in these areas are
not trivial, we would argue that – assuming students to have had a solid one-year course in
quantum mechanics (and ideally a similar course in electromagnetism), as routinely taught
at the advanced undergraduate level – they are no more difficult than the mathematics
of general relativity, which also involves concepts and mathematical techniques to which
many undergraduates have had little prior exposure. Therefore, we would argue that
the major impediment to being able to teach these concepts systematically to advanced
undergraduates is not that it is too difficult for the students, but rather it is the scarcity of
pedagogical material for instructors that would make teaching such a course feasible within
the usual undergraduate curriculum.

To be sure, there are many good book and journal article resources available on the
general topics of groups, algebras, topology, and geometry as applied in modern physics
(many in the bibliography of this book). However, few if any address these topics in a
coherent and cross-disciplinary fashion that is deliberately pitched at an audience having
advanced undergraduate preparation and broad scientific interests. This book is a step
toward filling that gap. It is adapted from lectures taught initially over a number of

xxix
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years to graduate students, and from many of our own research articles on applying Lie
algebras and Lie groups to a variety of many-body systems. However, the material has
been systematically reorganized, rewritten, and supplemented by additional pedagogical
material to make it intelligible to advanced undergraduate students.

It may be noted that there is historical precedent for this idea, already alluded to
above. In our opinion, the reason that we now teach general relativity systematically to
undergraduates was primarily the advent in the early 2000s of textbook and resource
material that demonstrated explicitly a blueprint for teaching undergraduate general
relativity (aided greatly by inherent student interest generated by remarkable discoveries
in modern gravitational physics). Thus, one may view the present book as an attempt to do
something similar to enable systematic teaching of groups, algebras, topology, geometry,
and their modern physics applications to new generations of undergraduate students.

Student Preparation: The reader of this book is expected to have physics experience
commensurate with that of a third or fourth year undergraduate physics major in a
U.S. university, and to be familiar with the material typically covered in an advanced
undergraduate quantum mechanics course, including quantum mechanics expressed in
second-quantized Dirac notation (bras, kets, and creation and annihilation operators), and
to be aware of basic concepts from special relativity as typically taught in introductory
modern physics. While some familiarity with the Dirac equation and with relativistic
quantum field theory is useful, we do not assume such preparation, and introduce these
concepts as part of the presentation where needed. It is desirable that the student have
an advanced undergraduate understanding of electromagnetism (in particular Maxwell’s
equations and gauge transformations), but this is not essential for the diligent student as
we introduce the required concepts as an integral part of the presentation. We assume
the reader to be familiar with basic algebra, geometry, calculus, differential equations,
and linear algebra, but to have minimal prior knowledge of group theory, Lie algebras,
differential geometry, and topology.

Examples and Boxes: To aid in comprehension, many worked examples and supplemen-
tary information boxes are scattered throughout each chapter. These serve two general
functions: to illustrate how to do some essential tasks, like showing how to write a cyclic
group as a direct product of smaller cyclic groups, or to set in context and provide broader
perspective, as in a discussion of the general concept of equivalence classes as background
for understanding the partition of group elements into conjugacy classes.

Problems and Solutions: A total of 344 problems of varying complexity and difficulty
may be found at the ends of the chapters, each chosen to familiarize the reader with basic
concepts, illustrate important points, fill in details, or prove assertions made in the text.
The solutions for all 344 problems are available from the publisher as a PDF file in typeset
book format for instructors, and a subset of 172 problem solutions is available to students
in the same format. Those problems with solutions available to students are marked by the
symbol *** at the end of the problem.

Conventions: A broad variety of conventions may be found in books and journal literature
related to the subject matter of this book. In choosing our conventions we have been guided
by two main principles: (1) this is not a mathematics textbook but rather one about physics
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applications, and (2) a central goal is to equip advanced undergraduate students to use the
available physics literature in fields covered by this book.

While parts of the book employ standard MKS or CGS units, professionals in many
fields touched on by these topics routinely use natural units that are defined such that
fundamental constants like the speed of light or Planck’s constant take unit value. One
of the purposes of the present material is to address the significance of these topics for
cutting-edge research in a variety of fields, and to encourage students to use and explore the
corresponding literature. Thus we have not shied away from using and explaining natural
units where appropriate.

Mathematically one should distinguish groups from associated Lie algebras symbol-
ically. But in the kinds of practical physics applications emphasized here it is usually
clear from the context whether one means a group or an algebra, and it can become rather
pedantic to distinguish formally. Therefore, we have generally used the same symbols for
a Lie algebra and associated Lie groups, stating in words whether the symbol stands for a
group or algebra if there is any chance of confusion.

Likewise, it is common in introductory quantum mechanics to distinguish operators from
non-operator quantities by special notation, such as a special font or placing a caret over
operators. Since the reader is assumed to understand enough quantum mechanics to know
the difference between operator and non-operator quantities, in the interest of clean and
compact notation we will usually not use special fonts or symbols to denote operators,
letting the context dictate which quantities are operators. We deviate from this practice
only if confusion might otherwise result.

Because it is common in many fields, we often use the Einstein convention for implied
summation on repeated indices. Mathematically, one should distinguish upper and lower
indices and employ them consistently, requiring summation on precisely one upper and
one lower repeated index. However, the practical distinction between upper and lower
tensor indices is important primarily for non-euclidean metrics and, since many physics
problems are formulated explicitly or implicitly in euclidean manifolds, one finds a broad
variety of adherence or non-adherence to this rule in the physics literature. Therefore
we have adopted a loose overall summation convention that any repeated index implies
a summation on that index, irrespective of vertical position unless stated otherwise, but
have adhered to more rigorous mathematical conventions for non-euclidean metrics like
for Minkowski space, where we distinguish explicitly vectors from dual vectors, and
accordingly require clear distinction between upper and lower tensor indices in notation
and summation convention. While less than desirable formally, we believe that this hybrid
approach is of practical utility in preparing students to engage with real-world physics
literature.

Resources for Teaching: For those wishing to teach from this book, two free resources are
available from Cambridge University Press.

1. Instructor Solutions Manual, which is a PDF file typeset in the format of the book that
presents the full solutions for all 344 problems at the ends of chapters. This manual is
available only to instructors.

2. Student Solutions Manual, which is a PDF file typeset in the format of the book that
contains the full solutions for a subset of 172 of the 344 problems at the ends of chapters.
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This manual is available to students, instructors, and general readers. The problems
contained in this solutions manual for students are marked by *** at the end of the
problem in the text.

These resources may be found at the Cambridge University Press website for this book.

Sample Courses: For those teaching from this book, unless one has the luxury of a two-
semester timeframe the material contained here is too much for a single course. This
book should be viewed as an integrated resource from which one can tailor courses of
varying length and emphasis. We give some examples to suggest possible directions to go,
assuming a single-semester course.

1. Overview Course: A broad introduction to groups, algebras, topology, and geometry
can be constructed from Chs. 2–6, 8–10, 12–18, 24, and 27–29 (add Ch. 7 if you wish to
cover formal classification of Lie groups). Worked problems in the Instructor Solutions
Manual 244. Worked problems in the Student Solutions Manual 121. Supplemental
special topics: Chs. 30–34.

2. Symmetry and Broken Symmetry Course: Chs. 2–23. Worked problems in the Instructor
Solutions Manual 273. Worked problems in the Student Solutions Manual 135. Supple-
mental special topics: Chs. 30–34.

3. Topology in Physics Course (including basic group theory, Bloch theorem and Brillouin
zone, Dirac, Weyl, and Majorana equations, and Lorentz/Poincaré and gauge symmetry
as background): Chs. 2–5, 13–16, 24–29. Worked problems in the Instructor Solutions
Manual 187. Worked problems in the Student Solutions Manual 95.

Note that the 344 problems with complete solutions in the Instructor Solutions Manual are
a resource that can be used to broaden and deepen the coverage of particular topics in these
chapters.

Summary: This book provides a unified and pedagogical discussion of groups, algebras,
geometry, and topology in modern physics that is tailored specifically for advanced
undergraduate students, with integrated and comprehensive support material enabling the
aspiring instructor to teach these topics at that level. It is our hope that this material will
facilitate a systematic introduction to these concepts at the advanced undergraduate level,
enabling our students to enter graduate school armed with the tools and understanding to
begin participating immediately in many of the most interesting and challenging research
topics in modern physics.

Acknowledgments: We would like to extend our thanks to the many students and
colleagues whose questions and comments sharpened this presentation, to our long-time
research collaborators Cheng-Li Wu, Da Hsuan Feng, Lian-Ao Wu, and Weimin Zhang
in the development of dynamical symmetries for many-body systems that have been
incorporated in this book, and to Nicolas Gibbons, Sarah Armstrong, Nicola Chapman,
and Christian Green at Cambridge University Press, and Franklin Mathews Jabaraj at
Straive for all their help in bringing this book to publication. This book was completed
during the Covid-19 pandemic of 2020–2021. We are particularly grateful to our families,
professional colleagues, support staff, and myriad food, medical, and service workers
whose sacrifices and willingness to brave the virus kept us well, fed, as sane as could
be expected, and reasonably functional during trying times.



PART I

SYMMETRY GROUPS AND
ALGEBRAS





1 Introduction

Symmetry principles and geometrical/topological concepts are central to many of the
most interesting developments in modern physics. Sophisticated mathematical advances
in applications of groups, algebras, geometry, and topology to physical systems are now
in routine use by theoretical physicists, and symmetry principles and concepts pervade the
language that we use in our physical descriptions; but this was not always so.

Groups were invented by mathematicians who rejoiced that they had finally discovered
something that was of no practical use to the natural scientists [72].1 Lie algebras
were invented largely by the Norwegian mathematician Sophus Lie and the German
mathematician Wilhelm Killing in the period ∼1873–1890. Just as differential geometry
was developed by mathematicians more than a half century before Einstein (with the
help of his mathematician friend Marcel Grossmann) adapted it to the description of
gravity in his theory of general relativity, Lie algebras and Lie groups were developed
mathematically decades before they began to find serious applications in physics. Likewise,
just as the development of general relativity was the impetus for the introduction of
differential geometry into physics applications in the period 1912–1915, the realization
that Lie algebras and Lie groups might be important for physics was largely an outgrowth
of the invention of quantum mechanics in 1925–1926.

In general relativity it was Einstein’s realization that gravity must be associated
with curved spacetime that necessitated a mathematical description of curvature that
was intrinsic to the four-dimensional spacetime manifold. That description (differential
geometry) had been invented by Riemann (building on the work of Gauss) more than
half a century before. In quantum theory, sets of operators that close under commutation
belong to a finite-dimensional Lie algebra and transformations are described by a finite
number of continuous parameters belonging to a Lie group. Thus, Lie algebras and Lie
groups provided a natural language to describe physical problems in the new quantum
mechanics. However, many were slow to grasp this insight. Eugene Wigner, who would
win a Nobel Prize for his applications of symmetry principles to nuclear and elementary
particle physics, was advised more than once by giants of the field that the use of group

1 Not the only time that mathematicians have erred in this expectation. Physicists have shown themselves to be
quite clever in co-opting pure mathematics for their own purposes!
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theory in quantum mechanics was a passing fad, best put aside in favor of less abstract
approaches based on more traditional mathematics.2

Today symmetry concepts are integral to much of our thinking and discussion in many
areas of physics, either explicitly or implicitly; so much so that it is now possible to teach
angular momentum theory or the significance of conservation laws in quantum mechanics
without much thought for the underlying Lie groups and Lie algebras that are ultimately
responsible for these concepts. As a consequence, modern physics undergraduate students
often gain a vague appreciation for, but generally do not get a systematic and mathematical
grounding in, the role of symmetry in modern physics research.

Furthermore, in recent decades there has been an explosion of ideas built on geometrical
and topological concepts in various fields of physics. Initially these concepts were
pervasive in disciplines like elementary particle physics because they most often appeared
as solutions of relativistic quantum field theories. But now geometrical and topological
themes are proliferating in such unexpected research domains as materials science and
condensed matter physics, which are built on non-relativistic quantum fields. These
developments have significant implications for fundamental physics, but also may be of
large importance for practical applications in quantum information, quantum computing,
and related disciplines. Today, even experimentalists in elementary particle physics, broad
ranges of condensed matter physics and material science, and quantum information and
computing must at least know the language and concepts of topological quantum theories.
Needless to say, most undergraduate physics students are even less prepared to deal
with issues in topology and advanced geometry than they are to deal with those from
sophisticated applications of groups and algebras in modern physics.

This book addresses the issues described above by providing a unified and pedagogical
discussion of groups, algebras, geometry, and topology in modern physics. It is tailored
specifically for physicists and students with at least an advanced undergraduate preparation,
but without a specific background in these areas.

2 Though of course the matrices employed in some formulations of quantum mechanics were themselves
mathematics that had not been much used in physics prior to the advent of quantum theory (and that were,
in fact, closely related to Lie groups). Schrödinger reputedly advised a young Wigner that the idea that Lie
groups were relevant to quantum physics would be largely forgotten within five years. Not the first time that a
scientist of considerable renown was in serious error about the future of a field!



2 Some Properties of Groups

Our goal in this book is to examine basic principles of symmetry, topology, and geometry in
the context of modern research in physics. We begin with symmetry and the mathematical
concept of a group. In this chapter some fundamental definitions and terminology will
be introduced, using as illustration a few simple groups that often have transparent
geometrical or combinatorial interpretations.

2.1 Invariance and Conservation Laws

The essence of a symmetry principle is that some quantity is fundamentally unobservable
and that this implies an invariance under a related mathematical transformation. For a
geometrical object, this may be illustrated in terms of its (geometrical) covering operations:
the set of (1) rotations, (2) inversions, and (3) reflections that leave it indistinguishable
from the object before the transformation. For example, a sphere has a high degree of
symmetry and it looks the same after any rotation, reflection, or inversion. A square has
lower symmetry, but it is unchanged after rotation by π

2 or after various reflections, and
so on.

This fundamental symmetry principle also may be implemented in more abstract terms.
In particular, we may consider mathematical operations that are not essentially geometrical
in nature such as the various transformations important in quantum mechanics. Suppose
that a symmetry operation is implemented by the quantum-mechanical operator U . If the
Hamiltonian operator H is invariant under this symmetry transformation,1

H = UHU−1, (2.1)

where the inverse U−1 is defined through UU−1 = 1. Operating from the right with U ,

HU = UHU−1U = UH → [ U , H ] = 0, (2.2)

1 In quantum theory operators are often distinguished from non-operator quantities by the use of a different font
or by a special notation such as placing a hat over operators: Ĥ . In the interest of clean and concise notation,
we will let the context dictate which quantities are operators and not use a separate notation for them except in
special circumstances.

5
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Table 2.1. Some symmetries and associated conservation laws

Non-observable Transformation Conservation law

Absolute position Space translation: x → x + δx Momentum
Absolute time Time translation: t → t + δt Energy
Absolute direction Rotation: θ → θ + δθ Angular momentum

where the commutator of two operators A and B is defined by

[ A, B ] ≡ AB − BA. (2.3)

But in quantum mechanics the Heisenberg equation of motion for an operator U is

dU
dt
=
∂U
∂t
+

i
�

[ U , H ], (2.4)

and if U has no explicit time dependence it is a constant of motion if it commutes with H .
For most (not all) cases the operators U may be chosen to be unitary and written

U = eiαA, (2.5)

where α is a real number and the unitarity of U , defined by U† =U−1, implies that
A is hermitian (A= A†, where A† indicates hermitian conjugation of A: in a matrix
representation, complex conjugate each element and interchange rows and columns). But
in quantum mechanics hermitian operators imply observables (their real eigenvalues) and
we conclude that invariance of a Hamiltonian operator with respect to some unitary
transformation leads to a conservation law since, if U is a constant of motion, A will
be also. Generally, the eigenvalues of A will be conserved quantum numbers and the
operator conjugate to A in the sense of the uncertainty principle will be associated with
an inherently unobservable quantity. Table 2.1 displays the relations among some well-
known symmetries, conservation laws, and corresponding non-observables, as illustrated
in Examples 2.1 and 2.2.

Example 2.1 The impossibility of determining absolute spatial position (homogeneity of
space) implies an invariance under spatial translations. Conservation of linear momentum
follows directly from this invariance.

Example 2.2 Inability to distinguish absolute orientation (isotropy of space) implies an
invariance under rotations, which leads directly to conservation of angular momentum.

The natural framework for analysis of such symmetries is that of group theory and
the algebras of its associated operators. Let us now turn to a consideration of those
mathematical techniques, with groups to be introduced in this chapter and algebras in Ch. 3.
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2.2 Definition of a Group

A set is a collection of distinct objects having the properties reviewed in Box 2.1. A group
is a set G = {x, y, . . .} for which a binary operation a · b called group multiplication (or,
more mathematically, composition) is defined, which has the following properties.

1. Associativity: Multiplication is associative, (x · y) · z = x · (y · z) for each x, y, and z
in G.

2. Closure: If x and y are elements of G, then x · y is an element of G also.
3. Unique identity: An identity element e exists such that e · x = x · e = x for any x in G.
4. Unique inverse: Each group element x has an inverse x−1 such that xx−1 = x−1x = e.

Box 2.1 Properties of Sets

A set is a collection of distinct objects considered as an entity. The members of a set are called elements
and they can be almost anything (including other sets). The number of members is called the cardinality of
the set.

Defining elements of a set: A set may be populated with elements in two ways.

1. List the elements explicitly: A = {red, yellow, green}.
2. Specify a rule giving all elements: “the negative integers greater than−4.” A common rule is to specify a

property P(x) that all members x of a set have using set-builder notation: {x |P(x)}means “the set of
all x such that the property P(x) is true.” Example: If P(x) is the property “x is a prime number,” then
{x |P(x)} = {x | x is a prime number} is the set of all prime numbers.

Set membership: Writing x ∈ A indicates that x is a member of set A and writing x � A means that
it is not. These may be read “x is in A” and “x is not in A,” respectively.

Equivalence: Sets are equivalent iff (which means “if and only if”) they have precisely the same elements.
We assume each element to be listed only once, so {a, a, b, c} and {a, b, c} are equivalent sets. Likewise,
the order of elements does not matter, so {a, b, c} and {b, a, c} are equivalent sets.

Null set: The null set is the set having no elements, commonly denoted by ∅ or {}.

Subsets: Set B is a subset of set A if each element of B is in A. The notation B ⊂ A indicates that B is
a subset of A. Equivalently A ⊃ B indicates that A is a superset of B (contains B as a subset). Every set
has itself and the null set as subsets. If B ⊂ A but A and B are not equivalent and B � {∅}, B is a proper
subset of A.

Union and intersection: The union A ∪ B of two sets A and B is the set containing all elements
that are in A or in B, or in both A and B. The intersection A ∩ B of sets A and B is the set of only those
elements contained in both A and B. The union and intersection of two sets are conveniently represented in
terms of Venn diagrams.
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Set A Set B A BU A BU

Cartesian product: A cartesian product X ×Y of sets X andY is the set of ordered pairs (x, y) with
x ∈ X and y ∈ Y . The prototype isR2 = R1 × R1, whereR1 is the real number line andR2 is the
2D cartesian plane. If X is of dimension m and Y is of dimension n, the cartesian product X × Y is a set of
dimension m × n.

More advanced properties such as open and closed sets, or equivalence classes for sets, will be addressed as
they are needed (for example, in Box 24.1).

Group “multiplication” is a law of binary combination that can be much more abstract
than ordinary arithmetic multiplication. The group definition requires associativity but not
commutivity. If a group has commutative elements so that ab = ba for all a and b, the
group is abelian; if it has non-commuting elements (ab � ba) the group is non-abelian.

2.3 Examples of Groups

The preceding requirements are relatively easy to satisfy and many sets can form groups
under some law of binary combination. Let us give a few simple examples.

2.3.1 Additive Group of Integers

The set of all integers G = {. . . ,−3,−2,−1, 0, 1, 2, 3, . . .} forms a group under the binary
operation of ordinary arithmetic addition.

• The sum of any two integers is an integer.
• A unique identity element e = 0 exists.
• A unique inverse exists for each element since −n + n = e = 0.
• Arithmetic addition is associative.

This is called the additive group of integers Z; it is abelian since addition commutes.
Whether a set forms a group under some binary operation depends both on the set members
and the binary operation.

Example 2.3 The integers are a group under addition but the positive integers are not
(elements have no inverse). The real numbers are a group under addition but not under
multiplication (zero has no inverse).
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Box 2.2 The Two-Element Group

The group with two elements may be defined by listing the elements {e, a}, where e is the identity, and
specifying the results of the multiplication operation. One way to do this is to give the multiplication table for
elements of the group.

The Multiplication Table

From the properties of the identity we must have ee = e and ea = ae = a (for compactness the
multiplication symbol often will be omitted: ae ≡ a · e). Thus, only the product aa is required to complete
the multiplication table. Either aa = a, or aa = e, if the closure property is to be satisfied. The first is
impossible because multiplying the equation from both sides by a−1 gives a = e, which must be false if this
is a two-element group.a So a is its own inverse, aa = e, and the multiplication table is

C2 e a

e e a
a a e

As indicated, this group is commonly denoted C2, the cyclic group of order 2. Equivalently, it is the group Z2 of
integers 0 and 1 under addition modulo 2 (Problem 2.31).

Important Lessons

Two important properties of groups have been illustrated by this simple example.

1. Only one abstract group with two elements exists, since any two-element group must have the multipli-
cation table just constructed.

2. Finite groups may be specified by their multiplication table, since this tells us both the elements of the set
and the nature of the multiplication operation.

As you are asked to show in Problem 2.4, the group with three elements is also unique because the multipli-
cation table is determined by general group properties independent of the specific group elements or nature
of the binary combination law. The two-element and three-element groups illustrate the abstract nature of
groups, since their properties are fixed by the group postulates, independent of specifics.
a This proof can be generalized to the useful rule that in a group multiplication table each group element must appear exactly once in each

row and exactly once in each column of multiplication results. This may be viewed as a special case of the rearrangement lemma discussed in
Section 6.2.5.

The additive group of integers has an infinity of discrete elements. There also are groups
where the elements form an uncountable continuum (continuous groups), and groups with a
finite number of elements (finite groups). An example of a finite group is given in Box 2.2.

2.3.2 Rotation and Translation Groups

As another example of a group, consider rotations. A natural multiplication may be defined
by taking the product of two operations to be the resultant of applying first one operation
and then the other to an arbitrary physical system. The product of two transformations A
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and B may be denoted by AB ≡ A · B, with the convention that the operator B is to be
applied first and then the operator A. For rotations the following is clear physically.

1. Two successive rotations on a physical system are equivalent to some other rotation.
2. Rotation of a system through the null angle corresponds to an identity operation.
3. A system may be rotated through an angle and then rotated back to the original

orientation. The second operation defines the unique inverse of the first.
4. If three successive rotations are performed, the same result is obtained if we perform

the first and then the resultant of the other two, or if we perform the resultant of the first
two and then the third rotation. Thus, rotation is associative.

5. For rotations in three dimensions, the result of two successive rotations about different
axes is not necessarily equivalent to the result obtained by performing these rotations in
reverse order. Thus, 3D rotations do not generally commute.

Therefore, 3D rotations form a rotation group that is non-abelian. This is a continuous
group since the possible angles for a rotational transformation are continuous. Such groups
of continuous transformations will be among the most important that we will examine. As
another example of a continuous group, it is easily verified that the set of translations form
a group under the natural definition that multiplication of two translations corresponds to
applying first one and then the other translation operation to a physical system. The group
of rotations and the group of translations are members of a special class of continuous
groups called Lie groups that will occupy a prominent place in our discussion.

Sets of rotations and sets of translations each define continuous groups sharing many
features, but they differ in two important aspects. The first is that translation groups are
abelian but the 3D rotation group is non-abelian. The second concerns the group parameter
space. Rotational parameters are real angles and the space is bounded (rotation by 2π about
an axis returns us to the starting point). However, the parameter space for translations is
unbounded. A continuous group for which the parameter space is closed and bounded is
called compact; otherwise it is termed non-compact. As will be seen, the mathematical
structure and the associated physical implications of compact and non-compact groups
differ considerably; accordingly they have different roles to play in physical applications.

2.3.3 Parameterization of Continuous Groups

The number of elements is the order of a group, which can be finite or infinite. For finite
groups of low order the group elements may simply be listed. This is inappropriate for
continuous groups such as the rotation group, for which it is customary to specify a set of
continuously varying parameters that describe the transformation: α = (α1, α2, . . . , αn).
The continuous group associated with this parameter set is called an n-parameter group.
The 3D rotations are a three-parameter group since there are three axes of rotation, each
described by an independent angle. Do not confuse the order of a group and the number
of continuous parameters that define it. For continuous groups the order is infinite but the
number of parameters is usually finite. Our standard notation for continuous groups will be
G(α1, α2, . . . , αn), where the n parameters αn all vary continuously over some range.
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2.3.4 Permutation Groups

Another example of a relatively simple group is the permutation group Sn. This group
consists of the set of all permutations on n objects, with a multiplication law defined by the
rule that A · B means the transformation obtained by first making the permutation B and
then applying the permutation A to the result. The order matters because Sn is not abelian
if n ≥ 3. This group is particularly significant for our discussion because symmetry under
particle exchange is of fundamental importance in quantum mechanics. Be certain that you
understand what constitutes the group here!

The elements of a permutation group are not the objects being permuted
but rather the permutation operations on those objects. Also, do not confuse
a permutation with a group multiplication. Permutation interchanges objects;
group multiplication is the application of two successive such permutations.

An arbitrary permutation of n objects may be specified by2

p =

(
1 2 3 · · · n
p1 p2 p3 · · · pn

)
, (2.6)

where the notation means that each entry in the first row is to be replaced by the
corresponding entry in the second row. A more compact notation may be introduced
by classifying permutations according to their cycle structure. To illustrate, consider the
permutation (

1 2 3 4 5 6
3 5 4 1 2 6

)
=

(
1 3 4 2 5 6
3 4 1 5 2 6

)
(2.7)

on six objects, where in the second expression invariance under column interchange has
been exploited. In this permutation 1 is replaced by 3, which is replaced by 4, which is
then replaced by 1, which was the starting point. This is called a three-cycle, which can
be represented by (134). In a similar fashion we see that interchanges on objects 2 and 5
form a two-cycle (25), and object 6 participates in a one-cycle (6). In cycle notation the
permutation (2.7) is specified as (134)(25)(6), which may be abbreviated to (134)(25)
since one-cycles are commonly omitted in the notation. The cycles contain no elements in
common so they commute and the order in the list does not matter: (134)(25) = (25)(134).
Giving the cycle structure of any permutation completely defines that permutation.

The permutations on n objects form a group of order n! because (1) the product of two
permutations is also a permutation, (2) products of permutations are associative, (3) the
identity is the symbol representing no permutations [n = pn for all n in Eq. (2.6)], and
(4) interchanging the two rows in Eq. (2.6) defines an inverse. Example 2.4 illustrates.

2 The order of swaps is irrelevant so the permutation symbol (2.6) is invariant under interchange of columns.
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Table 2.2. Multiplication table A · B for S3
†

A\B e (12) (23) (13) (123) (321)
e e (12) (23) (13) (123) (321)

(12) (12) e (321) (123) (13) (23)
(23) (23) (123) e (321) (12) (13)
(13) (13) (321) (123) e (23) (12)
(123) (123) (23) (13) (12) (321) e
(321) (321) (13) (12) (23) e (123)
†Entries A · B, where the left column gives A and the top row gives B.

Example 2.4 Consider the group S3 of permutations on three objects. There are 3!= 6
independent ways that a set of objects {a, b, c} may be rearranged (see Section 4.1 for a
more extensive discussion of the notation).

(e) Do nothing: (abc) → (abc).
(12) Swap the objects in positions 1 and 2: (abc) → (bac).
(23) Swap the objects in positions 2 and 3: (abc) → (acb).
(13) Swap the objects in positions 1 and 3: (abc) → (cba).

(321) Perform a cyclic permutation: (abc) → (cab).
(123) Perform an anticyclic permutation: (abc) → (bca).

Applying the multiplication rule for these transformations, we find as an example that
(12) · (13) = (123), because (13) generates (abc) → (cba) and subsequent application of
(12) produces (cba) → (bca), which is equivalent to direct application of (123) to (abc).
The full group multiplication table is given in Table 2.2 (see Problem 2.2).3

We see that Table 2.2 is closed under multiplication, defining a finite group that is non-
abelian because generally A · B � B · A.

2.4 Subgroups

One or more subsets H of elements within a group G may satisfy the group requirements
among themselves, subject to the same law of multiplication as for the whole group. Such
a subset H is termed a subgroup of the larger group G; symbolically G ⊃ H . A subgroup
is not just a subset of group elements; it must embody the same multiplication rule as for
the full group. The following example illustrates.

3 Our convention will be that for A · B the operation A is listed in the left column and the operation B is
listed in the top row of a multiplication table. For example, from Table 2.2 we obtain (12) · (13) = (123) but
(13) · (12) = (321). The ordering convention matters since S3 is non-abelian. We will consider only a few
simple finite groups and it is often convenient to specify them by multiplication tables. For larger groups or
many cases this can be tedious and there are more efficient ways to represent the content of a multiplication
table (see Problem 2.28). We will not need them but Jones [125] may be consulted for examples.
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Example 2.5 Consider a group G consisting of the rational numbers under addition, and
a second group H consisting of the positive rational numbers under multiplication. The
positive rational numbers are a subset of the rational numbers, but H is not a subgroup of
G because the law of binary combination is different for G and for H .

Note that any subgroup must contain the identity element of the full group. Otherwise
either the subgroup would not satisfy the group conditions, or the full group would not
have a unique identity. Subgroups may be classified as (1) proper or (2) improper. A group
always contains as improper subgroups the group itself and the subgroup consisting only
of the identity element; the remaining subgroups constitute the proper subgroups.

Example 2.6 The 2D spatial rotations around a single axis constitute a proper subgroup of
the full 3D rotation group. Furthermore, although the full rotation group is non-abelian
the subgroup of rotations about a single axis is abelian, since the order of two successive
rotations about the same axis is immaterial.

Example 2.7 As may be verified from Table 2.2, the permutation group S3 has proper
subgroups S2 corresponding to sets of permutations on only two objects, and a proper
subgroup A3 consisting of only the even permutations {1, (123), (321)} on three objects.

Unless otherwise noted, subgroups will be assumed to be proper subgroups in our
discussion. Examples 2.6 and 2.7 illustrate two common ways to obtain transformation
subgroups.

1. Restrict the objects on which the transformations can act (for example, the subgroup S2

of permutations on only two objects).
2. Restrict the action of the transformation operator on all objects (for example, the

subgroup A3 of only even permutations on three objects).

As illustrated in Examples 2.6 and 2.7, for actual problems there will often be a simple
physical interpretation of the mathematical relationship between a group and a subgroup.

2.5 Homomorphism and Isomorphism

Frequently we will invoke a map, which generalizes a function and associates an object
in one set with an object in the same or another set, as reviewed in Box 2.3.4 Of crucial
importance for physics applications, often a map f : A → B can be defined between the
elements of a group A and the elements of a group B that preserves the group multiplication

4 The usage of “map” and “function” varies among fields and authors. Some use “map” and “function” to mean
essentially the same thing; others reserve “function” for a map where the sets being mapped are real or complex
numbers, and use “map” to include more general possibilities.
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Box 2.3 Maps

A map assigns to each object in a set one or more objects in another (or the same) set. Example: If A is the
set of all integers, “multiply objects in set A by two” defines a map from the set of integers to the set of even
integers. The domain is the set of all objects the map can operate on (integers in this example); the codomain
is the set into which all output of the map falls; the image is the set of all outputs created by the map (even
integers in this example), which is generally a subset of the codomain. The inverse image of a subset S of the
codomain is the set of all elements of the domain that map to members of S. A map is single valued, so it can
connect more than one object in the domain to a single object in the image, but it cannot connect an object
in the domain to more than one object in the image.

Mapping Notation

If f (x) depends on a single variable, f : R→ R indicates that f (x) provides a map from real numbers
R to real numbersR. The notation can also indicate the map more explicitly. For a function of two variables,
f (x, y) = x + y, we can write that the function maps the xy plane R2 to the real number line R,
f : R2 → R, or indicate the map more explicitly as f : (x, y) 
→ x + y. The inverse image f −1(S)

of a subset S of the codomain is indicated by f −1 (S) = {x ∈ X : f (x) = S}, for a domain X .

Homomorphism and Isomorphism

The maps illustrated schematically in Fig. 2.1 are between group (set) elements. In the case of isomorphism
exactly one object in one set is mapped into exactly one object in another set. In the case of homomorphism
one or more objects in the first set are mapped into single objects in the second set.

General Mapping Relationships

The general nature of the mapping between two sets is often described using a terminology that is illustrated
in the following figure.

A B

Injective ("into")

A B

Surjective ("onto")

A B

Bijective

(1) A map from A to B is injective (“into”) if an element in B is related to no more than one element in A,
but B can have unmatched elements. (2) A map is surjective (“onto”) if at least one element of A is associated
with each element of B. (3) A map is bijective if each element of A has a matching element in B and each
element in B has a matching element in A; a bijective map is invertible. Isomorphism is bijective.

structure. Such a mapping is called a homomorphism and the two groups are said to be
homomorphic. For the special case where the groups are of the same order and the mapping
is one to one, the homomorphism is termed an isomorphism (also called a bijective map; see
Box 2.3) and the two groups are said to be isomorphic. Homomorphism and isomorphism
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{ A, B, C, D }

{ a, b, c, d }

Isomorphism:

{ A,  B,  C,  D }

{ a, b }

Homomorphism:

Fig. 2.1 Schematic examples of a 2:1 homomorphism and an isomorphism between two groups.

are illustrated in Fig. 2.1. If a group D is homomorphic to a group G, the group D may
be said to form a representation of G. A representation requires that every g ∈ G has a
corresponding operator D(g), with a mapping that preserves the group multiplication law:

D(x) · D(y) = D(x · y), (2.8)

where x and y are arbitrary elements of the group G. Example 2.8 illustrates a representa-
tion giving the effect of a transformation of coordinates on a function of those coordinates.

Example 2.8 Suppose a space S of functions ψ(r ) that is invariant under a group of
coordinate transformations Gi in the sense that if ψ(r ) ∈ S, then ψ

(
G−1

i r
) ∈ S. Then

a representation T may be defined in the function space by the requirement that

T (Gi)ψ(r ) = ψ
(
G−1

i r
)
. (2.9)

As shown in Problem 2.35, the operators T (Gi) of Eq. (2.9) satisfy Eq. (2.8); hence
they constitute a valid representation of G.5 Notice that we are dealing with group
transformations on two different spaces here: (1) transformations by G in the space of
coordinates r , and (2) transformations by the representation T (G) of G in the space
of functions ψ(r ).

If a homomorphic mapping is of the group to itself, it is termed an endomorphism. If
the mapping of the group to itself is also isomorphic, the endomorphism is termed an
automorphism. Two examples of automorphisms that we shall encounter are

1. the mapping of a group to itself by conjugation of its elements (Section 2.11), and
2. the mapping of Lie group generators to their complex conjugates (Section 8.4).

Endomorphisms and automorphisms are important in the fundamental analysis of groups,
but for physics applications we shall most often be interested in homomorphisms and
isomorphisms that are between different groups, as in Fig. 2.1.

2.6 Matrix Representations

A set of matrices that forms a group under matrix multiplication is termed a matrix group.
If a matrix group is homomorphic to some abstract group, it forms a representation of that
group. Let us illustrate for the permutation group S3.

5 Transformation of a function caused by transformation of a variable on which the function depends, as in Eq.
(2.9), is termed an induced transformation.
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2.6.1 A Matrix Representation of S3

It is readily verified that the set of six matrices D specified by

D(e) =
����
1 0 0
0 1 0
0 0 1

���� D(12) =
����
0 1 0
1 0 0
0 0 1

���� D(13) =
����
0 0 1
0 1 0
1 0 0

���� ,

D(23) =
����
1 0 0
0 0 1
0 1 0

���� D(123) =
����
0 1 0
0 0 1
1 0 0

���� D(321) =
����
0 0 1
1 0 0
0 1 0

���� ,

(2.10)

forms a group under the binary operation of ordinary matrix multiplication, and that the
multiplication table is in one to one correspondence with that of the permutation group on
three objects, S3 = {e, (12), (23), (13), (123), (321)}, given in Table 2.2.

Example 2.9 If the arrangement of objects {a, b, c} is specified by a column vector, then

D(12)
����
a
b
c

���� =
����
0 1 0
1 0 0
0 0 1

����
����
a
b
c

���� =
����
b
a
c

����
and, comparing with the group operations for S3 given in Section 2.3.4, the matrix D(12)
is mapped isomorphically to the permutation (12). Symbolically, D(12) ↔ (12), where
(12) is an element of the group S3 and D(12) is an element of the matrix group (2.10).
By explicit matrix multiplication we find that the matrices D have a multiplication table
in one to one correspondence with that in Table 2.2 for the group S3. For example, the S3

multiplication (13)(12) = (321) is mapped to the matrix multiplication

D(13)D(12) =
����
0 0 1
0 1 0
1 0 0

����
����
0 1 0
1 0 0
0 0 1

���� =
����
0 0 1
1 0 0
0 1 0

���� = D
(
(13)(12)

)
= D(321),

as may be verified by comparison of Table 2.2 and Eq. (2.10). This is a specific illustration
of the condition (2.8) that a representation must satisfy.

Therefore, the group of permutations S3 on three objects and the group of matrices D given
in Eq. (2.10) are isomorphic and D constitutes a matrix representation of the permutation
group S3. When a matrix group is isomorphic to another group G, the matrices are said to
be a faithful representation of G. Thus the matrices (2.10) are a faithful representation of
S3. The physical importance of matrix representations is discussed in Box 2.4.

2.6.2 Dimensionality of Matrix Representations

The dimension (or degree) of a matrix representation is the dimension of each matrix in the
representation. A representation in terms of N × N matrices is termed an N-dimensional
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Box 2.4 Abstract Groups and Concrete Physics

Isomorphisms with matrix groups provide much of the practical linkage between abstract groups and concrete
physics. We may consider a group to be a multiplication tablea satisfying the postulates of group theory and
a representation to be a tangible realization of that multiplication. For many cases of interest in quantum
physics the representations will be in terms of unitary matrices. The power of group theory is that it is possible
to determine many properties of any representation from the abstract properties of the group. On the other
hand, in physical problems it is often easier to think in terms of some concrete representation rather than in
terms of the abstract group itself. We will often be working with representations of groups in terms of matrices.
The foregoing tells us that this is adequate, since the matrix representation has the same multiplication table
as the abstract group.
a Or the set of structure constants for a Lie group, which will act as multiplication table entries for those continuous groups

(see Section 3.2).

representation of the group. The matrices D employed in a representation must be non-
singular (det D � 0) because the requirement that each group element have an inverse
demands that the matrices be invertible.6 The representation (2.10) is a three-dimensional
matrix representation of the group S3. The fundamental matrix representation of a group
is the lowest-dimensional faithful matrix representation. Some groups have more than one
fundamental representation. For example, SU(2) has one fundamental representation but
SU(3) has two. There may be many representations of a group having dimensionality
different from that of the fundamental representation(s).

2.6.3 Linear Operators and Matrix Representations

Quantum mechanics is formulated in terms of linear vector spaces (Hilbert spaces).
Therefore, it is often convenient to view representations of quantum-mechanical groups
in terms of abstract linear operators that have concrete manifestation in a given basis as
a matrix. If g ∈ G for a group G and |i〉 is a complete orthonormal basis for the space
in which D(g) acts as a linear operator, then by inserting a complete set of states using
1 =

∑
j | j〉 〈 j | from Eq. (A.6),

D(g) |i〉 =
∑
j

| j〉 〈 j | D(g) |i〉 ≡
∑
j

| j〉 [D(g)]ji , (2.11)

which provides the connection between a linear operator D(g) and the elements of its
matrix realization [D(g)]ji = 〈 j | D(g) |i〉.

6 Not all N × N matrices are invertible, but those that are form a group under matrix multiplication. Some
examples are given in Section 2.9.
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2.7 Reducible and Irreducible Representations

A matrix representation of a group is not unique because we are free to make linear
transformations to express the representation in a new basis. Representations D and D′

of a group are deemed equivalent if they are related by a similarity transformation,

D′(x) = SD(x)S−1, (2.12)

with the same operator S for each matrix D(x) in the representation. Thus D and D′ are
sets of matrices that represent the same linear operator expressed in two different bases.
A representation is reducible if it has an invariant subspace [the action of any D(g) on
a vector in the subspace yields a vector in that subspace]. A representation that is not
reducible is irreducible. A representation is completely reducible if its matrices can be
similarity transformed to block-diagonal form:

D′(x) = SD(x)S−1 =

��������

D′1(x) 0 0 0
0 D′2(x) 0 0

0 0
. . .

...
0 0 · · · D′

k
(x)

��������
, (2.13)

where matrices on the diagonal of Eq. (2.13) are irreducible representations (irreps). For
finite or compact continuous groups, it may be shown that if a representation is reducible
it is completely reducible and we shall use reducible to mean completely reducible. The
representation D′(x) is termed the direct sum of the irreps D′1, D′2, . . . , D′

k
, which may be

symbolized by

D′ = D′1 ⊕ D′2 ⊕ · · · ⊕ D′k , (2.14)

where the meaning of the direct sum is precisely that the matrix D′ is related to the matrices
D′i though the block-diagonal structure (2.13).

2.8 Degenerate Multiplet Structure

We now show that the irreducible representations of Eq. (2.13) imply degenerate multiplets
for the eigenfunctions when the Hamiltonian commutes with symmetry operators [see Eq.
(2.2)]. The full set of operators that commute with the Hamiltonian form a symmetry group
that we may call the Schrödinger group, and eigenvalues of these operators may be used
to label states of conserved energy. Let us apply a symmetry operator U to the Schrödinger
equation, UHψn =UEnψn, and since H and U commute, H (Uψn) = En(Uψn). Thus
Uψn is an eigenfunction with the same energy En as the original state ψn. Other
eigenfunctions with the same energy may be obtained by applying all symmetry operators
that commute with H to these eigenfunctions. The full set of eigenfunctions created in this
way corresponds to a multiplet of states degenerate in energy as a direct consequence of
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symmetry. Conversely, any state that happens to have energy En that cannot be obtained
by actions of the symmetry generators is said to be accidentally degenerate.

Now, how is this degenerate multiplet structure related to the representations of the
symmetry? Let us exclude accidental degeneracy and assume that the eigenstates are
�-fold degenerate because of the symmetry, implying a basis of � eigenfunctions, each
having energy En. This represents a subspace of the full Hilbert space that is invariant under
all operations of the Schrödinger group. From the preceding considerations, application of
those symmetry operators Uα = {UA, UB, . . .} that commute with H to any wavefunction
ψ(n)

i in the subspace must produce a linear combination of the basis vectors,

Uαψ
(n)
i =

�∑
i=1
Γ(n) (α)i jψ

(n)
j . (2.15)

The matrices Γ(n) (α) form a representation of the Schrödinger symmetry group since

Uαβψi ≡ UαUβψi = Uα

∑
j

ψ jΓ(β)ji =
∑
j

(Uαψ j )Γ(β)ji

=
∑
jk

ψkΓ(α)k jΓ(β)ji =
∑
k

ψk
(
Γ(α)Γ(β)

)
ki ,

and this along with Uαβψi =
∑

k ψkΓ(αβ)ki implies the matrix equation

Γ(αβ) = Γ(α)Γ(β), (2.16)

which is the condition (2.8) for the matrices Γ to form a representation. Furthermore, the
representation is irreducible because it was generated by symmetry operations within a
single subspace.

The � eigenfunctions of energy En are basis functions for an �-dimensional irrep
Γ(n) of the group of symmetry operations that commute with the Hamiltonian.

Thus, the space acted on by the transformed matrix D′(x) in Eq. (2.13) breaks up into
k orthogonal subspaces, each mapped to itself by all operators D′(x), as illustrated in
Fig. 2.2, with the resulting energy spectrum exhibiting degenerate multiplet structure.

Example 2.10 In Ch. 3 the quantum theory of angular momentum will be formulated in
terms of the special unitary group SU(2). The matrices defining the angular momentum
may be brought to the form (2.13) by a unitary transformation, with each subspace DJ

corresponding to a definite total angular momentum J [irrep of SU(2)]. The matrices within
a subspace are of dimension (2J + 1) × (2J + 1) and they operate on state vectors with
2J +1 components, which is the magnetic-substate degeneracy for angular momentum J.

In Example 2.10, the block-diagonal form of Eq. (2.13) will ensure conservation of angular
momentum because multiplets of different J correspond to different irreps and cannot mix.
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Irrep

D1
'

Irrep

D

Irrep

D

Irrep

D

'

'

'

2

3

4

Block-diagonal matrix
Degenerate
multiplets

Fig. 2.2 Block-diagonal matrix and the corresponding degenerate multiplet structure. The matrices along the diagonal are
irreducible representations (irreps).

2.9 Some Examples of Matrix Groups

Since matrix groups are pivotal in many applications of group theory to physics, it is useful
to make a general classification of some important matrix groups according to the nature
of their constituent matrices. In this section we list some of the more consequential ones.

2.9.1 General Linear Groups

The most general matrix group is the complex general linear group, GL(n, C), consisting
of the regular, invertible, complex (the designation C), n × n matrices. Each such matrix
has n2 complex entries, so there are 2n2 real parameters and GL(n, C) is 2n2-dimensional.
Restriction to real matrices (denoted by R) yields a subgroup GL(n, R),

GL(n, C) ⊃ GL(n, R), (2.17)

with n2 real parameters. Special linear groups are subgroups of GL(n, C) that restrict to
matrices with unit determinant,

GL(n, C) ⊃ SL(n, C) ⊃ SL(n, R) GL(n, R) ⊃ SL(n, R), (2.18)

where SL(n, C) denotes the complex special linear group with 2(n2 − 1) parameters and
SL(n, R) denotes the real special linear group with n2 − 1 parameters.

2.9.2 Unitary Groups

The group GL(n, C) has many other subgroups, which can be classified by specifying the
algebraic form that they leave invariant. For example, the n × n unitary matrices form
elements of an n2-parameter unitary group U(n) that leaves invariant the form

∑
i zi z

∗
i ,
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where zi is a complex number. If consideration is restricted further to unitary matrices with
unit determinant, we obtain the special unitary group SU(n), which has n2 − 1 parameters.

2.9.3 Orthogonal Groups

The group O(n, C) consists of the complex orthogonal matrices of degree n. It is an
n(n − 1)-parameter group and, since the orthogonality requirement AT A = 1 implies
det A = ±1, the group O(n, C) decomposes into two disconnected pieces. The subgroup
SO(n, C) results from restricting the orthogonal matrices to those with unit determinant.
This special complex orthogonal group SO(n, C) leaves invariant the quadratic form

∑
i z2

i ,
and has n(n − 1) parameters. Obviously, it is also possible to form the real orthogonal and
special real orthogonal groups O(n, R) and SO(n, R) respectively. [Note that we shall often
drop the field labels R or C; for example, using abbreviations like SO(n) for SO(n, R).]

2.9.4 Symplectic Groups

Orthogonal matrices R satisfy RTgR = g for a matrix g with elements gi j = δi j called
the metric tensor, implying that orthogonal transformations preserve symmetric bilinear
forms. Symplectic matrices of dimension 2n × 2n satisfy instead RTgR = g for a metric
tensor

g =

(
0 In
−In 0

)
, (2.19)

where In is the n × n unit matrix and 0 is an n × n matrix of zeros, which implies that
symplectic transformations preserve antisymmetric bilinear forms. These matrices form
the 2n(2n+ 1)-parameter complex symplectic group Sp(2n, C), which is a subgroup of the
general linear group,

GL(n, C) ⊃ Sp(2n, C). (2.20)

We may also define a real symplectic group Sp(2n, R) by restricting to real matrices, and a
unitary symplectic group Sp(2n) = USp(2n) ≡ U(2n) ∩ Sp(2n, C).

2.10 Group Generators

The minimal number of distinct group operations that in various combinations and
powers gives all of the group operations is called the set of generators for the group.
Conventionally, the generators are defined somewhat differently for discrete groups
and for continuous groups. The following examples illustrate identifying generators for
permutation groups and translation groups.

Example 2.11 For the discrete permutation groups Sn it is easy to show that all permutations
on n objects can be written as products of operations that interchange two objects
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(the transpositions) and their inverses. In general, the permutation groups Sn are generated
by the n−1 adjacent interchanges Pi,i+1, because it can be shown that any cycle (and hence
any permutation) can be written as a set of transpositions.

Example 2.12 Consider the operator U (a) that translates a 1D quantum system with wave-
function ψ(x) continuously by a distance a. Expanding in a Taylor series about x,

ψ(x + a) = U (a)ψ(x)

= ψ(x) + a
dψ(x)

dx
+

a2

2!
d 2ψ(x)

dx2 + · · ·

=

∞∑
n=0

an

n!
d n

dxn
ψ(x)

= exp
[
ia

(
−i

d
dx

)]
ψ(x).

Thus, the operator for 1D translations in x is

U (a) = exp
(

i
�

aPx

)
Px ≡

�

i
d
dx

,

where Px is the momentum operator. Since all translations can be built from a sequence of
infinitesimal ones, the operator U (a) generates one-dimensional translations. However, for
continuous groups such as this where operators can be parameterized in the form U = eiaA,
with U and A matrices, it is common to refer to A as the generator rather than U .

The advantage of viewing Px rather than U (a) = exp[(i/�)aPx] as the generator of
translations is that translational groups are Lie groups, with local properties determined
by behavior of the group elements near the origin of parameter space (see Ch. 3). So for
small a

ψ(x + a) ∼ ψ(x) +
i
�

aPxψ(x) U (a) ∼ 1 +
i
�

aPx .

Then attention can be focused on the single operator Px , rather than on the infinity of
operators U (a) corresponding to different values of the continuous parameter a.

2.11 Conjugate Classes

Elements of a group may be partitioned into two useful categories: conjugate classes and
cosets. We examine conjugate classes here and cosets in Section 2.14. If a, b, g ∈ G and

b = gag−1 (2.21)

then element b is conjugate to element a.7 Denoting conjugation by ∼, it is easy to show
that (Problem 2.8)

7 Conjugation is a special example of an automorphism (a mapping of a group to itself; see Section 2.5).
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Box 2.5 Equivalence Classes

An abstract but very useful concept for a set is that of an equivalence class, which is predicated on the idea of
an equivalence relation defined between set members.

For example, if for the set of all balls of a solid color we define an equivalence relation “having
the same color,” then the subset of all yellow balls would be one equivalence class of the set of
all balls of a solid color, and the subset of all black balls would be another.

When a set S has an equivalence relation defined on it the set may be partitioned naturally into disjoint (non-
overlapping) equivalence classes, with elements a and b belonging to the same equivalence class if and only
if they are equivalent. Formally, equivalence is a binary relation∼ between members of a set S exhibiting the
following properties.

1. Reflexivity: For each a ∈ S, we have a ∼ a.
2. Symmetry: For each a, b ∈ S, if a ∼ b, then b ∼ a.
3. Transitivity: For each a, b, c ∈ S, if a ∼ b and b ∼ c, then a ∼ c.

Since groups are sets with added structure, equivalence classes are defined in a similar way for groups.
An important equivalence relation for groups is the conjugation operation (2.21), which partitions groups
uniquely into conjugacy classes.

• a ∼ a;
• if a ∼ b, then b ∼ a;
• if a ∼ b and b ∼ c, then a ∼ c.

Group elements that are conjugate to each other form a conjugacy class (often just termed
a class). A conjugacy class is a particular example of an equivalence class, with the
equivalence operation being conjugation as in Eq. (2.21); see Box 2.5. For matrix groups
this means that all elements in the same class are related by similarity transformations
(2.12).

Example 2.13 From Table 2.2 for the group S3, utilizing that the transpositions are their own
inverses,

(23)(12)(23)−1 = (13) (12)(23)(12)−1 = (13) (12)(123)(12)−1 = (321).

Furthermore aea−1 = aa−1 = e for any group element a. Therefore, the transpositions
(12), (13), and (23) are in one class, the cyclic and anticyclic permutations (123) and
(321) are in another class, and the identity e is in its own class.

Generally each group element belongs to one and only one class, and the identity is
necessarily in a class by itself. A class is specified uniquely by giving a single element,
since all others may be obtained from it by similarity transforms. As we found in
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Example 2.13, in physical applications the elements in a class often share some obvious
characteristic. For example, rotations about different axes but of the same magnitude are
in the same class of the rotation group (Ch. 6). For a matrix representation the character χ
of an element is the trace (sum of diagonal elements) of the corresponding matrix

χ(D) = Tr D =
∑
i

Dii . (2.22)

An essential property of matrices is that the trace is invariant under a similarity transfor-
mation.8 Therefore, elements in the same class have the same characters χ(D).

Example 2.14 From the matrix representation (2.10) for S3 we deduce the following.

1. The identity (e) forms a class by itself, with character χ(e) = 3.
2. The three transpositions form a second class, with χ(12) = χ(13) = χ(23) = 1.
3. The cyclic and anticyclic permutations form a third class, with χ(321) = χ(123) = 0.

This is consistent with the result found in Example 2.13.

The preceding example generalizes to permutation groups of arbitrary order, where it is
found that permutations exhibiting equivalent cycle structure are in the same class.

2.12 Invariant Subgroups

Suppose that g ∈ G, and that H is a subgroup of G with elements h. Then the group H ′

with the elements
H ′ = {ghg−1 ; h ∈ H , g ∈ G} (2.23)

is also a subgroup of G that is termed the conjugate subgroup to H . The subgroups H and
H ′ have the same number of elements and either coincide exactly, or have only the identity
in common. If H and H ′ have the same elements,

gHg−1 = H g ∈ G, (2.24)

then H is an invariant subgroup of G (also called a normal subgroup). It follows that a
subgroup composed of whole classes is an invariant subgroup. Every group has two trivial
invariant subgroups, the identity e and the full group G, but our primary interest here will
lie in non-trivial invariant subgroups.

Before proceeding, be certain that you understand the meaning of the invariant subgroup
condition (2.24). Multiplying it from the right by g gives gH = Hg. This is not a statement
that each element of H commutes with each element of G, which would mean that gh1 =

8 The only invariants of a matrix are its eigenvalues, but it is useful to define combinations of the eigenvalues that
also are invariant. Two important ones are the character (sum of the eigenvalues) and the determinant (product
of the eigenvalues).
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h1g, gh2 = h2g, and so on. Rather, it is a statement that for h1 ∈ H and g ∈ G, there
is always an element h2 ∈ H such that gh1g

−1 = h2, with h1 and h2 not necessarily the
same elements of H . That is, if H is an invariant subgroup of G then, taken as an entity,
H commutes with G. If in fact each element of H commutes with each element of G, then
for that special case we term H an abelian invariant subgroup.

Example 2.15 Consider the cyclic group of order four, C4 = {e, a, a2, a3}, where e = a4

defines the cyclic condition,9 with a multiplication table

C4 e a a2 a3

e e a a2 a3

a a a2 a3 e
a2 a2 a3 e a
a3 a3 e a a2

As shown in Problem 2.5, the subgroup H = {e, a2} is identical to all of its conjugate
subgroups H ′ = {ghg−1 ; g ∈ G, h ∈ H }, and is an (abelian) invariant subgroup of C4.

The result of Example 2.15 could have been obtained immediately by noting that each
element of an abelian group is in a class by itself since gHg−1 = gg−1H = H .

Every subgroup is invariant for an abelian group because each subgroup of an
abelian group is composed of whole classes.

More generally, all cyclic groups Cn are abelian so all subgroups of Cn are (abelian)
invariant subgroups.

2.13 Simple and Semisimple Groups

Invariant subgroups and abelian invariant subgroups provide the basis for an important
classification of groups. As shown below in Section 2.14.2, if a group contains a proper
invariant subgroup it can be factored, suggesting that products of groups without invariant
subgroups can be used to build larger groups. This leads to two useful definitions.10

1. A simple group contains no invariant subgroup other than the identity.
2. A semisimple group contains no abelian invariant subgroup other than the identity.

9 We encountered the cyclic group C2 in Box 2.2. Generally, the cyclic group of order n has the elements
Cn = {e, a, a2, a3, . . . , an−1 }, with n any positive integer and a closure condition e = an . Geometrically,
Cn is isomorphic to the group of rotations preserving a regular polygon with n sides. All cyclic groups are
abelian.

10 For Lie groups we will not use these definitions directly but will instead introduce simple and semisimple Lie
groups in terms of properties for the Lie algebra of their generators; see Section 3.2.
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Thus simple groups are a subset of semisimple groups and a simple group is also
semisimple, but a semisimple group need not be simple. Example: S3 is neither simple
nor semisimple because it contains the abelian invariant subgroup {e, (123), (321)}
(Problem 2.6).

2.14 Cosets and Factor Groups

If H = {h1, h2, . . . } is a subgroup of G and g is an element of G, a left coset gH and a right
coset Hg are defined by11

gH ≡ {gh1, gh2, . . .} Hg ≡ {h1g, h2g, . . .}. (2.25)

Cosets contain the same number of elements as H . They are not subgroups of G because
they do not contain the identity e (except when g = e); cosets are sets, not groups.

2.14.1 Left and Right Coset Decompositions

For a finite group the algorithm for constructing a left-coset decomposition of G ⊃ H is as
follows.

1. Choose an element g1 ∈ G and construct the coset g1H .
2. If the coset g1H does not exhaust the elements of G, choose another element g2 ∈ G

and form the coset g2H .
3. Continue in this manner until the sum of the cosets exhausts the content of G,12

g1H + g2H + · · · + g�H = G. (2.26)

This defines a left coset decomposition of G with respect to the subgroup H .

A right coset decomposition is formed in similar manner. In the decomposition (2.26), we
can see the following.

1. Different coset terms have no elements in common, so cosets provide a unique
decomposition of G.

2. The elements gi are called the coset representatives.
3. The number � of distinct cosets is called the index of H in G.

Left and right coset decompositions may have different elements but they have the same
index. If n is the order of a finite group G and m is the order of a subgroup H , then n = m�

11 Some reverse this definition and call gH a right coset and Hg a left coset. Nothing of consequence depends
on this choice, if used consistently. If H is an invariant subgroup, left and right cosets are equivalent.

12 The sum in Eq. (2.26) is over sets; it is equal to the set of objects contained in at least one of the summed sets.
Equality in Eq. (2.26) is equality of sets: equal sets have the same members, up to permutation of list order.
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for the coset decomposition of G with respect to H , since each coset has the same number
of elements as H (because of the rearrangement lemma described in Section 6.2.5).13

Example 2.16 Let us use the group multiplication Table 2.2 to construct left and right
coset decompositions of G = S3 = {e, (12), (23), (13), (123), (321)}, with respect to its
subgroup H = {e, (12)}. For the left cosets, choosing g1 = e,

g1H = eH = {e, (12)},

choosing g2 = (23) gives

g2H = (23)H = {(23)e, (23)(12)} = {(23), (123)},

and choosing g3 = (13) gives

g3H = (13)H = {(13)e, (13)(12)} = {(13), (321)}.

Summing these sets gives the left coset decomposition of G,

eH + g2H + g3H = {e, (12), (23), (123), (13), (321)} = G.

Likewise, for the right cosets,

Hg1 = He = {e, (12)},
Hg2 = H (23) = {e(23), (12)(23)} = {(23), (321)},
Hg3 = H (13) = {e(13), (12)(13)} = {(13), (123)},

and summing these sets gives the right coset decomposition of G,

He + Hg2 + Hg3 = {e, (12), (23), (321), (13), (123)} = G.

The left or right cosets give a unique decomposition of G and the index of H in G for both
cases is � = n/m = 6/2 = 3, where n = 6 is the order of G and m = 2 is the order of H .

Example 2.16 exhibits the general properties that are expected for coset decompositions.

1. The number of elements in a coset equals the number of elements in the subgroup H .
2. The cosets are sets, not groups, because they do not contain the group identity (except

for eH and He).
3. The cosets in either the left or right coset decomposition have no elements in common.

If H is an invariant subgroup the left and right cosets are equivalent, since gHg−1 = H
implies that gH = Hg. Whence, for invariant subgroups one may speak simply of cosets.
Problems 2.17 and 2.18 illustrate the use of coset decompositions to prove some important
general properties of finite groups.

13 Thus the order of any subgroup H of a finite group G is a divisor of the order of G. This is the content of a
famous result known as Lagrange’s theorem.



28 2 Some Properties of Groups

2.14.2 Factor Groups

The partitioning of a group G into cosets is unique, so it is natural to consider a factorization
of G based on this partitioning. When H is an invariant subgroup of G the cosets form a
group called the quotient group or factor group, denoted formally by G/H . The elements of
G/H are the cosets of H and composition (group multiplication) within the quotient group
is defined in terms of products of cosets. That is, the law of coset multiplication is

pHqH = (pq)H , (2.27)

for the product of cosets pH and qH . Factor groups are not subgroups: elements of a
subgroup are elements of the group whereas elements of a factor group are cosets of the
group. If a group G has an invariant subgroup H there is a natural homomorphism from
G to the factor group G/H that preserves group multiplication: g ∈ G → gH ∈ G/H .
This rather abstract discussion is made more tangible by applying it to our old standby, the
group S3.

Example 2.17 In Problem 2.6 you are asked to show that H = {e, (123), (321)} is an
invariant subgroup of S3. Using the multiplication Table 2.2 to form the left cosets,

e{e, (123), (321)} = {e, (123), (321)} (23){e, (123), (321)} = {(23), (12), (13)},

which accounts for all elements of S3. Therefore, there are two independent cosets and
G/H = S3/H = H + M , where

H = {e, (123), (321)} = eH M = {(23), (12), (13)} = (23)H .

The coset multiplication law pHqH = (pq)H of Eq. (2.27) gives the products

H2 = eHeH = (ee)H = H MH = (23)HH = (23)H = M ,
H M = eH (23)H = (23)H = M M2 = (23)H (23)H = (23)(23)H = H .

This corresponds to the multiplication table in Fig. 2.3(a), which is isomorphic to that for
C2 or Z2 (see Box 2.2). The mapping from S3 to the factor group is shown in Fig. 2.3(b).

S3
Z2

e

(321)
(123)

(13)

(23)(12)

e

a

H

M

(b)

H H M

M M H

H MS
3

/H

(a) Factor group

Fig. 2.3 (a) Multiplication table for the factor group S3/H = C2 constructed in Example 2.17. (b) Homomorphism of S3 to
the factor group Z2 ∼ C2 [199].
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Table 2.3. Multiplication table for C6

C6 e a a2 a3 a4 a5

e e a a2 a3 a4 a5

a a a2 a3 a4 a5 e
a2 a2 a3 a4 a5 e a
a3 a3 a4 a5 e a a2

a4 a4 a5 e a a2 a3

a5 a5 e a a2 a3 a4

For a homomorphism between groups A and B defined by f : A → B, the kernel of the
homomorphism [denoted by ker f or f −1(eB), where eB is the identity of B] is the subset of
elements in A mapped into the identity element of B. Generally the kernel is an invariant
subgroup of A and the homomorphism maps the kernel of A into the identity of B, and
entire cosets of A into single elements of B. This is seen to be the case in Fig. 2.3(b).
The kernel {e, (123), (321)} constitutes an invariant subgroup of S3 (see Problem 2.6) and
is mapped to the identity e of Z2, while the entire coset {(23), (12), (13)} of S3 found in
Example 2.17 is mapped into the single element a of Z2.

2.15 Direct Product Groups

Suppose a group G to have subgroups H1 and H2 that have the following properties.

1. Each element of H1 commutes with each element of H2.
2. Each element g of G can be written uniquely as g = h1h2, where h1 ∈ H1 and h2 ∈ H2.

Then G is the direct product of H1 and H2, written symbolically as G = H1 × H2. An
illustration of such a direct product group is given in Example 2.18.

Example 2.18 Let us show that the cyclic group C6 can be written as the direct product of
two subgroups. The multiplication table for C6 is given in Table 2.3,14 with the proviso
that closure requires the cyclic condition a6 = e. Clearly H1 ≡ {e, a3} and H2 ≡ {e, a2, a4}
are subgroups, each element h1 ∈ H1 commutes with each element h2 ∈ H2 (cyclic groups
are abelian), and each element of C6 can be written uniquely as a product h1h2:

e = ee a = a3a4 a2 = ea2 a3 = a3e a4 = ea4 a5 = a3a2.

From the multiplication table, H1 = C2 and H2 = C3, so we have shown that C6 can be
written as a direct product C6 = C2 × C3 of two smaller cyclic groups.

14 Notice that for cyclic groups each row or column of the multiplication table is a cyclic permutation of the
preceding one, and that for abelian groups like C6 the table is reflection-symmetric about the main diagonal.
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Box 2.6 Physical Meaning of a Direct Product Group

A physical meaning can be attached to the direct product structure of the C6 group worked out in Example 2.18
if the cyclic groups are interpreted as groups of rotations by angles that are integer divisors of the circle.

Realization of C6 by Finite Rotations

The group C6 may be realized physically in terms of a set of rotations R(θ) by integer multiples of 60◦:

C6 : {R(0◦), R(60◦), R(120◦), R(180◦), R(240◦), R(300◦)},

where e = R(0◦), a = R(60◦), a2 = R(120◦), and so on. These clearly have the same multiplication
table as C6 because a6 = R(360◦) = e imposes the cyclic condition. Likewise, C3 and C2 may be expressed
in terms of finite rotations by multiples of 120◦ and 180◦, respectively:

C3 : {R(0◦), R(120◦), R(240◦)} C2 : {R(0◦), R(180◦)}.

Now each element of C3 commutes with each element of C2, and each rotation in C6 may be expressed
uniquely as a product of a C2 rotation and a C3 rotation. For example, the product of a C2 rotation by 180◦ and
a C3 rotation by 240◦ is

R(240◦)R(180◦) = R(420◦) = R(60◦)

which is the second element of C6. The following table summarizes combinations of C2 and C3 rotations (in
either order) that reproduce uniquely all C6 rotations.

Element of C2 Element of C3 Element of C6

R(0◦) R(0◦) e = R(0◦)
R(180◦) R(240◦) a = R(60◦)
R(0◦) R(120◦) a2 = R(120◦)
R(180◦) R(0◦) a3 = R(180◦)
R(0◦) R(240◦) a4 = R(240◦)
R(180◦) R(120◦) a5 = R(300◦)

Hence the physical meaning of C2 × C3 = C3 × C2 = C6 is that all C6 rotations factor into two independent
rotations, one an element of the subgroup C2 and one an element of the subgroup C3.

Direct Products and Independent Subgroups

A similar interpretation as for the C6 example given above applies generally to direct product groups. In
physical terms a direct product structure implies that the full group separates into independent pieces
associated with symmetries of subgroups, and that these subgroups can be analyzed separately.

Often factorization of a group into direct products of smaller groups has a clear physical
interpretation, as examined further in Box 2.6. Finally we note that in a direct product
G = A × B the groups A and B are invariant subgroups of G, as proved in Problem 2.32.
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2.16 Direct Product of Representations

We can also define the direct product of two representations for the same group. For a
matrix group G, if A is an m ×m matrix representation with elements Ai j and B is an n× n
matrix representation with elements Bkl , their direct product (or Kronecker product) A⊗ B
is an mn × mn matrix representation C of G,

A ⊗ B = C Cik,jl ≡ Ai jBkl . (2.28)

Example 2.19 illustrates for 2 × 2 matrices.

Example 2.19 From Eq. (2.28) we have for the direct product of 2× 2 matrix representations
A and B,

A ⊗ B =

(
A11B A12B
A21B A22B

)
=

������
A11B11 A11B12 A12B11 A12B12

A11B21 A11B22 A12B21 A12B22

A21B11 A21B12 A22B11 A22B12

A21B21 A21B22 A22B21 A22B22

������
.

Thus, each element of A is multiplied by each element of B, giving a 4 × 4 matrix.

The space on which A ⊗ B operates is called the direct product space. Such spaces occur
in quantum mechanics when a system has two independent degrees of freedom that are
described by the same symmetry group. An example is afforded by the coupling of two
angular momenta to a good total angular momentum in a Clebsch–Gordan series, which
will be introduced in Section 3.3.4. Representations of direct product groups exhibit an
important property: the irreducible representations of a direct product group are equivalent
to the direct product of the irreducible representations of the two groups in the product.
This means that a direct product group can be analyzed in terms of the independent group
factors and their irreps, and the results combined at the end of the analysis.

2.17 Characters of Representations

For finite groups, various orthogonality and completeness conditions are obeyed by the
irreps that are of central importance in their analysis. For example [199],

nμ
nG

∑
g

D†(μ) (g)ki D(ν) (g) j
l
= δνμδ

j
i δ

k
l , (2.29a)

∑
μ

n2
μ = nG, (2.29b)

∑
μ,l,k

nμ
nG

D(μ) (g)lkD†μ (g′)kl = δgg′ , (2.29c)
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where D(μ) is a representation matrix for the irreducible representation μ of dimension nμ,
nG is the order of the group, g stands for the group elements, and the hermitian conjugate
D† of a matrix D is obtained by transposing the rows and columns and replacing each
element of the resulting matrix by its complex conjugate. However, the representation
matrices are basis dependent and it is useful to formulate these important results in terms
of the group characters (traces of the matrices), which are invariant under similarity
transformation between different bases.

2.17.1 Character Theorems

Equations (2.29) imply that traces χ of the representation matrices satisfy the orthonormal-
ity and completeness relations [199]∑

i

ni

nG
χ∗μ (i)χν (i) = δνμ

ni

nG

∑
μ

χμ (i)χ∗jμ (i) = δ ji , (2.30)

where the index i ranges over classes of the representation, ni is the number of class
members, and the greek indices label irreducible representations. This has a corollary for
finite groups that the number of irreps is equal to the number of distinct classes. But
not all representations are irreducible. Two trace theorems allow us to decide whether
a representation is reducible and to find the number of times each irrep occurs if it is
reducible. First, a representation of a finite group is irreducible only if∑

i

ni |χi |2 = nG, (2.31)

where the sum is over classes, ni is the number of members in class i, and nG is the order of
the group. Conversely, if the representation is reducible the sum in Eq. (2.31) will be greater
than nG. Second, if the representation is reducible, it will be a direct sum of irreducible
representations for the group. Since the number of irreps equals the number of classes, it is
finite for a finite group and a reducible representation U (g) can be written as a finite direct
sum of these irreps. The number of times aν that the irrep ν occurs in this reduction is

aν =
∑
i

ni

nG
χ∗ν (i)χ(i), (2.32)

where i labels classes, and χν (i) and χ(i) are characters for class i in the irrep ν and the
reducible representation U (g), respectively. The following examples illustrate [180].

Example 2.20 Consider the six representations Γ(i) of S3 displayed in Fig. 2.4. Which of
these correspond to irreps? The order of S3 is 3!= 6, so from Eq. (2.31) the representations
that are irreps must satisfy

∑
j




Tr Aj



2 = 6 for the matrices Aj in the representation. By

inspection Γ(1) , Γ(2) , and Γ(3) fulfill this condition, so they are S3 irreducible representa-
tions. We could examine the remaining representations in the same way but there is no
need! From Eq. (2.29b) the sum of the squares of the irrep dimensions for a finite group
must be equal to the order of the group, so the 1D irreps Γ(1) and Γ(2) , and the 2D irrep
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Fig. 2.4 Some matrix representations of the group S3 [180]. The left column labels group elements and other columns give
matrices for six representations Γ(i) . The identity is labeled (1).

Γ(3) , exhaust the independent possibilities for the irreps of S3.15 Therefore, the remaining
representations in Fig. 2.4 must be direct sums of Γ(1) , Γ(2) , and Γ(3) .

Example 2.21 Let us use the representation Γ(6) in Fig. 2.4 to illustrate finding the irrep
content of one of the reducible representations. This example is simple because the only

15 This is consistent with the previous observations that S3 has three classes and that the number of classes for a
finite group is equal to the number of irreducible representations.
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Table 2.4. Characters for the group S3

Irrep\Class e(1) Pi jk (2) Pi j (3)

Γ(1) 1 1 1
Γ(2) 1 1 −1
Γ(3) 2 −1 0

matrix in the representation Γ(6) with a finite trace is the identity Γ(6) ((1)
)

in the first row
of Fig. 2.4. From Eq. (2.32), the number of times a1 that the irrep Γ(1) appears is given by

a1 =
1
6
[

Tr 1 · Tr Γ(6) ((1)
)︸�����������������︷︷�����������������︸

class {(1) }

+2 Tr 1 · Tr Γ(6) ((123)
)︸��������������������︷︷��������������������︸

class {(123),(321) }

+3 Tr 1 · Tr Γ(6) ((23)
)︸������������������︷︷������������������︸

class {(23),(13),(12) }

]

=
1
6

[(1)(6) + 2(1)(0) + 3(1)(0)]

=
1
6

(1)(6) = 1,

while for the irrep Γ(2) we have a2 =
1
6 (1)(6) = 1, and finally for Γ(3)

a3 =
1
6

Tr
(
1 0
0 1

)
Tr

������������

1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1

������������
=

1
6

(2)(6) = 2.

Thus the representation Γ(6) reduces to the direct sum Γ(6) = Γ(1) ⊕ Γ(2) ⊕ 2 Γ(3) . The
meaning of this reduction is that the space spanned by any set of six functions that
transform according to Γ(6) under any group isomorphic to S3 may be reduced to four
invariant and irreducible subspaces: two of dimension one and two of dimension two (see
Fig. 2.2).

Example 2.22 The sums of the squares for the characters of both Γ(4) and Γ(5) in Fig. 2.4
are equal to 12, so they are reducible, but further inspection shows that their characters
are equal so Γ(4) and Γ(5) are also equivalent (related by a similarity transform). The irrep
content of these equivalent reducible representations can be determined by the method of
Example 2.21, which gives Γ(4) = Γ(5) = Γ(1) ⊕ Γ(3) (see Problem 2.15).

2.17.2 Character Tables

Finite groups have a finite number of independent irreducible representations, characters
may be used to determine most properties of interest, and characters are invariant under
similarity transformations (change of basis). Thus it is convenient to tabulate once and for
all the characters for each class and irrep in a character table for the group. In such tables
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the irreps typically are arrayed vertically and the classes horizontally, with the number
of members for each class given in parentheses. Table 2.4 illustrates for the permutation
group S3. Note that a character table displays the dimensionality of the irreps because

Character of identity e = Dimensionality of irrep Γ, (2.33)

since the identity is the unit matrix and the trace of an n × n unit matrix is n.

Example 2.23 As Table 2.4 indicates, the group S3 has three irreducible representations Γ(1) ,
Γ(2) , and Γ(3) , and three classes: the identity e with one member, the cyclic permutations
Pi jk with two members, and the transpositions Pi j with three members. The table entries
give the characters for each class in each irrep. For example, the character of the class
of transpositions Pi j in the irrep Γ(2) is −1. From Eq. (2.33), the irreps Γ(1) and Γ(2) are
one-dimensional and the irrep Γ(3) is two-dimensional.

Character tables for many finite groups may be found by searching online, and are included
in many books; for example, Refs. [108, 196, 208].

Background and Further Reading

Introductions to the basic concepts of group theory for physics with varying tradeoffs
between sophistication and clarity may be found in Elliott and Dawber [56], Georgi
[68], Hamermesh [104], Heine [108], Ludwig and Falter [143], Ma [145], Ramond [169],
Schensted [180], Stephenson [184], Tinkham [196], Tung [199] (with solutions for all
problems given in Aivazis [8]), Wigner [211], Wybourne [224], and Zee [228].

Problems

2.1 Prove that for a group the inverse of each group element and the identity are unique.
Prove that the inverse of the product of two group elements is given by (a · b)−1 =

b−1a−1. Check this against the product a · b = (12) · (23) from Table 2.2. ***

2.2 Write out the multiplication table for all possible products of elements in the group
S3 (permutations on three objects). Use this to demonstrate explicitly that S3 is
a group, that it is non-abelian, and that it has two proper subgroups: the group
S2 of permutations on two objects, and a group (called the alternating group)
A3 ≡ {e, (123), (321)}. Show that for an operator c3 that rotates a system by 2π

3
about a given axis, the set C3 ≡ {1, c3, c2

3 } also constitutes an abelian group and it is
isomorphic to A3. ***

2.3 If the operator c4 rotates a system by π
2 about a specified axis, demonstrate that

the operator set C4 = {e, c4, c2
4, c3

4 } constitutes an abelian group with the group
multiplication defined by application of two successive rotations.
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2.4 Show that the group G = {e, a, b} with e the identity has one possible multiplication
table; thus there is only one finite group of order three. Hint: See Box 2.2. ***

2.5 Demonstrate that for the cyclic group C4 with multiplication table given in
Example 2.15, the subgroup H = {e, a2} is an abelian invariant subgroup. ***

2.6 Prove that {e, (123), (321)} is an invariant subgroup of S3 but {e, (12)} is not. ***

2.7 Show that the cyclic group C4 is neither simple nor semisimple.

2.8 Prove that if a, b, and c are elements of a group and class conjugation is indicated
by ∼, then (1) a ∼ a, (2) if a ∼ b, then b ∼ a, and (3) if a ∼ b and b ∼ c, then a ∼ c.
Thus conjugacy is an equivalence relation (see Box 2.5). ***

2.9 Show that the group {e, a, b, c} with multiplication table (b) below, is in one to one
correspondence with the geometrical symmetry operations on figure (a) below

(a) (b)

D2 e a b c
e a b ce

a
b
c

a
b
c

e bc
e ac

eab

This is called the 4-group or dihedral group D2. Show that D2 has three subgroups,
{e, a}, {e, b}, and {e, c}, each isomorphic to the cyclic group C2.

2.10 Demonstrate that the identity, reflections about the three symmetry axes (dashed
lines), and rotations by 2π

3 and 4π
3 about the center of the equilateral triangle

form a group of order six (the dihedral group, D3) that is isomorphic to the
permutation group S3. Show that D3 has four distinct subgroups. (This result is a
special case of Cayley’s theorem: every group of order n is isomorphic to a subgroup
of Sn.)

2.11 Show that the quotient group of the 4-group D2 defined in Problem 2.9 is C2. ***

2.12 Prove that the angular momentum operator Lz generates rotations around the
z-axis.

2.13 Show that for real numbers α, β, and δ the matrices

G = ��
1 α δ
0 1 β
0 0 1

��
form a group under matrix multiplication. Show that the matrices G with α = β = 0
form an invariant subgroup of G.
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2.14 Prove that the direct product of two representations is a representation, and that the
character of the direct product is the product of characters for the representations.

2.15 Determine the irrep content for the equivalent reducible S3 representations Γ(4) and
Γ(5) of Fig. 2.4. ***

2.16 Demonstrate explicitly that for invariant subgroups the cosets form a group under
the coset multiplication law (2.27). ***

2.17 Prove that for a finite group G with an invariant subgroup G ⊃ H and gi ∈ G, two
cosets giH and gjH have no elements in common if i � j. ***

2.18 Use cosets to show that a finite group with an order that is a prime number can have
no proper subgroups. Show that a finite group with order equal to a prime number is
isomorphic to a cyclic group. Hint: Show that the group has a cyclic subgroup. ***

2.19 Show that the set of matrices {a, b, c, d} given by

a =

(
1 0
0 1

)
b =

(
1 0
0 −1

)
c =

(
−1 0
0 1

)
d =

(
−1 0
0 −1

)
closes under multiplication and is a representation of the group D2 in Problem 2.9.

2.20 Show that the set of functions { f1(x) = x, f2(x) = −x, f3(x) = x−1, f4(x) = −x−1}
forms a group under the binary operation of substitution of one function into another.
Show that the group is isomorphic to the matrix group of Problem 2.19. ***

2.21 The real numbers form a group under the binary operation of arithmetic addition.
Show that for real numbers v the matrices

D(v) =

(
1 0
v 1

)
form a 2D representation of this additive group of real numbers. Show that
transformation by this matrix corresponds to the Galilean transformations of classical
physics, x ′ = x + vt and t ′ = t, relating time and coordinate (t, x) for one observer to
time and coordinate (t ′, x ′) for an observer with relative velocity v along the x-axis.

2.22 Show that for a matrix representation D(x) satisfying Eq. (2.8), a new set of matrices
formed by performing the same similarity transform S−1D(x)S for a fixed matrix S
on all matrices D(x) is also a representation.

2.23 Consider a cartesian (xyz) coordinate system and define the following operations:
R = rotation by π in the x–y plane, E = do nothing, I = inversion of all three axes,
and σ = reflection in the x–y plane. Show that these operations form a group under
the product of transformations. Show that this group contains subgroups S2 = {E, I}
(inversion subgroup) and C2 = {E, R} (cyclic subgroup), and that the full group can
be written as a direct product of these subgroups.

2.24 Verify that the mapping e → 1 and a → −1 gives a representation of the cyclic group
C2 described in Box 2.2 that preserves the group multiplication, as does the trivial
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mapping e → 1 and a → 1. Show that these two representations are irreducible and
that they are in fact the only irreps for C2, up to possible isomorphisms.

2.25 Show that the matrices

t1 =

(
1 0
0 1

)
t2 =

(
0 1
1 0

)

constitute a representation of the group C2 described in Box 2.2. Diagonalize this set
of matrices and show that the 2D representation (t1, t2) is reducible to a direct sum
of C2 irreps. Hint: The irreps for C2 are given in Problem 2.24.

2.26 Prove the trigonometric identities

cos(φ + θ) = cosφ cos θ − sinφ sin θ
sin(φ + θ) = cosφ sin θ + sinφ cos θ

by the following group-theoretical means.

1. Show that the complex numbers of unit modulus c = x + iy with |x |2 + |y |2 = 1
form a group under multiplication, and that eiφ with −π ≤ φ ≤ π is a faithful
representation: cosφ + i sinφ = eiφ.

2. Use the representation eiφ and group multiplication to prove the identities.

This is a simple example of a more general idea: the special functions of mathemat-
ical physics often are representations of some group, and standard identities can be
obtained by appropriate operations on the representations of that group. ***

2.27 (a) Divide the integers up into four equivalence classes (see Box 2.5),

e ≡ {0, 4, −4, 8, −8, . . .} a ≡ {1, 5, −3, 9, −7, . . .}
b ≡ {2, 6, −2, 10, −6, . . .} c ≡ {3, 7, −1, 11, −5, . . .}.

Show that {e, a, b, c} form a group (Z4), under addition modulo 4 by constructing the
multiplication table. Hint: Recall that in addition modulo N two integers are added
normally and then an integer multiple of N is added or subtracted to bring the result
into the range −N to +N . For example, 3 + 2 mod 4 = 1.

(b) Show that the matrices

e =

(
1 0
0 1

)
a =

(
0 −1
1 0

)
b =

(
−1 0
0 −1

)
c =

(
0 1
−1 0

)

are a representation of Z4 under matrix multiplication.

(c) Define a homomorphism between Z4 and the cyclic group C4 of rotation
operations in a plane {e, a, b, c}, with e ≡ rotate by an integer multiple of 2π, a ≡
rotate counterclockwise by π

2 , b ≡ rotate counterclockwise by π, and c ≡ rotate
counterclockwise by 3π

2 , by showing that Z4 and C4 have equivalent multiplication
tables.
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(d) Elements of ZN may be represented by zi = exp(2πin/N ) with n= 0, 1, . . . , N−1.
Construct this representation for Z4 and show that it has the same multiplication table
as that obtained above for Z4 and C4.***

2.28 Show that the multiplication table for the 4-group {I, a, b, c} given in Problem 2.9
follows from the algebraic requirements a2 = b2 = I and ab = ba = c.

2.29 For finite groups each group element a must give the identity e when raised to some
finite power: ap = e. The integer p is called the order of the element a. Show that
two elements in the same conjugacy class have the same order p.

2.30 Prove that the group identity e is always in a conjugacy class of its own, and that no
group element can be in two different conjugacy classes. ***

2.31 Show that the group Z2 of integers under addition modulo 2 is isomorphic to the
cyclic group C2 described in Box 2.2. Show that the set {1,−1} is isomorphic to C2

under arithmetic multiplication.

2.32 Show that for a direct product group G = A × B, the groups A and B are invariant
subgroups of G. ***

2.33 From the solution of Problem 2.5, H = {e, a2} is an abelian invariant subgroup of the
group C4 described in Example 2.15. Perform a left-coset decomposition of C4 with
respect to the abelian invariant subgroup H and show that the factor group C4/H is
isomorphic to the group C2. Hint: See Examples 2.16 and 2.17.

2.34 Show that the special linear group SL(2, C) of 2 × 2 matrices with complex entries
and unit determinant [see Eq. (2.18)] satisfies the group postulates of Section 2.2.

2.35 Verify that the representation T given by Eq. (2.9) obeys T (Gi)T (G j ) = T (GiG j ),
so it preserves the group multiplication law for G and is a valid representation. ***



3 Introduction to Lie Groups

Chapter 2 introduced some basic concepts relevant to an understanding of group theory
and its application in physics. Often these concepts have been illustrated with finite
groups, although most apply with suitable modification both to finite and to continuous
groups. This chapter continues our introductory survey but now the emphasis will be on
continuous groups, in particular on a certain kind of continuous group called a Lie group.
We have already met some examples of these groups in the preceding chapter, but now
their properties will be considered more systematically.

3.1 Lie Groups

Lie groups are continuous groups with elements labeled by a finite number of parameters
and a multiplication law that depends smoothly on those parameters. As discussed in Ch. 2,
a continuous one-parameter group G(α) satisfies [see Eq. (2.8)]

G(a) · G(b) = G(c), (3.1)

where a, b, and c are particular values of the continuous parameter α. This continuous
group is also a (one-parameter) Lie group if it obeys the additional restriction that c is
an analytical function of a and b. Thus, Lie groups are sometimes termed continuous
analytical groups. Likewise, N-parameter Lie groups may be defined by generalizing α to
a vector, α = (α1, α2, . . . , αN ). The conventional notation for Lie group elements U (α) is

U (α1, α2, . . . , αN ) = eiα1X1+iα2X2+· · ·+iαN XN = ei
∑

a αaXa ≡ eiαaXa , (3.2)

where an Einstein summation convention has been introduced.1

There is an implied summation over any index (either upper or lower, unless
stated otherwise) that appears twice on the same side of an equation.

The operators Xa in Eq. (3.2) were encountered previously in Section 2.10 and are called
the generators of the Lie group. The generators Xa have several important properties.

1. They are hermitian (Xa = X†a) if U is unitary.
2. They are linearly independent.

1 In some cases, like in Ch. 13, we will require also that one index must be upper and one must be lower.
40
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Box 3.1 Linear Vector Spaces

Linear vector spaces will be of paramount importance in the discussion of groups in general, and Lie groups in
particular. Let us review their basic properties.

Definition of a Vector Space

A vector space V over a field K (typically the real or complex numbers) is a set with two operations defined,
(1) addition of vectors (a map V × V → V of the vector space to itself) and (2) multiplication by scalars (a
map C × V → V , where C is the set of complex numbers), which satisfies the following axioms [152]:
1. u + v = v + u;
2. (u + v) + w = u + (v + w);
3. a zero vector 0 exists, such that u + 0 = u;
4. for each u there is a corresponding−u such that u + (−u) = 0;
5. α(u + v) = αu + αv;
6. (α + β)u = αu + βu;
7. (αβ)u = α(βu);
8. 1u = u.
The vectors u, v, w ∈ V , the scalars α, β ∈ K , and 1 is the unit element of K . From a more intuitive
perspective, we may think of a linear vector space as a set of objects (the vectors) that can be multiplied by
numbers and added together in a linear way, while exhibiting closure: any such operations on elements of the
set give back a linear combination of elements. For arbitrary vectors A and B, and arbitrary scalars a and b,
one expects then that expressions like

(a + b)(A + B) = aA + aB + bA + bB

should be satisfied. These rules are not very restrictive and many sets can be turned easily into vector spaces.
Vector spaces employed in physics often have additional structure defined beyond the minimal requirements
listed above, like an inner product and a norm.

Basis Vectors

A basis for a vector space is a set of vectors that span the space (any vector is a linear combination of basis
vectors) and that are linearly independent (no basis vector is a linear combination of other basis vectors). The
number of basis vectors is equal to the dimensionality of the vector space.

3. They form a basis in a linear vector space (see Box 3.1).
4. They form an algebra under commutation called a Lie algebra (Section 3.2 below).

The N-dimensional vector space spanned by the group generators should not be confused
with the Hilbert space in which each generator acts as a quantum operator.

Example 3.1 The rotation group in 3D has three continuous parameters (θ1, θ2, θ3), and
three generators of angular momentum (L1, L2, L3). The generators form a basis for a 3D
linear vector space associated with the group structure, but each generator also acts as a
quantum operator in a Hilbert space parameterized by the continuous angles (θ1, θ2, θ3).
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Equation (3.2) makes clear that the number of generators equals the number of param-
eters for a Lie group. For many Lie groups – specifically for the compact ones, see
Section 6.2.4 – any representation is equivalent to one in terms of unitary matrices.

3.2 Lie Algebras

The generators Xa of a Lie group form a closed commutator algebra called a Lie algebra:

[ Xa, Xb ] = i fabcXc [ A, B ] ≡ AB − BA, (3.3)

where the quantities fabc = − fbac are structure constants of the Lie algebra.2 The structure
constants are not unique because they depend on the basis chosen for the generators.

Because the generators of a Lie algebra form a linear vector space, independent
linear combinations of these generators also are generators of the Lie algebra.

Each new set of generators formed by taking linear combinations implies a different set of
structure constants, which defines the same Lie algebra but in a different basis. Lie groups
result from exponentiating the generators of Eq. (3.3), according to Eq. (3.2). A subset
of generators satisfying the commutator (3.3) forms a Lie subalgebra, and exponentiating
them as in Eq. (3.2) generates a subgroup of the original Lie group.

Box 3.2 Two Conventions for Lie Algebras

We will most often use Eq. (3.3) to specify Lie algebras but at times use another convention that eliminates
the explicit i displayed in Eq. (3.3) by defining the generators to have an additional factor of i. For example,
consider the angular momentum algebra defined in Example 3.2, [ Li , L j ] = iεi jkLk . If the Li are
mapped to a new set of generators by Li → iXi , then [ Li , L j ] = iεi jkLk becomes

[ Xi , X j ] = cki jXk

(implied sum on k), where the cki j = −ckji are also called structure constants. Then

[ X1, X2 ] = X3 [ X2, X3 ] = X1 [ X3, X1 ] = X2

is the explicit form of the angular momentum algebra with these new generators.

2 An alternative convention for Eq. (3.3) is given in Box 3.2. Rigorously, a Lie algebra is a vector space equipped
with a binary law of combination [ A, B ] called a Lie bracket that maps vectors A and B to a third vector, while
satisfying [ A, B ] = −[ B, A ] and the Jacobi identity (3.6). For applications in this book, A and B will be linear
operators or matrices and the Lie bracket may be taken to be the commutator [ A, B ] ≡ AB − BA.
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Example 3.2 The Lie algebra of the angular momentum operators Li (i = 1, 2, 3) is
[ Li , L j ] = iεi jkLk , where εi jk is the completely antisymmetric rank-3 tensor, with

1. εi jk = +1 if the indices i, j, k vary cyclically (for example, ε123 = 1),
2. εi jk = −1 if the indices are anticyclic (for example, ε321 = −1),
3. εi jk = 0 if any two indices are the same.

This Lie algebra is called SU(2); later it will be found to be associated with two Lie groups,
SU(2) and SO(3). We can form a new set of operators from linear combinations of the old
ones, L± = L1 ± iL2 and L3, and from the original commutators these have the Lie algebra

[ L3, L± ] = ±L± [ L+, L− ] = 2L3.

The structure constants differ for the generator sets (L+, L−, L3) and (L1, L2, L3) but this
is still the SU(2) Lie algebra; the generators have just been expressed in a different basis.

We will show later that the local properties of a Lie group may be defined in terms of its
associated Lie algebra. In fact, we will find (as in Example 3.2) that a particular Lie algebra
usually determines the local structure of more than one Lie group.

The structure constants fabc in a Lie group are analogous to a multiplication
table for a finite group, since in a certain sense commutation is the quantum-
mechanical equivalent of classical multiplication.

It will often be convenient to define Lie groups in terms of Lie algebras: a Lie group is any
continuous group that has generators Xa satisfying Eq. (3.3). Therefore we will often go
back and forth between Lie algebras and Lie groups, with the context indicating whether
a group or its associated algebra are under consideration.3 Rigorously, different symbols
should be used for algebras and groups. For example, lower case can be used for an algebra,
su(2), and upper case for a group, SU(2). However, in typical physics applications one
learns quickly to tell from context whether SU(2) means the algebra or the group, and
it can become rather pedantic to distinguish formally. Therefore, we shall often use the
same symbol for an algebra and a corresponding group, depending upon context or explicit
statements to tell whether an algebra or a group is meant.

3.2.1 Invariant Subalgebras

A subset F of group generators G might be closed when commuted with the entire set.
That is, for the members of the subset F, commutation with any member of the whole set
G gives a linear combination of generators lying only in the subset F. In symbols,

3 However, as already noted Lie groups and Lie algebras are not in one to one correspondence because a Lie
algebra is typically associated with more than one Lie group. We shall elaborate on this later.
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[ Xi , X j ] = i f i jkXk (i, k ∈ F; j ∈ G). (3.4)

Such an algebra is called an invariant subalgebra or an ideal. When exponentiated as in
Eq. (3.2), an invariant subalgebra generates an invariant subgroup. Every algebra has two
trivial improper invariant subalgebras: (1) the set containing only the identity element and
(2) the whole algebra. If the invariant subalgebra F commutes with all members of G,

[ Xi , X j ] = 0 (i ∈ F; j ∈ G), (3.5)

F is termed an abelian invariant subalgebra, a maximal ideal, or a center of the algebra.
A non-abelian algebra having no proper invariant subalgebras is a simple algebra, and

the corresponding group is a simple group. A semisimple Lie algebra contains no proper
abelian invariant subalgebras. Semisimple Lie algebras give rise to semisimple Lie groups,
which may be constructed from direct products of simple groups.4 Large portions of our
discussion will involve semisimple algebras and groups. The structure constants carry little
information for abelian invariant subalgebras, since they all vanish. In contrast, the f i jk are
rich in content for semisimple algebras because many are non-zero.

3.2.2 Adjoint Representation of the Algebra

Commutators satisfy two conditions that place restrictions on the structure constants of Lie
algebras. The first is obvious from the definition of a commutator, [ A, B ] = −[ B, A ].
The second is called the Jacobi identity:

[
[A, B], C

]
+ cyclic permutations = 0, or

explicitly [
[A, B], C

]
+
[
[B, C], A

]
+
[
[C, A], B

]
= 0, (3.6)

which may be verified directly by expanding the nested commutators. Combining Eq. (3.6)
and [ A, B ] = −[ B, A ] with Eq. (3.3) indicates that the structure constants must satisfy

fabc = − fbac , (3.7a)
fabd fcde + fbcd fade + fcad fbde = 0, (3.7b)

where now both (3.6) and (3.7b) will be termed the Jacobi identity. These properties of the
structure constants are cornerstones of the theory of Lie algebras.

A significant consequence of Eq. (3.7b) is that the structure constants themselves
generate a representation of the algebra. That is, if we define a matrix Ta having matrix
elements

(Ta)bc = 〈Xb | Ta |Xc〉 ≡ −i fabc , (3.8)

4 Note from these definitions that a simple algebra is necessarily semisimple, but a semisimple algebra need
not be simple. These definitions of simple and semisimple in terms of Lie algebras differ somewhat from those
given in Section 2.13 in terms of group properties for non-Lie groups. A formal procedure that uses the structure
constants to determine whether a Lie algebra is semisimple will be given in Section 7.2.2.
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then it follows from the Jacobi identity that

[ Ta, Tb ] = i fabcTc . (3.9)

The representation (3.8) generated by the structure constants of a Lie algebra is unique and
termed the adjoint representation or the regular representation. It is pivotal in defining the
structure of a Lie group and in the uses of Lie groups in physics. Since the dimension of
a matrix representation is the dimension of the vector space on which it acts, the adjoint
representation has a dimensionality equal to the number of group generators. This is, in
turn, equal to the number of real, continuous variables that parameterize the group.

Example 3.3 Consider the rotation group in three dimensions, which has three parameters,
three generators, and thus a unique 3D adjoint representation. We will see shortly that it is
associated with multiplets of angular momentum J = 1. As another example, SU(3) has
eight generators, implying a unique eight-dimensional adjoint representation.

Let us now elaborate on the preceding ideas by considering a specific Lie algebra and
associated Lie groups – the algebra SU(2) and the associated groups SU(2) and SO(3) –
first in their role as the symmetry of angular momentum in quantum mechanics, and then
as symmetries associated with more abstract physical concepts such as isospin.

3.3 Angular Momentum and the Group SU(2)

The SU(2) group is especially well suited to the pedagogical intentions of this chapter for
several reasons. The algebra is semisimple and non-abelian. Thus, it is not too difficult
to deal with but still exhibits many of the features found in more complicated groups. In
addition, you likely already have a basic knowledge of the Lie algebra and group theory
of SU(2) in the guise of angular momentum theory in quantum mechanics. Therefore, our
task is simplified because various aspects of the discussion will consist of applying new
terminology and new ways of thinking to some familiar concepts.

3.3.1 Fundamental Representation of SU(2)

The fundamental representation of a group was defined in Section 2.6.2 as the lowest-
dimensional faithful matrix representation. For SU(2) this is in terms of 2 × 2 matrices U
that operate on a two-component column vector χ (fundamental doublet or Pauli spinor).
General transformations of these doublets will take the form χ′ = Uχ, where

χ =

(
χ1

χ2

)
U =

(
u11 u12

u21 u22

)
,
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Table 3.1. Properties of the Pauli matrices σi

σ1 =

(
0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)

[ σi
2 , σ j2 ] = iεi jk

(
σk
2

)
{ σi , σ j } = 2δi j Tr σi = 0

Tr (σiσ j ) = 2δi j σiσ j = δi j + iεi jkσk σ2
i = 1

Completeness:
∑
i

(σi )ab (σi )cd = 2(δbcδad − 1
2 δabδcd )

Table 3.2. Completely antisymmetric rank-3 tensor εi jk

ε123 = ε231 = ε312 = 1 ε132 = ε213 = ε321 = −1 All other εi jk = 0
εi pqε j pq = 2δi j εi jk εi jk = 6 εi jk εpqk = δi pδ jq − δiqδ j p

with the conditions U†U = UU† = 1 and det U = +1. For a matrix A we have the useful
relation proved in Problem 3.11(d) that

det eA = eTr A. (3.10)

The SU(2) unitary matrices are parameterized conventionally as U = e
i
2 θj σ j , so that the

generators are 1
2σj . The unit determinant condition det U = exp[Tr ( i

2θjσj )] = 1 requires
that Tr (σj ) = 0. The inverse and hermitian conjugate of U are

U−1 = e−
i
2 θj σ j U† = e−

i
2 θj σ

†
j ,

respectively, but unitarity implies U† = U−1 and the matrices σ are necessarily hermitian:
σj = σ

†
j . These results generalize to all special unitary groups SU(N) and we find that the

special unitary generators are N × N matrices that are traceless and hermitian. The three
generators for SU(2) are usually chosen to be 1

2σi , where σi denotes the Pauli matrices,

σ1 =

(
0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)
, (3.11)

which obey the SU(2) Lie algebra[ σi
2

,
σj

2

]
= iεi jk

( σk
2

)
. (3.12)

The basic properties of the Pauli matrices are summarized in Table 3.1 and the properties
of the completely antisymmetric rank-3 tensor εi jk (Levi-Civita symbol) are summarized
in Table 3.2. More generally, N-dimensional representations of SU(2) may be constructed
from N × N matrices J that satisfy the algebra

[ Ji , Jj ] = iεi jk Jk , (3.13)

and operate on wavefunctions that are N-component multiplets.
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3.3.2 The Cartan–Dynkin Method

Let us now apply the SU(2) algebra to analysis of angular momentum in quantum
mechanics. The approach to be used is termed the Cartan–Dynkin method. Many concepts
will be familiar from the elementary quantum mechanics of angular momentum but the
same technique forms the basis of a powerful and systematic method to analyze the
structure of more complicated Lie groups that will be developed in Ch. 7. The essence
of the method is to divide the generators of the group into two sets by taking expeditious
linear combinations.

1. The first set consists of hermitian operators that can be diagonalized to give quantum
numbers suitable for labeling members of irreducible multiplets.

2. The second set consists of stepping operators that permit moving through an irreducible
multiplet in such a manner that from any member of the multiplet it is possible to reach
any other member by successive stepping operations.

A systematic procedure to accomplish this may be outlined as follows.

Casimir Operators: For non-abelian groups the generators do not generally commute with
each other but it is possible to find operators that are non-linear functions of generators that
do commute with all the generators; these are called Casimir operators. A semisimple Lie
algebra has l independent Casimir operators, where l is termed the rank of the algebra. The
rank can usually be expressed in terms of simple formulas. For example, the SU(N) groups
are of rank l = N − 1. For semisimple algebras the lowest-order Casimir is proportional
to the sum of the squares of the group generators, with higher-order Casimirs involving
higher powers of the generators. In physical applications, the lowest-order Casimir is often
dominant. The significance of the Casimir operators is expressed by Schur’s lemma.5

Schur’s Lemma: A matrix that commutes with every matrix of an irreducible
representation is a multiple of the unit matrix.

Thus Casimir operators give eigenvalue equations and quantum numbers that label the
irreps of a group. Whether quantum numbers associated with the Casimir operators are
sufficient to completely specify an irrep depends on factors that will be taken up later.

Cartan Subalgebra: The generators Xa are basis vectors of a linear vector space and
we construct linear combinations in such a way that as many operators as possible are
(1) hermitian, (2) mutually commuting, and (3) diagonal. The maximum number of such
operators is equal to l, the rank of the algebra, and this maximal set of commuting
operators Hi (i = 1, 2, . . . , l) is termed the Cartan subalgebra. The l diagonal generators
of the Cartan subalgebra provide l eigenvalue equations

Hi | jmi〉 = mi | jmi〉 (i = 1, 2, . . . , l), (3.14)

5 We shall refer simply to this statement as Schur’s lemma. However, it is also called variously Schur’s first
lemma, Schur’s second lemma, or a corollary of Schur’s lemma in the physics literature.
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where j denotes all labels necessary to specify the representation and mi is termed the
weight of | jmi〉. These eigenvalue equations give additive quantum numbers, correspond-
ing to components of vectors, while the Casimir operators give quantum numbers that are
not simply additive. For example, we will see that the Casimir eigenvalue for the SU(2)
algebra in a state of angular momentum J is proportional to J (J + 1), while the single
quantum number coming from the Cartan subalgebra is the magnetic projection J3.

Weight Vectors and Stepping Operators: The weights may be assembled into a weight
vector, m = (m1, m2, . . . , ml). The components of m span the weight space and the
l-dimensional plot of all the weights for a representation is called the weight diagram.
The weights for the adjoint representation are of unique importance in the analysis of
Lie groups (see Ch. 7), so weights in the adjoint representation get a special name:
roots. The multiplicity or degeneracy of a weight is the number of eigenvectors in a
representation having that weight. The remaining generators not in the Cartan subalgebra
may be combined to give the stepping operators that allow moving from state to state in
the representation.

3.3.3 Cartan–Dynkin Analysis of SU(2)

Let us now apply the Cartan–Dynkin analysis to the specific case of SU(2). In general, for
the special unitary groups SU(N),

1. SU(N) has N2 − 1 generators, and of these
2. N − 1 may be diagonalized simultaneously (Cartan subalgebra), so the rank of SU(N)

is l = N − 1 and it has N − 1 Casimir operators,
3. which leaves N2 − 1 − (N − 1) = N2 − N stepping operators.

Thus SU(2) has three generators, one weight, one Casimir, and two stepping operators.

Casimir Operator and the Cartan Subalgebra: The angular momentum algebra is
[ Ji , Jj ] = iεi jk Jk and the Cartan subalgebra of SU(2) may be chosen to be H1 = J3,
corresponding to an eigenvalue equation (in � = c = 1 units)6

Ĵ3 |J, J3〉 = J3 |J, J3〉 , (3.15)

where the single weight is m = J3. The Casimir operator C and its eigenvalue equation are

C = J2 = J2
1 + J2

2 + J2
3 Cψ(J ) = J (J + 1)ψ(J ) . (3.16)

SU(2) is rank-1 so this is the only Casimir operator and J, which we know labels the
total angular momentum, is seen also to be the quantum number labeling different SU(2)

6 We will work often in units where � (Planck’s constant divided by 2π) and the speed of light c are set to unity:
� = c = 1. Then neither � nor c need be displayed in equations and proper “engineering units” can be restored
by dimensional analysis, if needed. Such natural units are common for many fields of modern physics. They
are discussed further in Appendix B, and Problems 3.19 through 3.22 give some practice using them.
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Fig. 3.1 Weight space for a J = 7
2 irreducible representation of SU(2).

irreducible representations. There are (2J+1) weights m = J3 corresponding to an angular
momentum J, implying that the irreps of SU(2) are (2J + 1)-dimensional.

Stepping Operators: The two stepping operators that may be constructed from generators
not in the Cartan subalgebra are familiar from elementary quantum physics:

J+ ≡ J1 + i J2 J− ≡ J1 − i J2, (3.17)

as are the algebraic properties

[ J3, J± ] = ±J± J2 =
1
2

(J+J− + J−J+) + J2
3

[ J+, J− ] = 2J3 [ J2, Ji ] = 0.
(3.18)

As will be elaborated in Chs. 6 and 7, these algebraic properties imply that

J± |J, J3〉 ∝ |J, J3 ± 1〉 , (3.19)

except that

J+ |J3 = J〉 = 0 J− |J3 = −J〉 = 0. (3.20)

Therefore, we find the following.

1. Successive application of stepping operators takes us between all members of a (2J+1)-
dimensional multiplet corresponding to an irrep of SU(2), but not out of the irreducible
representation.

2. All states accessible to the stepping operators are labeled by the Casimir eigenvalue of
the state from which we start.

Thus the SU(2) stepping operators J± may be used to reach all members of an
irreducible representation starting from any member, without ever reaching a
state that is not in the irrep.

Weight Space: The multiplicity of each weight in an SU(2) irrep is one, since each
eigenvector has a unique value of J3 within an angular momentum J multiplet. Thus
the weight diagram for an SU(2) irrep may be represented by a line with sites that are
singly occupied at weight values J3 from −J to +J, and otherwise unoccupied. Figure 3.1
illustrates for the J = 7

2 irrep of SU(2). Lest we conclude that weight diagrams are always
this simple, let us take a quick look at the weights for an irrep of the somewhat more
complicated group SU(3) that is summarized in Box 3.3, and will be discussed more
extensively in Ch. 8.
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Box 3.3 Weight Space for SU(3)

From the general formula for SU(N ) the group SU(3) has N 2− 1 = 8 generators, with an eight-dimensional
adjoint representation and two distinct three-dimensional fundamental representations.

Cartan Subalgebra

It follows that there are N − 1 = 2 operators to diagonalize in the Cartan subalgebra and SU(3) is a rank-2
group, with

• two independent Casimir operators,
• six stepping operators, and
• a two-dimensional weight space.

That is, SU(3) has two weight quantum numbers in place of the single magnetic quantum number in SU(2),
and six stepping operators instead of the two for SU(2).

Weight Space

The following figure shows the weight diagram for a 27-dimensional SU(3) irrep, with dots indicating single
degeneracy and circles denoting additional degeneracy.

We see that the sites of the weight diagram for the SU(3) irrep may be multiply occupied, and that the stepping
operators must be more numerous than for SU(2) because it is necessary to range through the 2D (T3, Y )
weight space to reach all multiplet members. The SU(3) weight space will be examined further in Ch. 8. For
rank-3 and higher the weights are harder to visualize and we will turn to more abstract ways to characterize
the weight space in Ch. 7.

3.3.4 The Clebsch–Gordan Series for SU(2)

Let us now consider the weight space for the direct product of two SU(2) representations. It
is well known from angular momentum theory that the product of two spherical harmonics
can be written as a sum over spherical harmonics. This spherical harmonic addition
theorem is just a special case of a more general result from group theory.
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The direct product of representations D1 and D2 for a group can be written as a
direct sum over irreducible representations D(i) of that group

D1 ⊗ D2 =
∑
i

Γi D(i) . (3.21)

This extremely important result is called the Clebsch–Gordan series.

Equation (3.21) leads to the spherical harmonic addition theorem because we shall show
in Ch. 6 that spherical harmonics are irreducible representations of SU(2).

Multiplicity of Irreps in the Direct Sum: The coefficient Γi in Eq. (3.21) is called the
multiplicity of the irrep in the direct sum. Groups for which the multiplicities are all either
zero or unity are called simply reducible, since each irrep occurs no more than once in
the Clebsch–Gordan series. The group SU(2) is simply reducible but some other groups
that we will consider are not. This will require additional labels to distinguish the irreps
occurring more than once in the Clebsch–Gordan series.

Highest-Weight Algorithm: The direct product of two matrix representations will gener-
ally lead to a matrix that must be similarity transformed to exhibit explicitly the direct sum
of irreps implied by Eq. (3.21) and Fig. 2.2. Let us now demonstrate how to decompose an
SU(2) direct product into a sum of irreps with weight sites no more than singly occupied.
This is most easily implemented in terms of the highest-weight algorithm, which rests on
the following assertions, valid for any compact, semisimple group.

1. For each irrep there is a unique weight corresponding to a singly occupied site that can
by some consistent prescription be designated the “highest weight.”

2. Two equivalent irreps have the same highest weight; two irreps with the same highest
weight are equivalent.

Example 3.4 illustrates the assignment of weights to a (generally reducible) representation
resulting from a direct product of SU(2) irreps.

Example 3.4 Consider the direct product of SU(2) representations labeled by the Casimir
eigenvalues J (J + 1) with J = 1 and J = 3

2 :
(
J = 3

2

)
⊗ (J = 1) = 4 ⊗ 3. Here a common

notation for the special unitary groups is introduced where an irrep is specified by giving
the dimension [2J + 1 for SU(2)] of the representation as a boldface number. For SU(2)
this gives a unique labeling of irreps since J2 is the only Casimir operator. For SU(N) with
N > 2 this labeling is not unique, but it is still commonly used because the ambiguity is not
large, at least in low-dimensional representations. The direct product

(
J = 3

2

)
⊗ (J = 1)

gives the weight diagram shown in Fig. 3.2. Site occupations can be deduced by counting
the ways that the allowed weights (magnetic quantum numbers) for the two representations
can combine additively to give a particular weight in the direct product space. For example,
consider the possible ways to make J3 =

1
2 in Fig. 3.2: J3 =

1
2 =

{
3
2 − 1, − 1

2 + 1, 1
2 + 0

}
,

so J3 =
1
2 has a multiplicity of three. But, there is only one way to add the J = 3

2 and J = 1
weights to get J3 =

5
2 , so that site is singly occupied.
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Fig. 3.2 Weight diagram for the SU(2) direct product (J = 3
2 ) ⊗ (J = 1) in Example 3.4, with each cross denoting

occupation of the corresponding site. Some sites are multiply occupied because this is a reducible representation
of SU(2).

Decomposition into a Direct Sum of Irreps: The reducible weight diagram of Fig. 3.2 can
now be decomposed into a direct sum of irreps using the highest-weight algorithm.

1. The weight 5
2 is singly occupied and corresponds to the unique highest weight of an

irrep with J = 5
2 . Using the stepping operator J− with properties (3.19)–(3.20), we may

start from this highest-weight state and step through the multiplet, removing states with

J3 =

{
5
2

,
3
2

,
1
2

,−1
2

,−3
2

,−5
2

}
,

since the sequence terminates after J3 = − 5
2 because of the stepping operator algebra.

This corresponds to the 2J + 1 weights for a J = 5
2 state. We have now removed the

bottom row of crosses in Fig. 3.2, leaving a weight diagram with J3 =
3
2 singly occupied.

2. Now J3 =
3
2 is the highest weight state in a multiplet for which J = 3

2 . Applying the J−
operator sequentially as before, we may remove from the diagram

J3 =

{
3
2

,
1
2

,−1
2

,−3
2

}
,

which corresponds to weights for a J = 3
2 state.

3. This removes the second row of crosses from Fig. 3.2, leaving a diagram with only the
J3 = ± 1

2 sites occupied; obviously this corresponds to a J = 1
2 irrep of SU(2).

Thus the direct product of a J = 1 and J = 3
2 representation for SU(2) has been decomposed

into a J = 5
2 , a J = 3

2 , and a J = 1
2 irrep. Labeling the representations by their dimensions,

this can be written symbolically as 4⊗3 = 6⊕4⊕2. In accordance with previous assertions,
the direct product of these SU(2) representations is seen to be simply reducible into a direct
sum in which no irrep occurs more than once, and the weight space sites are no more than
singly occupied in each irrep.

3.3.5 SU(2) Adjoint Representation

The adjoint representation was introduced previously as the unique representation equal in
dimension to the number of group generators. Therefore, the SU(2) adjoint representation
is three-dimensional. It is easily shown by matrix multiplication that the set

J1 =
1
√

2
����

0 −1 0
−1 0 1
0 1 0

���� J2 =
i
√

2
����

0 1 0
−1 0 −1
0 1 0

���� J3 =
����
1 0 0
0 0 0
0 0 −1

���� , (3.22)



53 3.4 Isospin

obeys the SU(2) Lie algebra and is an adjoint matrix representation.7 From the previous
discussion it is clear that the adjoint representation for SU(2) must correspond to angular
momentum J = 1. For this reason, the SU(2) adjoint representation is sometimes called
the vector representation. The adjoint representation may be constructed in two ways.

1. Use Eq. (3.8) to build it using the structure constants of the group.
2. Utilize a property of semisimple groups that all representations can be built from direct

products of the fundamental representations with themselves.

Construction of the adjoint representation using the first method is illustrated in
Problem 3.6, while Example 3.5 illustrates use of the second method.

Example 3.5 The product of the SU(2) fundamental representation 2 with itself gives the
direct sum 2 ⊗ 2 = 1 ⊕ 3, where the 3 is the adjoint representation. Properties of the 3 may
then be inferred from the properties of the 2.

Example 3.5 corresponds to the well-known result that two spin- 1
2 electrons [fundamental

representation of SU(2)] can couple to a resultant spin of J = 0 or 1 [singlet and triplet
states, with the triplet state corresponding to the adjoint representation of SU(2)].

3.4 Isospin

If symmetries like SU(2) were applicable only to angular momentum, Lie algebras and Lie
groups would be only a sidelight in physics (though a technically quite important one).
The proliferation in application of Lie groups to modern physical problems stems from the
realization that there are many objects of fundamental significance in quantum mechanics
other than angular momentum operators that may close under commutation to form Lie
algebras of varying complexities. In particular, the constraints imposed by commutation
or anticommutation relations that creation and annihilation operators are required to obey
often result in closed Lie algebras for physical systems. The history of this fruitful idea
dates from the realization that neutrons and protons can be described approximately as two
different “spin states” in an abstract space, which implies a group structure isomorphic
to SU(2). “Rotations” in this abstract space interconvert neutrons and protons and the
resulting formalism is called isotopic spin or isobaric spin, which we shorten to isospin.

3.4.1 The Neutron–Proton System

Introduce a set of creation and annihilation operators for neutrons N†i and Ni , respectively,
and a corresponding set for protons P†i and Pi , with i denoting the quantum numbers
specifying the state. These operators must obey the fermion anticommutation relations

7 As for any representation, the SU(2) adjoint representation can be expressed in terms of many other equivalent
sets of matrices by making the same similarity transform on all matrices in Eq. (3.22).
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{ Pi , P†j } = { Ni , N†j } = δi j { Ni , Nj } = { Pi , Pj } = 0,

{ N†i , N†j } = { P†i , P†j } = 0,
(3.23)

where the anticommutator is defined by { A, B } ≡ AB + BA. The bilinear combinations of
these operators that conserve the total number of nucleons (neutrons plus protons) are

P†i Ni N†i Pi P†i Pi N†i Ni

(sum on repeated indices), from which it is convenient to form the linear combinations

B = P†i Pi + N†i Ni T+ = P†i Ni T− = N†i Pi ,

T3 =
1
2
(
P†i Pi − N†i Ni

)
= Q − 1

2
B,

(3.24)

where the total charge operator Q ≡ P†i Pi counts the number of protons.

3.4.2 Algebraic Structure for Isospin

It is straightforward to calculate the commutators among the operators (3.24) using Eq.
(3.23), and that neutron and proton operators anticommute. For example,

[ T+, T− ] = P†i NiN
†
j Pj − N†j PjP

†
i Ni

= P†i Pj NiN
†
j − PjP

†
i N†j Ni

= P†i Pj

(
δi j − N†j Ni

)
−
(
δi j − P†i Pj

)
N†j Ni

= P†i Pi − N†i Ni

= 2T3.

Calculating all the commutators by a similar procedure gives the algebra

[ T+, T− ] = 2T3 [ T3, T± ] = ±T± [ B, T± ] = [ B, T3 ] = 0. (3.25)

Therefore, the operator sets B and (T3, T±) are separately closed under commutation and
the group structure is isomorphic to a direct product of two Lie groups. Comparing with
Eqs. (3.17)–(3.18), we conclude that the operators T3 and T± constitute a complete set of
generators for the group SU(2), while the operator B generates a one-parameter continuous
abelian group isomorphic to the unitary group U(1). It is readily verified that the matrices

τ0 =

(
1 0
0 1

)
τ1 =

(
0 1
1 0

)
τ2 =

(
0 −i
i 0

)
τ3 =

(
1 0
0 −1

)
(3.26)

are a representation of the algebra (3.25), because they obey the commutator algebra[ τi
2

,
τ j
2

]
= iεi jk

( τk
2

)
[ τ0, τi ] = 0. (3.27)

The matrices τi (i = 1, 2, 3) are just the Pauli matrices (3.11), but it is conventional to use
the symbol τ for them when they represent generators of isospin rotations. Alternatively,
we may take linear combinations to define the equivalent set of generators
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τ+ =
1
√

2
(τ1 + iτ2) =

2
√

2

(
0 1
0 0

)
τ− =

1
√

2
(τ1 − iτ2) =

2
√

2

(
0 0
1 0

)
,

τ3 =

(
1 0
0 −1

)
τ0 =

(
1 0
0 1

)
,

(3.28)

which exhibit the commutator algebra

[ τ0, τ± ] = [ τ0, τ3 ] = 0 [ τ+, τ− ] = 2τ3 [ τ3, τ± ] = ±τ±. (3.29)

The group elements U = e
i
2 τiθi are unitary because all the matrices (3.26) are hermitian.

However, the unitary matrix associated with the generator τ0 is not special unitary because

det U0 = det e
i
2 θ0τ0 = e

i
2 θ0Tr τ0 � 1,

where Eq. (3.10) was used. We conclude that the overall group structure is U(2), the set of
unitary, invertible, 2 × 2 matrices under matrix multiplication.8

3.4.3 The U(1) and SU(2) Subgroups of U(2)

The group associated with the abelian algebra for B in (3.25) is U(1), the group of unitary
1 × 1 matrices eiαN , with the group multiplication law

eiαN eiα
′N = ei(α+α

′)N . (3.30)

This U(1) group is generated by τ0 and we may write9

U (α) = eiατ0 = exp
[
iα

(
1 0
0 1

)]
� 1 +

(
iα 0
0 iα

)
=

(
1 + iα 0

0 1 + iα

)
. (3.31)

All abelian groups have 1D irreps, so this representation of U(1) is seen to be a direct
sum of two 1D representations, as will be elaborated in Section 6.2.2. The isospin
group structure is then defined by the homomorphism U(2)→U(1) × SU(2). In general
there is a homomorphism U(N) → U(1) × SU(N) relating unitary and special unitary
groups. Because of the direct product structure the U(1) and SU(N) symmetries are
independent and U(N) may be examined using SU(N) if we keep track of the U(1) factor
separately.

The U(1) factors in U(N) constitute an abelian invariant subalgebra. In most applications
of U(N) to internal symmetries such as isospin the physical meaning of these U(1) factors
is that some quantity related to a particle number is conserved. For example, the operator
B is the baryon number operator for a system consisting only of neutrons and protons,
and the U(1) symmetry in this case is a statement that the total number of baryons
is conserved.

8 The group U(2) has two diagonal generators [τ0 and τ3 in the representation (3.26)], so it is a rank-2 group.
In general the group U(N ) has N2 generators and the restriction to unit determinant reduces this to the N2 − 1
generators of SU(N ), with N − 1 of them diagonal.

9 Do not confuse the generator of the Lie algebra τ0 with the Lie group element U (α) = exp(iατ0). Both may
be written as 2 × 2 matrices for this example, but in different spaces.
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3.4.4 Analogy between Angular Momentum and Isospin

It is now clear that isospin may be analyzed in terms of the group SU(2), provided that we
work in a system of definite baryon number. But this means that a mathematical formalism
for isospin can be taken over intact from the application of SU(2) to angular momentum.
The Lie algebra and Lie group theory are exactly the same, the only difference being the
physical interpretation of the SU(2) generators. The normal convention, although some
nuclear physics authors reverse this, is to associate isospin up with the proton and isospin
down with the neutron, so that the fundamental nucleon doublet is

|p〉 =
(
1
0

)
|n〉 =

(
0
1

)
. (3.32)

The fundamental doublet consists of “spin-up” and “spin-down” nucleons in the isospace.
For example, from Eq. (3.32) and the matrix representation (3.28),

1
2
τ3 |p〉 =

1
2

(
1 0
0 −1

) (
1
0

)
=

1
2

(
1
0

)
=

1
2
|p〉 ,

1
2
τ3 |n〉 =

1
2

(
1 0
0 −1

) (
0
1

)
= −1

2

(
0
1

)
= −1

2
|n〉 .

[Recall that the SU(2) generators are 1
2τi; see Eq. (3.27).] The actions of the raising and

lowering operators defined in Eq. (3.28) on the states (3.32) are

τ− |p〉 =
2
√

2
|n〉 τ+ |p〉 = 0 τ− |n〉 = 0 τ+ |n〉 =

2
√

2
|p〉 .

From Eq. (3.26), the single Casimir operator is

T2 =

( τ1

2

)2
+

( τ2

2

)2
+

( τ3

2

)2
=

3
4

(
1 0
0 1

)
, (3.33)

which we recognize as an example of Schur’s lemma since T2 commutes with all
generators (see Section 3.3.2). Applying the Casimir operator to proton and neutron states
gives

T2 |p〉 = T (T + 1) |p〉 = 3
4
|p〉 T2 |n〉 = T (T + 1) |n〉 = 3

4
|n〉 .

These considerations indicate that the neutron and proton behave in all respects under
isospin SU(2) as if they were members of a T = 1

2 angular momentum state with two
magnetic substates, one corresponding to the proton and one to the neutron. In that sense,
neutrons and protons are two different orientations of the same vector in an abstract
isospace.

By analogy with angular momentum, isospin symmetry implies rotational invariance in
isospace. This is a fancy way of saying that for an isospin invariant nucleus the energy
is unchanged if we substitute neutrons for protons or protons for neutrons, subject to
constraints of the Pauli principle. In nuclear physics this observation is called the charge
independence hypothesis – the strong nuclear interaction between two nucleons is inde-
pendent of their electrical charge. This symmetry is not respected by the electromagnetic
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interaction between nucleons, which certainly does care about the charges. However, in
nuclear and elementary particle physics the strong interactions often dominate and isospin
symmetry is good enough to be useful, with typical Hamiltonians for the strong interactions
having isospin-violating terms contributing only at the few percent level. Isospin is thus an
approximate phenomenological symmetry of the strong interactions, as will be discussed
further in Box 19.2. As for angular momentum, isospin symmetry implies degenerate
multiplet structure, with irreps (isospin multiplets) characterized by a total isospin T with

T2 = T2
1 + T2

2 + T2
3 =

1
2

(T+T− + T−T+) + T2
3 ,

T2 


ψ〉 = T (T + 1) 


ψ〉 ,

and having multiplicity 2T+1. Multiplet components can be labeled by the third component
of isospin T3 that is specified by the SU(2) Cartan subalgebra, which is related to the total
charge Q and baryon number B by T3 = Q − 1

2 B.

Example 3.6 For SU(2) the direct product of two spin- 1
2 irreps gives the Clebsch–Gordan

series 2⊗2 = 1⊕3 (compare Examples 3.4 and 3.5), implying that the two-nucleon system
has the isospin singlet and triplet states illustrated in Fig. 3.3. Identifying spin-up and spin-
down isospin projections with the proton and the neutron, respectively, the |T , T3〉 = |1,−1〉
state may be associated with nn (dineutron) and the |1,+1〉 state with pp (diproton), but
the np state (deuteron or 2H) can exist in either a T = 0 isospin singlet or a T = 1 isospin
triplet state:

1: |00〉 = 1
√

2
( |p〉 |n〉 − |n〉 |p〉 ) 3:

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|11〉 = |p〉 |p〉

|10〉 = 1
√

2
( |p〉 |n〉 + |n〉 |p〉 )

|1 − 1〉 = |n〉 |n〉 .

Near degeneracy of isospin multiplets implies approximate isospin invariance, just as exact
degeneracy of an angular momentum multiplet implies exact rotational invariance.

Experimentally the two-nucleon T = 0 isosinglet has lower mass than the T = 1 isotriplet,
as indicated in Fig. 3.3. This is not explained by isospin symmetry. To understand it we
must either go beyond symmetry considerations, or expand the group structure to include

Fig. 3.3 Two-nucleon isospin states |T, T3〉, where p labels protons and n labels neutrons.
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Fig. 3.4 The nucleon T = 1
2 doublet and the pion T = 1 triplet in the hadronic mass spectrum. The near degeneracy of the

members in each multiplet reflects approximate isospin symmetry.

more physics than the present simple isospin picture. Models for nuclear structure built on
larger groups with more generators that incorporate additional physics will be considered
in later chapters.

3.4.5 The Adjoint Representation of Isospin

For angular momentum SU(2), a J = 1 adjoint representation arises from the direct product
of fundamental representations for a two-electron system (Example 3.5). However, a single
particle might also transform as the J = 1 representation; for example, the intermediate
vector bosons (W±, Z0) described in Section 19.1.5 are fundamental spin-1 particles. In
the two-nucleon system an isospin adjoint representation can be obtained from the product
of fundamental representations, but could a single strongly interacting particle correspond
to an adjoint isospin representation? The candidate T = 1 particle must exhibit three
mass-degenerate states that differ only in charge. The nearly degenerate pion triplet having
mπc2 ∼ 140 MeV displayed in Fig. 3.4 corresponds to such a T = 1 isospin multiplet.10

3.5 The Importance of Lie Groups in Physics

Lie groups are of fundamental importance in applications of symmetry to physics. This
status derives from several theorems and observations that we summarize without proof
[147]. For a set of operators satisfying a Lie algebra [ Li , L j ] = i f i jkLk , one may show the
following.

10 This discussion has treated pions, neutrons, and protons as “fundamental” particles. They are not, since they are
tightly bound composites of quarks and antiquarks. However, at low energy this internal structure is invisible
and π, n, and p behave effectively as fundamental particles with approximate isospin symmetry.
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1. There exist one or more Lie groups with these operators as generators.
2. Group multiplets are uniquely determined by the structure constants f i jk .
3. Matrix elements between members of a multiplet are uniquely determined by the f i jk .
4. Matrix elements of operators that are constructed from sums of Casimir operators (i) are

uniquely determined by the f i jk and (ii) vanish for transitions out of the multiplet.
5. In many groups of interest the generators may have direct physical significance.

The importance of simple and semisimple Lie groups rests on the following assertions.

1. A finite number of compact semisimple Lie groups of a given rank exist. For example,
there are only three of rank two.

2. Each finite-dimensional, invariant subspace of a semisimple Lie group decomposes into
non-overlapping irreducible representations.

3. Simple Lie groups of rank � have � fundamental irreducible representations (faithful
lowest-dimensional irreps), and every representation can be obtained from products of
fundamental irreps.

4. Every representation of a compact, semisimple Lie group is equivalent to a representa-
tion by unitary matrices.

These properties will have important implications for many aspects of our discussion.

3.6 Symmetry and Dynamics

Symmetries in physics often are associated with conservation laws such as those for
angular momentum or global charge. However, perhaps the most important development
in applications of symmetry to physical problems in recent decades has been the use of Lie
algebras to determine the dynamics of physical systems. Such applications are much more
powerful than those that merely impose global conservation laws.

Conservation laws deriving from global symmetries tell us what is permitted;
symmetries associated with dynamics can tell us what actually happens.

Two broad categories of symmetry applications have dynamical implications: (1) imposi-
tion of a local gauge symmetry through Lie algebras with generators depending on local
spacetime coordinates, and (2) the use of Lie algebras to construct dynamical symmetries
that describe emergent states in quantum many-body systems. We give a brief introduction
to these in the next two subsections, and will discuss them extensively in later chapters.

3.6.1 Local Gauge Theories

Local gauge invariance requires that charges of some kind (generally defined through
integrals of particle currents) be conserved locally, not just globally. For abelian gauge
symmetries this implies local conservation of electric charge and leads to quantum
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electrodynamics. For non-abelian gauge symmetries this leads to Yang–Mills field theories
and the Standard Model of particle physics, which are built on local conservation of more
abstract charges.

Processes at different spacetime points that separately violate charge conserva-
tion but that offset each other so that charge is conserved globally are allowed by
global gauge symmetry, but forbidden by local gauge symmetry.

Local gauge invariance has dynamical implications that are especially stringent when
the gauge group is non-abelian because the commutator algebra imposes non-trivial
conditions. We shall have much more to say about local gauge invariance and dynamics in
Chs. 16–19.

3.6.2 Dynamical Symmetries

The second category of symmetry considerations having dynamical implications is termed
dynamical symmetry, which results when the Hamiltonian for a quantum system can be
expressed as a polynomial in the invariants of a chain of subgroups deriving from some
highest symmetry. We provide an introduction to this concept in Ch. 20 and discuss
ambitious applications of dynamical symmetries in Section 20.2 and Chs. 31 and 32. As
will be seen, dynamical symmetry is really a statement about how some highest symmetry
is broken in a physical system. Therefore, it is closely related to many concepts to be
discussed in Part III, which deals in some depth with the concept of broken symmetry.

Background and Further Reading

Introductions to Lie groups in physical applications may be found in Close [42], Gasiorow-
icz [66], Georgi [68], Gilmore [72, 73], Hamermesh [104], Iachello [115], Jeevanjee [124],
Lichtenberg [141], Lipkin [142], McVoy [147], O’Raifeartaigh [158], Ramond [169],
Schensted [180], Wybourne [224], and Zee [228]. Comprehensive treatments of angular
momentum are contained in Brink and Satchler [29], Edmonds [51], and Rose [173]. For
isospin see Elliott and Dawber [56], Georgi [68], Lichtenberg [141], and Lipkin [142].
The physical importance of Lie groups is discussed concisely by McVoy [147]. For an
introduction to local gauge theories that does not assume a background in particle physics,
see Guidry [85]. Comprehensive reviews of many-body dynamical symmetries are given in
Guidry, Sun, Wu, and Wu [98], Iachello and Arima [116], and Wu, Feng, and Guidry [218].

Problems

3.1 Use the highest-weight algorithm to show that 2 ⊗ 2 ⊗ 2 = 4 ⊕ 2 ⊕ 2, for the product
of three fundamental SU(2) representations. ***

3.2 Suppose that D(α) and D(β) are irreps of a compact simple group with dimensions
nα and nβ, respectively, and basis vectors xi and yi , respectively. If the basis vectors
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x = (x1, x2, . . .) and y = (y1, y2, . . .) describe independent degrees of freedom for
the system, investigate the transformation properties of the two-index quantities xnyn
and show that they transform as the matrix Cik,jl in Eq. (2.28).

3.3 By expanding the group elements written in the canonical exponential form (3.2)
about the origin, derive the Lie algebra [ Xa, Xb ] = i fabcXc . Hint: A commutator
can be defined by taking the difference between the product of two group elements
and the product in reverse order. ***

3.4 Show that the most general form for 2 × 2 unitary matrices of unit determinant is

U =

(
a b
−b∗ a∗

)
|a |2 + |b|2 = 1,

where a and b are complex numbers.

3.5 Prove that if matrices Ta with matrix elements (Ta)bc proportional to the structure
constants fabc are defined as in Eq. (3.8), these matrices satisfy the Lie algebra (3.9).
Thus, show that the structure constants generate a representation of the algebra with
dimension equal to the number of generators. Hint: Use Eqs. (3.3) and (3.7). ***

3.6 Use that the adjoint representation for SU(2) is three-dimensional and that generators
of the adjoint representation are the structure constants of the group to construct a
3D matrix representation of SU(2). Verify explicitly that the resulting matrices satisfy
the SU(2) algebra. Using the standard methods of matrix algebra, transform this set
of matrices to a new set T1, T2, T3, where T3 is diagonal. ***

3.7 Prove Schur’s lemma: a matrix that commutes with all generators of an irrep is a
multiple of the unit matrix. Hint: Assume that [ Ta, M ] = 0 for all a, where Ta is
a group generator and M is some matrix. Show that there is a contradiction unless
every member of the irrep has the same eigenvalue with respect to M . ***

3.8 Show that for a four-dimensional cartesian space (x, y, z, t) the operators

M1 = z
∂

∂y
− y
∂

∂z
M2 = x

∂

∂z
− z
∂

∂x
M3 = y

∂

∂x
− x
∂

∂y
,

N1 = x
∂

∂t
− t
∂

∂x
N2 = y

∂

∂t
− t
∂

∂y
N3 = z

∂

∂t
− t
∂

∂z
,

obey the Lie algebra

[ Mi , Mj ] = εi jk Mk [ Mi , Nj ] = εi jk Nk [ Ni , Nj ] = εi jk Mk ,

which is the algebra associated with the group SO(4). Show that this SO(4) is locally
isomorphic to SU(2) × SU(2) by showing that the new operator set,

Ji ≡
1
2

(Mi + Ni) Ki ≡
1
2

(Mi − Ni) (i = 1, 2, 3),
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satisfies the Lie algebra

[ Ji , Jj ] = εi jk Jk [ Ki , K j ] = εi jkKk [ Ki , Jj ] = 0,

which corresponds to the product of two independent SU(2) algebras. ***

3.9 Use the cyclic property of the trace [see Problem 3.11(f)], and that the generators
of compact, semisimple algebras may be normalized Tr (TaTb) = λδab with λ a
constant, to show that

fabc = fbca = fcab = − fbac = − fcba = − facb

for the structure constants in Eq. (3.3). Hint: Show that Tr
(
[ Ta, Tb ]Tc

)
= iλ fabc .

3.10 Show that the structure constants fabc appearing in Eq. (3.3) are real if the generators
of the Lie algebra are hermitian.

3.11 Matrices are central to representation theory. If A, B, C, and D are square, invertible,
n × n matrices with complex entries, prove the following useful properties.

a. The trace of a matrix is invariant under similarity transforms, Tr (BAB−1) = Tr A.
Hint: Written out with indices, (BAB−1)i j = B

i� A
�k

B−1
k j

.
b. Products of exponentiated matrices behave in the expected way, provided that the

matrices commute with each other: eAeB = eA+B if [ A, B ] = 0. (See the BCH
formula quoted in Problem 3.15 for the case [ A, B ] � 0.) Hint: We may expand

eA =

∞∑
m=0

1
m!

Am = 1 + A +
1
2!

A2 +
1
3!

A3 + · · ·

for a matrix A.
c. The exponential eA has eigenvalues eλ1 , eλ2 , . . . , eλn if the matrix A has eigen-

values λ1, λ2, . . . , λn.
d. The determinant of an exponentiated matrix is the exponentiated trace of the

matrix, det eA = eTr A. Hint: The determinant of a matrix is the product of its
eigenvalues and the trace of a matrix is the sum of its eigenvalues.

e. The trace of a product of two square matrices is independent of the order of
multiplication: Tr (AB) = Tr (BA).

f. Cyclic property of the trace: The trace of a matrix product is invariant under cyclic
permutation of the factors in the product. Hint: Use the results of Problem 3.11(e)
and that matrix multiplication is associative, ABC = (AB)C.

g. The hermitian conjugate of a matrix product is the product of the hermitian con-
jugates for each matrix, in reverse order. For example, (ABCD)† = D†C†B†A†.
Hint: The hermitian conjugate of a matrix is the transpose of its complex
conjugate, so the matrix elements for M† are given by (M†)i j = (Mji)∗.

h. The inverse of a matrix product is the product of the inverses for each matrix, in
reverse order. For example, (ABCD)−1 = D−1C−1B−1 A−1.
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i. Quantum-mechanical matrix elements 〈a | A |b〉 obey∑
ab

| 〈a | A |b〉 |2 ≡
∑
ab

〈a | A |b〉∗ 〈a | A |b〉 = Tr (AA†) = Tr (A†A),

for a matrix A. Hint: 〈a | A |b〉∗ = 〈b| A† |a〉 and
∑

a |a〉 〈a | = 1.***

3.12 Show that for a continuous parameter θ the set of matrices

G =

(
cos θ sin θ
− sin θ cos θ

)

forms a one-parameter abelian Lie group under matrix multiplication, and that if the
matrices G operate on a 2D cartesian space (x1, x2) they leave x2

1 + x2
2 invariant. ***

3.13 Show that the Pauli matrices (3.11) generate a matrix representation of Lie group
elements having the form

U = e
i
2 (σ1θ1+σ2θ2+σ3θ3) �

(
a b
−b∗ a∗

)
,

as required by Problem 3.4.

3.14 Prove that if the Lie group G1, with generators Ji (1), is isomorphic to a group
G2, with generators Ji (2), and Ji (1) and Ji (2) operate on independent degrees of
freedom, then the sum operators Ji ≡ Ji (1) + Ji (2) obey the same Lie algebra as the
generators of G1 and G2. Thus the Ji generate a group G that is isomorphic to G1

and G2.

3.15 Show that the group-element commutator Ry (δθ)Rx (δθ)R−1
y (δθ)R−1

x (δθ), is
related to the generator commutator [ Jx , Jy ] by

[ Jx , Jy ] =
i
δθ

[
1 − Ry (δθ)Rx (δθ)R−1

y (δθ)R−1
x (δθ)

]
,

where the group elements and generators are related by Rx (θ) = exp (i Jxθ) and
Ry (θ) = exp (i Jyθ) for a rotation angle θ. Hint: Keep the first three terms of

eAeB = exp
(
A + B +

1
2

[ A, B ] +
1
12
[

A, [ A, B ]
]
+

1
12
[

B, [ B, A ]
]
+ · · ·

)
,

which is called the Baker–Campbell–Hausdorff (BCH) formula.

3.16 (a) Confirm the validity of the Jacobi identity given in Eq. (3.6). (b) Use Eq. (3.6) to
confirm the validity of Eq. (3.7b).

3.17 If a local density operator is expressed by ρ(r) =
∑

i δ(r − ri), where the sum is over
particles and δ(r − ri) is the Dirac delta function, what is its second-quantized form?
Hint: See Appendix A and note that the sum is an integral in the continuum limit.
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3.18 Given a single-particle operator F =
∑

i f (ri , pi), the second-quantized form is

F =
∑
i j

〈i | f | j〉 a†i a j 〈i | f | j〉 ≡ f i j ≡
∫
r

ψ∗i f (r , p)ψ j (r)

(see Appendix A). Consider the spin operators Sa = 1
2σ

a, with the representation of
the σa (a = 1, 2, 3) given in Eq. (3.11). Evaluate the second-quantized form of the
three spin operators (S1, S2, S3) assuming a basis

|↑〉 =
(
1
0

)
(spin up) |↓〉 =

(
0
1

)
(spin down)

to show that

S1 =
1
2
(
a†↑a↓ + a†↓a↑

)
S2 =

1
2i
(
a†↑a↓ − a†↓a↑

)
S3 =

1
2
(
a†↑a↑ − a†↓a↓

)
for spin- 1

2 electrons.

3.19 In � = c = 1 natural units a particular hadronic cross section σ is estimated to be

σ ∼ 1
(Mπ)2 ∼

1
(140)2 MeV−2,

where the mass of the pion is Mπ ∼ 140 MeV. What is this cross section in more
standard units of barns (b), where 1 b ≡ 10−24 cm2? Hint: See Appendix B and use
dimensional analysis. ***

3.20 In special relativity it is common to use units where the speed of light c is set to
one. The world record in the 100 meter dash is about 9.6 seconds. What is this time
expressed in c = 1 units? What is the physical meaning of your result? ***

3.21 In natural (� = c = 1) units the mean life for the decay Σ0 → Λ+ γ, where Σ0 and Λ
are elementary particles and γ is a photon, is

τ � π(MΛ + MΣ)2

e2E3
γ

,

where MΣ and MΛ are the masses of the elementary particles, Eγ is the energy of
the photon, and π/e2 ∼ 137/4. What is the lifetime in seconds for this decay if
(MΛ + MΣ) = 2307 MeV and Eγ = 74.5 MeV? ***

3.22 What is one Joule in c = 1 units? What is one atmosphere (105 N m−2) of pressure
expressed in c = 1 units? ***

3.23 Using the commutators for Ji and Ki given in Problem 3.8, argue that the SO(4) Lie
algebra is semisimple, but not simple. Argue that SO(4) can be written as a direct
product of two simple groups, which can be analyzed independently.
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In Ch. 2 the group S3 of permutations on three objects was used to illustrate some important
group-theoretical concepts. More generally, the symmetric or permutation groups Sn of
permutations on n objects are important in group theory for several reasons.

1. A finite group of order n is isomorphic to a subgroup of Sn (Cayley’s theorem).
2. The permutation groups are of direct physical relevance in the description of symmetry

under particle exchange for systems of identical particles.
3. Through the methods of tensor analysis, the irreps of Sn provide a powerful tool to

analyze the irreps for groups of continuous transformations such as U(N) and SU(N).

In this chapter we will introduce analysis of the symmetric group through the method
of Young diagrams. In subsequent chapters we will see how Young diagrams of the
permutation groups may be used in the analysis of other groups.

4.1 Young Diagrams

As an example of notation, let us label three distinguishable single-particle states by
a, b, and c, and three identical particles by 1, 2, and 3.1 Consider the three-particle
wavefunction ψ(123) ≡ a(1)b(2)c(3), where the notation means that particle 1 is in state
a, particle 2 is in state b, and particle 3 is in state c. This may be specified more compactly
by writing in order the single-particle state for particles 1, 2, and 3: ψ(123) ≡ abc. We wish
to consider the effect of a permutation (2.6) on this state, and more generally to investigate
the permutation symmetry for n objects distributed over m available quantum states. To
that end we introduce a diagrammatic formalism in which a box stands for a particle and
the Young diagram for n particles corresponds to a pattern of n boxes arranged according
to rules that will be explained shortly. In these diagrams a row implies symmetrization
of the particles (boxes) in that row under exchange of the coordinates, while a column
implies antisymmetrization of the particles (boxes) in that column under coordinate
exchange.

1 It is essential to keep track of what is labeling particles (numbers 1, 2, 3, . . . in this example) and what is
labeling states available to those particles (letters a, b, c, . . . for this example).

65
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4.1.1 Two-Particle Young Diagrams

The boxes for a two-particle system may be arranged in two ways,

ψS = ψA = . (4.1)

A Young diagram having only a row of boxes denotes a completely symmetric wavefunc-
tion (ψS) and one having only a column of boxes denotes a completely antisymmetric
wavefunction (ψA). For more than two particles the situation will get more complicated.

4.1.2 Many-Particle Young Diagrams

Consider n particles. The rule for allowed Young diagrams that prevents double counting
is that the n boxes may be put together in any fashion for which no row is longer than the
row above it. For three particles then, there are three allowed diagrams,

ψS = ψM = ψA = . (4.2)

The first and last diagrams correspond to completely symmetric and completely antisym-
metric combinations, respectively, that are analogous to those in Eq. (4.1), but the middle
diagram is new. It is called a diagram of mixed symmetry, which indicates a wavefunction
symmetric with respect to exchange of two particles, but antisymmetric with respect to
subsequent exchange of one of those particles with the third particle.

What is the meaning of mixed-symmetry diagrams? All known elementary particles are
either fermions or bosons. Collections of indistinguishable fermions must be completely
antisymmetric with respect to exchange of the particles, while systems of indistinguishable
bosons must be completely symmetric with respect to exchange of the particles. However,
these statements apply to simultaneous exchange of all coordinates for the particles;
in some instances it is useful to consider the symmetry of a many-body system under
exchange of only some of the coordinates of the particles. In that case we may encounter
states of mixed symmetry under that exchange, even though they are either totally
symmetric or totally antisymmetric under the exchange of all particle coordinates.2

4.1.3 A Compact Notation

For systems of many particles it is convenient to introduce a compact notation for
designating Young diagrams. Several possibilities are in common use. We may illustrate
two of them by considering the following 15-box diagram for a 15-particle system,

2 By all coordinates for a particle we mean variables describing any internal degrees of freedom such as spin or
isospin, in addition to the spacetime coordinates.
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A partition of an integer n is a set of positive integers that sum to n. A Young diagram
can be labeled by a partition specifying the number of boxes in each row of the diagram.
For example, the diagram shown above is specified by the partition λ = (λ1λ2λ3λ4) =
(7422), which can be abbreviated as (7422).

A valid arrangement of a Young diagram for an n-particle system corresponds
to all possible partitions of n, subject to the rule that in the resulting diagram no
row is longer than the row above it (λi ≥ λi+1, where i labels the row).

Another useful way of denoting a Young diagram is by employing an ordered set of
integers that gives the difference in the number of boxes in successive rows. If we define
pi = λi − λi+1, the diagram shown above can be specified by p = (p1 p2 p3 p4) = (3202).

4.2 Standard Arrangement of Young Tableaux

The n! possible permutations on ψ(123 . . . n) generally form reducible representations of
the permutation group Sn. The irreducible representations of Sn are the linear combinations
of these permutations having definite permutational symmetry properties (that is, they
correspond to a specific Young diagram). Generally, one finds a single totally symmetric
and a single totally antisymmetric linear combination, each corresponding to a one-
dimensional irrep of Sn. All other irreducible representations of Sn are of mixed symmetry
and are multidimensional. Young diagrams can be used to find the dimensionality of the
irreps of Sn if we define a Young tableau and a standard arrangement of tableaux. A Young
diagram with numbers in the boxes as specified below is, by strict usage, termed a Young
tableau. A standard arrangement of a Young tableau is defined to be a Young diagram in
which no row is longer than the row above it, with a set of positive integers placed in the
boxes subject to the following restrictions.

1. The numbers do not decrease in reading from left to right in any row.
2. The numbers increase from top to bottom in any column.
3. If m states are available to a particle, the numbers j appearing in boxes satisfy

1 ≤ j ≤ m.

In applying these rules, do not confuse the number of particles (the number of
boxes in the diagram) with the number of states available to those particles (the
maximum value of an integer that can appear in a box).
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The following example illustrates application of these rules for the case of three available
states that can be populated by two identical particles.

Example 4.1 The standard arrangements of Young tableaux for two identical particles
distributed over three available states are

Symmetric: 1 1 1 2 1 3 2 2 2 3 3 3

Antisymmetric: 1
2

1
3

2
3

where each diagram has two boxes since there are two particles, and each box contains an
integer from 1 to 3 (subject to the rules given above), since three states are available.

In standard arrangements such as in Example 4.1 the same number can occur twice in
the same row but never twice in the same column, because a column is an injunction to
antisymmetrize. A number appearing twice in the same column means that two particles
are in the same state, which implies a wavefunction impossible to antisymmetrize.

4.3 Irreducible Representations

In the discussion of the permutation groups in Ch. 2, it was noted that all permutations
in Sn with the same cycle structure belong to the same class. This result can be used to
establish a one to one correspondence between partitions of n and the irreps of Sn, because
each tableau corresponds to a conjugacy class and thus to an irreducible representation.

4.3.1 Counting Standard Arrangements

To determine the dimensionality of an Sn irrep we must count the number of standard
arrangements of Young tableaux that have each particle in a different state. This requires
that we further restrict the standard arrangement of tableaux so that the same number does
not appear twice. The following example illustrates.

Example 4.2 Let us determine the dimensionality of S3 irreps. This reduces to counting
standard arrangements with three identical particles distributed on three states, but
with no two particles in the same state. The standard arrangements satisfying these
conditions are

1 2 3
1
2
3

1 2
3

1 3
2

The first two diagrams correspond to 1D irreps of S3. The next two have equivalent
Young patterns and constitute a 2D irreducible representation. We conclude that S3 has
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a completely symmetric 1D irrep, a completely antisymmetric 1D irrep, and a 2D irrep of
mixed symmetry. From Eq. (2.29b) the sum of the squares of the dimensions of the irreps
must equal the dimension of the group, so this exhausts the possible irreps for S3.

A similar technique can be used to find the irrep dimensionality of any symmetric group
Sn. Problem 4.4 illustrates for S4. However, for larger n this method becomes tedious. We
now describe a dimensionality recipe that is much more efficient for many-particle states.

4.3.2 The Hook Rule

First we define a hook number for a box that is the number of boxes that a line passes
through if it enters from the far right of the row of the box, goes to the center of the box,
makes a 90◦ downward turn, and then exits from the bottom of the diagram. For example,

hi = hook length = 3.

Then, for the group Sn the dimension Dim (Sn) of an irrep specified by a Young diagram
is given by the formula

Dim (Sn) =
n!∏
i hi

, (4.3)

where the denominator product is over the hook numbers for all boxes in the diagram. To
illustrate, let us consider the irrep corresponding to the partition (421) for S7. Drawing the
diagram and placing the hook length in each box (do not confuse these hook numbers with
the ones we have been placing in boxes to label particle states),

6 4 2 1
3 1
1

−→ Dim =
7!

6 · 4 · 3 · 2 · 1 · 1 · 1 = 35.

This is a much faster way to calculate irrep dimensionality than enumerating the standard
tableaux for cases like this one where there are more than a few boxes (particles).

4.4 Basis Vectors

Let us now consider the construction of basis vectors for wavefunctions corresponding
to the irreducible representations of Sn. To facilitate this we first define some useful
symmetrizing and antisymmetrizing operators [180]. Suppose a given tableau is designated
by τ, and that we introduce a row permutation pτ that interchanges numbers in a row of
the diagram. Then the row symmetrizer Pτ is defined by the sum over all row permutations

Pτ =
∑

pτ. (4.4)
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Likewise, we may introduce a column permutation qτ and define a column antisymmetrizer

Qτ =
∑

ηqτqτ ηqτ =

{
+1 if qτ is even
−1 if qτ is odd, (4.5)

where the sum is over all column permutations. The Young operator Yτ is then defined by

Yτ = QτPτ =
∑
qτ

∑
pτ

ηqτqτpτ. (4.6)

Suitably normalized, Y is a primitive idempotent of the group algebra. This means that it
is equal to its square, and this means that it is a projection operator that extracts states of
definite permutation symmetry (irreps of Sn) when applied to an arbitrary wavefunction.

Example 4.3 Consider the S3 Young diagram 1 2 3 , for which

Pτ = 1 + (12) + (23) + (13) + (123) + (321)

and Qτ = 1. Therefore,

Y
(

1 2 3
)
= QτPτ = 1 + (12) + (23) + (13) + (123) + (321).

Applying this operator to the three-particle wavefunction ψ(123) ≡ abc gives

ψS = Y
(

1 2 3
)

abc = abc + bac + acb + cba + bca + cab,

for the S3 irrep basis vector. Similar examples for S4 are addressed in Problem 4.6.

Thus the Young operator (4.6) serves as a projector that may be used to construct basis
vectors for irreducible representations of the permutation group Sn.

4.5 Products of Representations

Two important products may be defined for representations of the permutation groups.

The Direct Product: The direct product is a product of different representations for the
same number of particles (the same group Sn). It is useful when the functions being
multiplied refer to different coordinates for the same set of particles. An important
application occurs for the multiplication of a spin function by a spatial function for some
set of particles in quantum mechanics. The direct product is described in Section 4.5.1.

The Outer Product: The outer product occurs when the symmetry states for two different
sets of particles are combined. That is, it is a product of representations for two different
groups, Sn and Sn′ . This product is important when considering the permutation symmetry
of n + n′ particles, given the symmetry of the n particles and n′ particles separately. The
outer product is described in Section 4.5.2.



71 4.5 Products of Representations

4.5.1 Direct Products

The direct product of representations for finite or compact, semisimple groups generally
leads to a direct sum of irreps (Section 2.7). The invariance of the characters determines
the irrep content of the direct product in the following way. The Clebsch–Gordan series,

D(i) ⊗ D( j) =
∑
k⊕

ckD(k) ,

where ⊗ indicates the direct product and k⊕ indicates a direct sum over irreps as in Eq.
(3.21), implies a corresponding relation for the characters of the representations

χ(i)
α χ

( j)
α =

∑
k

c
k
χ(k)
α , (4.7)

where α is a class index. This relation and the group character table may be used with Eq.
(2.32) to deduce the irrep content for direct product of Sn representations.

Example 4.4 Consider the direct product of the S3 irrep Γ(3) given in Fig. 2.4 with itself.
From Table 2.4 the character of the direct product is χ(3⊗3) = (4, 1, 0), where the three
numbers refer to the product of characters within the e, Pi j , and Pi jk classes of Table 2.4,
respectively. Applying Eq. (2.32) for instances aν of the irreps Γ(ν) in the direct product,

a1 =
1
6

(1)(4) +
2
6

(1)(1) +
3
6

(1)(0) = 1 a2 =
1
6

(1)(4) +
2
6

(1)(1) + 0 = 1

a3 =
1
6

(2)(4) +
2
6

(−1)(1) + 0 = 1,

so that the direct product of the S3 irrep Γ(3) with itself is Γ(3) ⊗ Γ(3) = Γ(1) ⊕ Γ(2) ⊕ Γ(3) .

Since only completely symmetric (boson) or completely antisymmetric (fermion) irreps of
Sn occur in nature, it is important to know when the direct product of two irreps of Sn

contains a completely symmetric or completely antisymmetric representation.

1. The completely symmetric irrep occurs only in the direct product of a representation
with itself.

2. The completely antisymmetric irrep occurs only in the direct product of a representation
with its associate representation.3

If a representation of Sn is described by a Young diagram, the associate representation
is described by the corresponding Young diagram in which rows are interchanged for
columns (reflection about the main diagonal). For example, consider the S4 diagrams

←→ ←→

The first two pairs are associate, while the last diagram is its own associate (self-associate).
Note a simple rule to obtain an associate diagram: rotate clockwise by 90 degrees and
reflect left–right.

3 Associate representations are called conjugate representations or adjoint representations by some authors.
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4.5.2 Outer Products

The outer product (denoted by ×) generates a representation of Sn+n′ from a representation
D(α) of Sn and a representation D(α′) of Sn′ . It can be used to build wavefunctions of
definite permutation symmetry for n + n′ particles, if the permutation symmetries of the
systems of n and n′ particles are known. Its most important application for us will be
in constructing the direct product of unitary symmetries, which will be elaborated in
Section 8.9. There is a simple diagrammatic procedure for finding the outer product of
two Sn representations.

1. Draw the diagrams for the two representations and label the second diagram with
numbers in the boxes denoting the row in which the box appears. For example,

× 1 1
2

Break the second diagram up into individual boxes and attach the boxes (with their
numbers) to the first diagram in all possible ways subject to the following restrictions.

a. All diagrams are proper diagrams (rows do not increase in length down the diagram).
b. On a path passing through each row from right to left and moving from top to bottom,

at all points on the path the number of boxes encountered containing the number i is
less than or equal to the number of boxes encountered containing the number i − 1.

c. The numbers in the boxes do not decrease from left to right in a row.
d. The numbers in each column increase from top to bottom.

2. Each diagram constructed by this procedure corresponds to an irrep of Sn+n′ .

Let us illustrate for the outer product of an S4 irrep and an S2 irrep.

Example 4.5 Consider the outer product of the [31] irrep of S4 and the [2] irrep of S2:

× 1 1 = 1 1
+

1
1

+
1

1
+ 1 1 + 1

1
(4.8)

or equivalently, [31] × [2] = [51] + [42] + [411] + [33] + [321], in terms of partitions.

An outer product construction may be checked by counting dimensionalities. In the
outer product of a representation [ f ] of dimension d for Sk and a representation [ f ′] of
dimension d ′ for Sk′ , the number of states in the outer product representation of Sk+k′

is [106]

Dim
(
[ f ] × [ f ′]

)
=

(k + k ′)!
k! k ′!

dd ′. (4.9)



73 Problems

In Example 4.5, k = 4 and k ′ = 2, and from Eq. (4.3) d = 3 and d ′ = 1, which gives
Dim ([31] × [2]) = 45 from Eq. (4.9). Counting dimensionalities on the right side of
Eq. (4.8) using Eq. (4.3) gives the same result: 5 + 9 + 10 + 5 + 16 = 45.

Background and Further Reading

Permutation groups are discussed clearly in Elliott and Dawber [56], Georgi [68],
Hamermesh [104], and Schensted [180].

Problems

4.1 Show that the set of permutations on n objects forms a group with a multiplication
operation defined as the application of two successive permutation operations.

4.2 Verify that the mapping {e, (123), (321)} → 1 and {(12), (23), (31)} → −1 preserves
the group multiplication operation for the permutation group S3. ***

4.3 Sketch the Young tableaux for the permutation group S5 and find their dimensional-
ities using the hook rule.

4.4 Use counting of Young tableaux to find the dimensionalities of the irreps for the
group S4. ***

4.5 For the irreps Γ(1) , Γ(2) , and Γ(3) of the group S3 (Fig. 2.4 and Table 2.4), determine
the irrep content of the nine direct products Γ(n) ⊗ Γ(m) .

4.6 Write the Young operators for the S4 tableaux

1 4
2
3

1 2 3
4

and construct explicit wavefunctions having these permutational symmetries. ***

4.7 Construct the outer product [21] × [21] for the partition [21] of S3. Check the
dimensionalities using Eq. (4.9). Hint: See Example 4.5. ***

4.8 Construct the outer product [4] × [3] for the partitions [4] of S4 and [3] of S3. Check
the dimensionalities using Eq. (4.9). Hint: See Example 4.5.

4.9 Construct the wavefunction for the S3 irrep 1 3
2 using the method of Example 4.3.

4.10 Determine the irrep content of

⊗
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for S4 representations. Hint: The character table for S4 is given by [180]

Irrep\ Class e(1) A(8) B(3) C(6) D(6)
1 1 1 1 1

1 1 1 –1 –1

2 –1 2 0 0

3 0 –1 1 –1

3 0 –1 –1 1

where e is the identity, A, B, C, and D are convenient class labels, and the number
of elements for each class is shown in parentheses. ***



5 Electrons on Periodic Lattices

Many systems form crystalline phases over significant ranges of temperature and density.
A perfect crystal may be thought of as a lattice with a periodically repeated basic structural
unit – which may itself have a non-trivial structure – filling all of space. The electronic
properties of the solid state are strongly influenced by such periodic crystalline lattices.
Periodicity implies symmetry, with significant implications for the physics of condensed
matter. Unlike for many other applications tending to emphasize symmetries that are
continuous, symmetries important in condensed matter often involve combinations of
discrete and continuous symmetries because of the propagation of waves through discrete
lattice structures. For every crystal structure there are two lattices of physical significance.

1. The spatial lattice, often called the real-space lattice or direct lattice.
2. A momentum-space lattice obtained from the direct lattice by Fourier transform that is

termed the reciprocal lattice.

Sometimes the direct lattice is termed r-space and the reciprocal lattice k-space. Vectors
defined on the direct lattice and on the reciprocal lattice have a relationship similar to
the duality between vectors and dual vectors described in Section 13.1.1. As is generally
the case in quantum mechanics, such real-space and momentum-space representations are
equivalent descriptions if no approximations are made, but one may be more useful than
the other in a particular context and both can be important for a full physical picture of a
lattice problem.

5.1 The Direct Lattice

Let us begin with the direct lattice. The repeating structural unit of a perfect crystal is called
a unit cell and a unit cell of minimum possible volume is termed a primitive unit cell.

5.1.1 Brevais Lattices

A Brevais lattice is a mathematical collection of points forming a periodic array in which
any lattice point corresponds to a position vector R having the form (in three dimensions)

R = n1a1 + n2a2 + n3a3, (5.1)

where the coefficients ni can take all integer values and where the vectors ai are called
primitive vectors. Thus, any point in the lattice may be specified by an integral combination

75
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Fig. 5.1 Construction of a Wigner–Seitz unit cell around a site for a two-dimensional lattice. Each dotted line is a
perpendicular bisector of a line joining the site to a nearest-neighbor site.

of primitive lattice vectors ai . For an actual physical lattice the vectors ai have the
dimension of length and the corresponding real-space lattice is termed the direct lattice.1

In three dimensions, 14 distinct Brevais lattices are possible. A translation vector or lattice
vector T connects two points on the lattice, T = Ri − R j . If T 1 and T 2 are lattice vectors,
then their negatives, their sums, and their differences are lattice vectors too.

5.1.2 Wigner–Seitz Cells

There is no unique way to select a primitive unit cell for a Brevais lattice but a
common choice is a Wigner–Seitz cell, which is that region of space bounded by the
perpendicular bisectors for all lines connecting a site to nearest-neighbor sites, as illustrated
in Fig. 5.1.Since a Wigner–Seitz cell is a primitive unit cell, the entire lattice can be
constructed by translating copies of it through all possible lattice vectors. The complete
description of a perfect crystal requires specifying both a Brevais lattice and the distribution
of mass (atoms) within each unit cell. If the unit cell contains more than one atom, the
positions of these atoms with respect to the center of the cell is called the basis. Thus a
crystal structure is characterized by its Brevais lattice and its basis.

5.2 The Reciprocal Lattice

Consider a real-space Brevais lattice specified by a set of points R. A plane wave eik ·r will
have the periodicity of this lattice only for particular choices of the wavevector k . The set
of all wavevectors K that give plane waves having the periodicity of a real-space (direct)

1 Equivalently, a Brevais lattice is an array of points that appears exactly the same when viewed from any position
in the lattice, implying that the lattice must be of infinite extent. Real crystals are finite but they contain so many
atoms that the fiction of infinite extent is useful. Formally, applying infinite-lattice assumptions to a real crystal
means either that surface effects are neglected, or that periodic boundary conditions are imposed such that a
pattern of finite extent is repeated to fill all of space.



77 5.3 Brillouin Zones

lattice is called the reciprocal lattice associated with the direct lattice. A wavevector K

satisfies the periodicity condition if

eiK ·(r+R) = eiK ·r eiK ·R = eiK ·r ,

for all r and R on the real-space Brevais lattice. Thus, factoring out the common
exponential, the reciprocal lattice corresponds to the wavevectors K satisfying

eiK ·R = 1, (5.2)

for all R on the real-space Brevais lattice. A reciprocal lattice is defined with respect to a
particular direct Brevais lattice. It may be shown that

1. the reciprocal lattice of a direct Brevais lattice is itself a Brevais lattice in the k-space,
2. the reciprocal of the reciprocal lattice is the original direct Brevais lattice, and
3. the point group symmetry (see Section 5.6) of the reciprocal lattice is the same as the

point group symmetry of the direct lattice.

Primitive vectors bi for the reciprocal lattice have a dimension of inverse length and are
given in terms of the primitive vectors ai for the corresponding direct lattice by

b1 = 2π
a2 × a3

a1 · (a2 × a3)
b2 = 2π

a3 × a1

a1 · (a2 × a3)
b3 = 2π

a1 × a2

a1 · (a2 × a3)
, (5.3)

and the reciprocal lattice is a Brevais lattice corresponding to those points K satisfying2

K = n1b1 + n2b2 + n3b3, (5.4)

for arbitrary integers ni . From the definitions (5.3),

1. the vectors ai and b j obey ai · b j = 2πδi j ,
2. the volume of a unit cell for the reciprocal lattice is inversely proportional to the volume

of a unit cell for the direct lattice, and
3. the vector K in Eq. (5.4) satisfies the periodicity condition (5.2),

as may be proved using basic vector algebra.

5.3 Brillouin Zones

Bragg planes of the reciprocal lattice correspond to perpendicular bisectors of lines joining
a point to nearest-neighbor points, next-nearest-neighbor points, and so on. Some examples
are shown in Fig. 5.2. From the definitions of Bragg planes and Wigner–Seitz primitive unit
cells, a Wigner–Seitz unit cell for the reciprocal lattice is the region that can be reached
from the origin without crossing a Bragg plane. This Wigner–Seitz primitive unit cell for
the reciprocal lattice is called the first Brillouin zone. Wigner–Seitz cells can be defined
in any space but Brillouin zones are always defined in k-space: although it is common to

2 Some omit the factors of 2π in the definitions (5.3), instead multiplying the right side of Eq. (5.4) by 2π.
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Fig. 5.2 Some Bragg planes for a square 2D reciprocal lattice. The left three diagrams show separate sets of Bragg planes
relative to the central point as dashed lines and the rightmost diagram shows them all superposed. Solid black
lines indicate the perpendiculars to each set of Bragg planes.

Bragg plane

ky

kx

ky

Bragg plane

kx

Fig. 5.3 First Brillouin zones for square and hexagonal 2D lattices. Central points are assumed to lie at the origin of
k-space. Dashed lines indicate the bounding Bragg planes.

refer loosely to Brillouin zones of a particular real-space lattice, this is really shorthand for
Wigner–Seitz cells of the corresponding reciprocal lattice.

The first Brillouin zone defines a primitive cell in reciprocal space. Just as a
real-space lattice is divided up into Wigner–Seitz unit cells, we may view the
reciprocal lattice as being divided up into Brillouin zones.

The first Brillouin zones for square and hexagonal two-dimensional lattices are illustrated
in Fig. 5.3. We may define the second Brillouin zone to be that region of the reciprocal
lattice that can be reached from the first Brillouin zone by crossing only one Bragg plane,
and generally the nth Brillouin zone is the region that can be reached from the origin of
k-space by crossing exactly n − 1 Bragg planes. The first several Brillouin zones for a
square reciprocal lattice are illustrated in Fig. 5.4.

As a consequence of Bloch’s theorem (described in Section 5.4), all lattice wavefunc-
tions may be classified by a wavevector k lying in a single Brillouin zone, which we
choose conventionally to be the first Brillouin zone and henceforth term simply “the
Brillouin zone.” The Brillouin zone is central to understanding electronic structure on a
lattice because it corresponds to the set of all possible momenta k for electrons in a crystal.
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Fig. 5.4 The first several Brillouin zones for a square reciprocal lattice. Unshaded outer portions of the rightmost figure are
segments of zones 5 and 6.

5.4 Bloch’s Theorem

A translationally invariant lattice can have excitations that break the invariance. For exam-
ple, the lattice can undergo quantized vibrations (phonon states), electrons can move on
the lattice (electronic states), spins can be excited on localized atoms (spin waves), and so
on. The key to understanding this more complex behavior is that each of these possibilities
is described dynamically by an equation that is invariant under lattice translations. For
example, electronic states may be described by a Schrödinger equation of the form(

− �
2

2m
∇2 + V (r ) − E

)
ψ = 0, (5.5)

for which V (r+R) = V (r ) for all R, since the periodicity of the lattice implies a periodicity
in the potential seen by an electron. Thus Eq. (5.5) is invariant under r → r + R.

Suppose translations by lattice vectors to be the only symmetries of a lattice. The
most general translation by a lattice vector R of Eq. (5.1) is a product of three
translations: T (n1a1)T (n2a2)T (n3a3), where the action of a translation operator on a
wavefunction is

T (s)ψ(r ) = ψ(r − s). (5.6)

For infinite crystals the product of two translations is another translation and translations
commute with each other, so the translations form a group T that is a direct product of
abelian groups corresponding to translation in the three orthogonal directions,

T = T1 × T2 × T3. (5.7)

To deal mathematically with the finite nature of real crystals, it is useful to introduce
a periodic boundary condition in each direction such that after some number of lattice
translations N the next translation returns to the origin. For simplicity, we will assume
the same large N for each translation direction. Because Eq. (5.7) is a direct product,
translations in each orthogonal direction may be considered independently.
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In each direction the periodic boundary condition implies that the translation group T
becomes a cyclic group of order N . As shown in Problems 5.14 and 5.15, this implies that
for wavefunctions defined on a periodic lattice translational invariance requires that

ψk (r +T ) = eik ·Tψk (r ), (5.8)

where T is a lattice translation vector, or equivalently,

ψk (r ) = uk (r )eik ·r uk (r ) = uk (r +T ). (5.9)

Equations (5.8) or (5.9) define Bloch’s theorem.

Bloch’s Theorem: Because of translational invariance, wavefunctions on a
periodic lattice take the form (5.9) of a plane wave modulated by a function
having the periodicity of the lattice.

Wavefunctions ψk (r ) satisfying (5.9) or (5.8) are called Bloch functions. The vector k is
the wavevector for Bloch waves propagating through the lattice, which is called the crystal
momentum. The Bloch theorem is a powerful and quite general result, since it was derived
using only the translational symmetry and thus follows solely from group theory and the
assumed periodicity of the lattice.

5.5 Electronic Band Structure

For atoms arranged in a crystal lattice, electrons from neighboring atoms hybridize and
the orbitals of individual atoms form bands of states, each with a finite range of energies
depending on the momentum of the electrons. The states of such bands correspond to
electrons shared among many atoms of the crystal, but are still subject to Bloch’s theorem
because of the lattice periodicity and translational invariance. This band structure is
indicated schematically in Fig. 5.5, and Box 5.1 and Fig. 5.6 outline how these bands
provide an elementary understanding of insulating and conducting materials. As will
be discussed in Box 28.5, the periodicity deriving from Bloch’s theorem and boundary

−π/a−2π/a +2π/a+π/a

Fig. 5.5 Schematic energy E versus momentum k for an electronic band in a uniform crystal. The lattice spacing is a and
the Brillouin zone (BZ) is indicated.
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Box 5.1 Band Theory of Electronic Conduction

Bands of electronic states form in crystals because of orbital hybridization between adjacent atoms, as
illustrated in Fig. 5.6. Band theory gives a simple explanation for why some materials are electrical insulators
and some are conductors (metals).

Band Insulators and Conductors

In band theory the electrons occupy energy bands as a consequence of the Bloch theorem and the ground
state is formed by filling states from the bottom up, subject to the Pauli principle. Two qualitatively different
pictures may be identified,

Fermi energy

(b) Conductor (ungapped)(a) Insulator (gapped)

Gap
Valence

band

Conduction

band

where filled levels are shaded. Band insulators have no partially filled bands: lower-energy, completely filled
bands are separated from higher-energy, completely empty bands by a bandgap, and charge transport
is inhibited because it requires excitation across the bandgap. In contrast, a metal has a Fermi surface
(momentum-space energy surface separating occupied and unoccupied levels) that lies in a partially filled
band, as indicated by the Fermi energy in the diagram above. This permits charge transport at a cost of
arbitrarily small energy. Band theory explains a lot, but it is incomplete. For example, it does not explain
Mott insulators (Box 32.3) and band theory can be modified in surprising ways by topological considerations
(Ch. 29). Nevertheless, it is foundational for understanding the solid state.

Gapped and Ungapped Phases

Band theory leads to some standard terminology in which phases are classified as gapped, meaning that they
are insulators because of a bandgap above the highest occupied state, or ungapped, meaning that they are
metals because there is no energy gap above the highest occupied state. Gapped phases are sometimes termed
incompressible, for reasons explained in Box 28.2.

A More Sophisticated Classification

More precisely it is useful to divide materials into (1) metals, (2) semimetals, (3) semiconductors, and (4) insu-
lators. Insulators and metals are as described above. Semiconductors have a valence–conduction bandgap,
but it is small enough that thermal promotion of electrons can convert insulators to conductors. Semimetals
have a small overlap between the valence and conduction bands. Thus, in metals and semimetals the Fermi
energy lies within one or more bands, but in insulators and semiconductors it lies in a bandgap. The density
of states at the Fermi energy is high in metals but low in semimetals. Hence a semimetal behaves as a metal,
but a poor one. Undoped graphene is an extreme example (see Section 20.2.1).
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Orbital 2

Orbital 1

Energy

Spacing of atoms
a

Conduction

band

Valence

band

Energy
gap

Dense

states

Physical lattice 
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N Separated

atoms
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Fig. 5.6 Orbital hybridization into electronic bands in a solid for N identical atoms. Far right corresponds to two energy
levels in well-separated atoms. As spacing between atoms is decreased the orbitals in the N atoms hybridize,
forming dense bands of states. At the physical lattice spacing a of the corresponding crystal we can project a
valence band and a conduction band, with an energy gap between them. Such bands form the basis of the band
theory of conduction described in Box 5.1. The bands are actually dense sets of energy levels, but if the number of
atoms in the crystal N is of the order of Avogadro’s number, we may estimate that the average spacing between
states in each band isΔE ∼ 10−22 eV and the bands essentially define a continuum.

conditions imply that states in the Brillouin zone can exhibit non-trivial topology. This
requires a more nuanced description than the simple band-theory distinction between
insulators and metals described in Box 5.1. This topological view of matter will be
developed in Chs. 28 and 29.

5.6 Point Groups

Lattice translations are not the only symmetry operations for crystals. Various rotations
and reflections about lattice points may also leave the crystal indistinguishable from its
state before the operation. Recall from Section 2.1 that the set of all operations that leave
a geometrical object unchanged is called the set of covering operations for the object. The
complete set of such covering operations for a crystal is called the space group of the
crystal. If we delete from the set of covering operations all translations, the remaining set
of rotation, reflection, and inversion operations is called the point group of the crystal.3

3 The set of distance-preserving transformations on an object can be built up from three basic types: (1) rotations,
(2) reflections, and (3) translations, with translation a possible symmetry only if the body is of infinite extent.
If translations are omitted, it can be shown that the set of geometrical symmetry operations on an object must
leave at least one point invariant. This is the origin of the terminology point group.
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For crystals the requirement of translational invariance restricts the number of allowed
point groups to 32. These point groups that leave a spatial lattice invariant are called
the crystallographic point groups, and will be the ones of primary concern here. The
corresponding maximum number of space groups for crystal structure is 230. In this section
we develop the theory of point groups for crystals. In section 5.9 we shall describe briefly
the extension to the full set of space groups.

5.6.1 Point Group Operations

Point groups are groups of rotations and/or reflections about a point: any group of such
transformations that take a finite body into itself while preserving the center of mass defines
a point group. Point group covering operations fall into three categories.

1. Rotations about axes through the origin. These are through discrete angles and thus are
subgroups of the full rotation group. The rotations by all multiples of 360◦/n, where n
is an integer, define an n-fold axis of (rotational) symmetry. We shall see below that in
an infinite crystal only n = 1, 2, 3, 4, and 6 are possible for rotational symmetry axes.

2. Reflections through planes that contain the origin. Rotation combined with reflection is
an improper rotation; pure rotations are proper rotations. Improper rotations involve
an n-fold roto-reflection axis and correspond to rotation by multiples of 360◦/n,
followed by reflection through a plane containing the origin that is orthogonal to the
rotation axis.

3. Inversions r → −r through the origin. These are equivalent to rotation by π, followed
by reflection in the plane perpendicular to the rotation axis, so they are not independent
of the first two categories. But it is useful conceptually to distinguish them.

Two common methods of labeling crystallographic point group operations are Schoenflies
notation and the international system, which are described in Box 5.2.

5.6.2 The Crystallographic Point Groups

The 32 point groups that exhaust the possibilities for crystals occur in two general
categories: (1) the simple rotations, for which there is one rotation axis that is of higher
symmetry than any others, and (2) the groups of higher symmetry, which have no
unique axis of highest symmetry but instead have more than one three-fold or greater
axis. A detailed discussion of the classification may be found in Ref. [196]. These 32
crystallographic groups can be tabulated with respect to the properties of the translational
unit cell that is compatible with the given point group symmetry. Table 5.1 gives this
classification in terms of the unit-cell lengths and angles displayed in Fig. 5.7. The
names of the groups listed in Table 5.1 are given in both the Schoenflies system and the
international system, and the number of elements in the group is given in the last column.
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Box 5.2 Schoenflies Notation

One standard method of labeling crystallographic point group operations is the Schoenflies notation [196].

1. E is the identity.
2. cn is a rotation by 2π/n, where in crystals n is restricted to the values 1, 2, 3, 4, and 6.
3. σh is a reflection through a plane perpendicular to the rotation axis of highest symmetry and passing

through the origin (termed a horizontal plane).
4. σv is a reflection through a plane containing the rotation axis of highest symmetry (termed a vertical

plane).
5. σd (a special case of σv) is a reflection through a plane that contains the symmetry axis and bisects the

angle between the twofold axes perpendicular to the symmetry axis (termed a diagonal plane).
6. Sn is an improper rotation through 2π/n.
7. i is inversion through the origin of the coordinate system. This is equivalent to rotation by π and then a
σh reflection, so it is the same asS2.

The 32 allowed crystallographic point groups then correspond to the independent ways in which such
operations can be combined into sets that satisfy the group criteria, and that are consistent with translational
invariance for crystals. Another standard labeling method for point groups is the Hermann–Mauguin (H–M)
system, which is often termed the international system. The particulars of this system are not important for
our purposes but we will use it for labels in some tables.

a
b

c

g

b a

Fig. 5.7 Unit-cell parameters for the crystal systems listed in Table 5.1

5.7 Example: The Ammonia Molecule

To illustrate the properties of point groups, let us analyze the symmetry operations that can
be performed on the ammonia molecule, which has the geometry illustrated in Fig. 5.8.

5.7.1 Symmetry Operations

For symmetry purposes, we may view ammonia as an equilateral triangle of hydrogen
atoms in a plane with the nitrogen atom on an axis through the center of the triangle
and normal to the plane. The symmetry operations that leave Fig. 5.8 invariant are the
following.
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Table 5.1. Crystal systems and their associated point groups [104, 196]

System Unit cell† Schoenflies International Elements

Triclinic a � b � c C1 1 1
α � β � γ S2 1̄ 2

Monoclinic a � b � c C1h m 2
α = γ = π/2 � β C2 2 2

C2h 2/m 4
Orthorhombic a � b � c C2v 2mm 4

α = β = γ = π/2 D2 222 4
D2h mmm 8

Tetragonal a = b � c C4 4 4
α = β = γ = π/2 S4 4̄ 4

C4h 4/m 8
D2d 4̄ 2m 8
C4v 4mm 8
D4 422 8
D4h 4/mmm 16

Rhombohedral a = b = c C3 3 3
α = β = γ < 2π/3 � π/2 S6 3̄ 6

C3v 3m 6
D3 32 6
D3d 3̄m 12

Hexagonal a = b � c C3h 6̄ 6
α = β = π/2, γ = 2π/3 C6 6 6

C6h 6/m 12
D3h 6̄m2 12
C6v 6mm 12
D6 622 12
D6h 6/mmm 24

Cubic a = b = c T 23 12
α = β = γ = π/2 Th m3 24

Td 4̄3m 24
O 432 24
Oh m3m 48

†See Fig. 5.7 for the coordinate system.

1. The identity e, which does not change the figure.
2. The operation c3, which is a rotation in the plane of the hydrogen atoms counterclock-

wise by an angle 2π/3.
3. Rotation in the plane of the hydrogen atoms counterclockwise by an angle 4π/3, which

is denoted by c2
3 = c3c3. Note that c3

3 is equivalent to the identity.
4. Reflection through the plane oad, which is denoted σa.
5. Reflection through the plane obd, which is denoted σb .
6. Reflection through the plane ocd, which is denoted σc .



86 5 Electrons on Periodic Lattices

Table 5.2. Multiplication table A · B for C3v

A\B e c3 c2
3 σa σb σc

e e c3 c2
3 σa σb σc

c3 c3 c2
3 e σc σa σb

c2
3 c2

3 e c3 σb σc σa

σa σa σb σc e c3 c2
3

σb σb σc σa c2
3 e c3

σc σc σa σb c3 c2
3 e

N

H
H

H

a

b

c

d

o

Fig. 5.8 Geometry of the ammonia molecule NH3. The three hydrogen atoms (H) lie in a plane and the nitrogen atom (N) is
on an axis perpendicular to this plane.

a

b

c c

sc

21

3

c3

a

b

a

b

c

sb

31

2

13

2

Fig. 5.9 Product of symmetry operations on the ammonia molecule of Fig. 5.8 with axes labeled by letters and vertices
labeled by numbers, demonstrating geometrically that σbσc = c3.

A multiplication table may be formed from products of operations AB, where B and then A
are performed on Fig. 5.8. The results are visualized easily if the locations of the hydrogen
atoms are labeled with numbers, as in Fig. 5.9. In this example we see that the application
of σc , followed by the application of σb , is indistinguishable from the application of c3 to
the original figure. Thus, σbσc = c3. By similar considerations all 36 possible products of
the six symmetry operations may be evaluated, giving Table 5.2.This multiplication table
defines the group C3v in Schoenflies notation (3m in international notation); see Table 5.1.
The group is non-abelian since from Table 5.2 we see that AB is not always equal to BA.
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 = − cos (π/3)e1 + cos (π/6)e2

 = cos (π/6)e1 + cos (π/3)e2

e1'

e2'

b

e1

e2
e2'

e1' π/3

π/6 π/6π/3

π/3

e1
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b

c

π/6

π/6

π/6 π/6

π/6
π/6 π/6 e1

a

b

c

e2 e2 e2'

e1'

π/3

π/3

σb

Reflect through b 
to give new 

unit vectors ei'

Fig. 5.10 The reflection σb acting on orthogonal unit vectors e1 and e2 (with e1 chosen coincident with the c-axis) gives
new unit vectors e′1 and e′2. The lower diagram illustrates the geometrical relationship between the original unit
vectors and the reflected ones. The two equations for e′1 and e′2 are equivalent to the matrix relation (5.10).

5.7.2 A Matrix Representation

Suppose that we attach orthogonal unit vectors e1 and e2 to the center of the triangles
in Fig. 5.9. The C3v symmetry operations will then transform this set of orthogonal unit
vectors into a new set (e′1, e′2). For a particular choice of initial (e1, e2), Fig. 5.10 illustrates
the action of the reflection σb . By taking the projections of the new axes on the old axes as
illustrated in the lower portion of Fig. 5.10, one sees that under the symmetry operation σb
a new set of unit vectors is obtained that is related to the old set by the matrix equation(

e′1
e′2

)
σb

= ��− cos( π3 ) cos( π6 )

cos( π6 ) cos( π3 )
��
(
e1

e2

)
= ��−

1
2

√
3

2√
3

2
1
2

��
(
e1

e2

)
, (5.10)

where the subscript σb indicates explicitly that the transformation of the unit vectors is by
the symmetry operation corresponding to σb . By similar considerations, the action of σa
on the same unit vectors is given by (Problem 5.12)(

e′1
e′2

)
σa

= ��− cos( π3 ) − cos( π6 )

− cos( π6 ) cos( π3 )
��
(
e1

e2

)
= �� −

1
2 −

√
3

2

−
√

3
2

1
2

��
(
e1

e2

)
, (5.11)

and the action of σc is simply (
e′1
e′2

)
σc

=

(
1 0
0 −1

) (
e1

e2

)
. (5.12)
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Transformations of unit vectors may be constructed by inspection for simple cases
like Fig. 5.10. However, we may systematize the procedure as follows. Assume an
orthonormal basis (e1, e2, . . . , en), and that the transformation of this basis to a new basis
(e′1, e′2, . . . , e′n) is implemented by a matrix T with e′i =

∑
k Tkiek . Now consider the

scalar product taken between a basis vector in the original basis and a basis vector in the
transformed basis,

e j · e′i = e j · (T ei) =
∑
k

Tkie j · ek =
∑
k

Tkiδ jk = Tji .

Therefore, for orthonormal basis vectors the elements of the transformation matrix between
the bases are given by the scalar product of old and new basis vectors,

Tji = e j · e′i . (5.13)

Example 5.1 illustrates the use of this method.

Example 5.1 Consider the reflection transformation σb in Fig. 5.10. Denoting the matrix
implementing this reflection by T (σb), from Eq. (5.13) the elements of this matrix are
given by T (σb)ji = e j · e′i and from the right triangles that are displayed in Fig. 5.10,

T (σb)11 = e1 · e′1 = − cos
(π

3

)
T (σb)12 = e1 · e′2 = cos

(π
6

)
,

T (σb)21 = e2 · e′1 = cos
(π

6

)
T (σb)22 = e2 · e′2 = cos

(π
3

)
,

which implies that

T (σb) = ��
− cos( π3 ) cos( π6 )

cos( π6 ) cos( π3 )
�� = ���

− 1
2

√
3

2√
3

2
1
2

��� ,

is the transformation matrix corresponding to σb , in agreement with Eq. (5.10).

Applying the same approach to the other transformations utilizing Fig. 5.11 for the
rotations gives the matrices (Problem 5.2)

T (σa) = ���
− 1

2 −
√

3
2

−
√

3
2

1
2

��� T (σb) = ���
− 1

2

√
3

2√
3

2
1
2

��� T (σc) = ��
1 0

0 −1
�� ,

T (c3) = ���
− 1

2 −
√

3
2√

3
2 − 1

2

��� T
(
c2

3

)
=

���
− 1

2

√
3

2

−
√

3
2 − 1

2

��� T (e) = ��
1 0

0 1
�� .

(5.14)

You should verify that the set of six matrices given in Eq. (5.14) is closed under
ordinary matrix multiplication (Problem 5.3). The complete multiplication table for the
matrices of Eq. (5.14) is given in Table 5.3. Comparison of Table 5.3 with Table 5.2 shows
that the matrices (5.14) have the same multiplication table as the group C3v with the
correspondence T (A) ↔ A for a C3v symmetry operation A and the corresponding matrix
T (A). Thus Eq. (5.14) defines a matrix representation of the group C3v. The representation



89 5.7 Example: The Ammonia Molecule

Table 5.3. Multiplication table for the matrices T in Eq. (5.14)

C3v T (e) T (c3) T (c2
3 ) T (σa ) T (σb ) T (σc )

T (e) T (e) T (c3) T (c2
3 ) T (σa ) T (σb ) T (σc )

T (c3) T (c3) T (c2
3 ) T (e) T (σc ) T (σa ) T (σb )

T (c2
3 ) T (c2

3 ) T (e) T (c3) T (σb ) T (σc ) T (σa )
T (σa ) T (σa ) T (σb ) T (σc ) T (e) T (c3) T (c2

3 )
T (σb ) T (σb ) T (σc ) T (σa ) T (c2

3 ) T (e) T (c3)
T (σc ) T (σc ) T (σa ) T (σb ) T (c3) T (c2

3 ) T (e)

 = (cos α)e1 − (sin α)e2

 =  (sin α)e1 + (cos α)e2

e1'

e2' α

α

αα

e1

e2

e1'

e2'

a

b

ca

b

c

Rotate through 

an angle α

αα

e1

e2

e1

e2
e1'

e2'

Fig. 5.11 Rotation counterclockwise by an angle α on orthogonal unit vectors e1 and e2 gives new orthogonal unit vectors
e′1 and e′2. The lower diagram illustrates the geometrical relationship between the original unit vectors and the
rotated ones.

(5.14) is not unique since a similarity transformation on this set of matrices yields a new
set that is also a representation of C3v. For example, in Problem 5.10 you are asked to show
that

T ′(σa) = ���
1
2 −

√
3

2

−
√

3
2 − 1

2

��� T ′(σb) = ��
−1 0

0 1
�� T ′(σc) = ���

1
2

√
3

2√
3

2 − 1
2

���
T ′(c3) = ���

− 1
2 −

√
3

2√
3

2 − 1
2

��� T ′
(
c2

3

)
=

���
− 1

2

√
3

2

−
√

3
2 − 1

2

��� T ′(e) = ��
1 0

0 1
��

(5.15)

is also a matrix representation of C3v. It is easy to verify that these matrices have a
multiplication table in one to one correspondence with those in Tables 5.2 and 5.3.
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Example 5.2 By direct matrix multiplication using the matrices in Eq. (5.15),

T ′(c3)T ′(σb) = ���
− 1

2 −
√

3
2√

3
2 − 1

2

��� ��
−1 0

0 1
�� = ���

1
2 −

√
3

2

−
√

3
2 − 1

2

��� = T ′(σa),

which maps to c3σb = σa from Table 5.2 and to T (c3)T (σb) = T (σa) from Table 5.3.

Generally the correspondence is A ↔ T (A) ↔ T ′(A) for the group operations A in C3v

and the matrix representations (5.14) and (5.15).

5.7.3 Class Structure

The matrices T ′(A) in Eq. (5.15) and T (A) in Eq. (5.14) are related by a similarity
transformation, so they are matrix representations of the same group. We see by explicit
construction a physical statement of their similarity: each represents a set of 2 × 2 matrix
transformations implementing C3v symmetry, but they are expressed in coordinate systems
that are rotated by π

6 with respect to each other (see Problem 5.10). Notice that the traces
of the matrices (characters) are preserved by the similarity transformation between Eqs.
(5.14) and (5.15), as they must be since the trace is a matrix invariant. By inspection,

1. T (σa), T (σb), and T (σc), as well as T ′(σa), T ′(σb), and T ′(σc), all have a trace of 0,
2. T (c3) and T (c2

3 ), as well as T ′(c3) and T ′(c2
3 ), all have a trace of −1, and

3. T (e) and T ′(e) both have a trace of 2.

Thus, from the discussion in Section 2.11 there are three classes: (1) the three reflections,
(2) the two rotations, and (3) the identity.

Example 5.3 The class structure just found for C3v could be verified in two other ways.

1. Physically: Group operations in the same class typically share similar characteristics.
Thus the three reflections are essentially the same operation since the choice of axes is
arbitrary and they constitute a class, the two rotations can be viewed as being by the
same angle but in the opposite sense4 (because c2

3 is equivalent to c−1
3 ), so they are in

the same class, which leaves the identity in a class by itself.
2. Formally: The members of a class may be inferred as in Section 2.11 by forming for

each group element q the conjugate elements g−1
i qgi . You are asked to verify the C3v

classes by this more formal approach in Problem 5.4.

The group C3v has irreducible representations in addition to the ones considered above; in
the next section we shall set about finding them.

4 Unless there is an obvious choice for sense of rotation within a group, rotations about the same axis by the
same angle but in opposite directions will belong to the same class.
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Box 5.3 Representation Labels for Point Groups

There is a rather opaque but often used notation for labeling irreducible representations of point groups.

1. A one-dimensional representation having character +1 under the principal rotation (c3 for C3v, for
example) is labeled A.

2. A one-dimensional representation with character−1 under the principal rotation is labeled B.
3. A two-dimensional representation is labeled E.
4. A three-dimensional representation is labeled T .

If there is more than one representation of a given type, they are distinguished by subscripts, for example, A1

and A2. If inversion symmetry is present, it is also standard to label a representation that is

1. even with respect to inversion by a subscript g (German gerade), and
2. odd with respect to inversion by a subscript u (German ungerade).

For example, A1g labels a one-dimensional representation with character +1 under the principal rotation
that is even under inversion.

5.7.4 Other Irreducible Representations

Let us introduce a common labeling convention for representations of point groups that is
summarized in Box 5.3. By that scheme the 2D irrep (5.14) or (5.15) that we have found is
labeled E. A group always has a one-dimensional representation corresponding to mapping
all group elements to the one-dimensional unit matrix:

T (e) = T (c3) = T (c2
3 ) = T (σa) = T (σb) = T (σc) = +1, (5.16)

since this satisfies Table 5.3 trivially. Using the naming scheme in Box 5.3, this irrep may
be labeled A1. Physically, we may think of the irrep A1 in the following way. The irrep E is
seen from the preceding discussion to be the set of two-dimensional matrices that transform
the unit vectors e1 and e2 into linear combinations of each other under the six symmetry
operations of the group. The irrep A1 can be thought of as the corresponding set of matrices
that transform the unit vector e3 perpendicular to the plane of the triangle in Fig. 5.8
(pointed toward the nitrogen atom in the physical example of an ammonia molecule). Since
none of the six symmetry operations of C3v alters this vector, these matrices are all one-
dimensional, with value unity corresponding to the identity operation.

From Eq. (2.29b), for a finite group the sum of the squares of the dimensions of the
irreps must sum to the order of the group, so there must be an additional one-dimensional
representation (giving 12 + 12 + 22 = 6 for the case we are examining). It can be specified
by the mapping

T (e) = T (c3) = T (c2
3 ) = +1 T (σa) = T (σb) = T (σc) = −1, (5.17)
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Table 5.4. Characters for irreps of the group C3v

Irrep\Class e(1) c3(2) σv (3) Basis
A1 1 1 1 e3

A2 1 1 −1 e1 × e2

E 2 −1 0 (e1, e2)

which satisfies the C3v multiplication table of Table 5.3.5 Using the terminology of Box 5.3,
this irrep may be labeled A2. It may be interpreted physically as follows. We have seen
that E is associated with transformations that mix e1 and e2 in the plane of the triangle in
Fig. 5.8, and that A1 is associated with group operations on the unit vector e3 perpendicular
to the plane of the triangle for C3v. Consider now the pseudovector defined by e1×e2. Under
the identity or the two rotation operations of C3v the pseudovector is unchanged, so those
operations are mapped to 1 in Eq. (5.17). However, under the three reflection operations in
the plane the pseudovector e1× e2 changes sign. Thus the reflection operations are mapped
to −1 in Eq. (5.17). In summary then, C3v has

1. one 2D irrep E that characterizes the transformations among the orthogonal unit vectors
e1 and e2 in the plane of the triangle,

2. one 1D irrep A1 that characterizes the effect of transformations on a unit vector e3

perpendicular to the plane of the triangle, and
3. one 1D irrep A2 that characterizes actions of the group on the pseudovector e1 × e2

(which is perpendicular to the plane of the triangle but without a definite sense).

This information about the class structure and irreps of C3v is summarized concisely in the
character table displayed in Table 5.4.

5.8 General Lattice Symmetry Classifications

If all symmetries of the lattice were ignored except for those associated with translations,
the full symmetry classification of electronic states would be given by Bloch’s theorem
(5.9). Conversely, if the translational symmetry were ignored, cataloging electronic
states would reduce to point group classifications about individual atomic sites. Such
approximations may be justified in specific cases such as when there is weak overlap of the
atomic wavefunctions on different sites, but generally we require classifications that reflect
both the translational symmetries of the lattice and the rotational and reflection symmetries

5 The representation (5.14) is faithful (see Section 2.6.1), since there is a one to one correspondence between
group elements and matrices, but the representations (5.16) and (5.17) are not faithful because they have
a many-to-one relationship between group elements and matrices. Note also that the representation (5.17)
corresponds to the set of determinants of the matrices in the representation (5.14). This is no accident, as you
will find if you work Problem 5.9.
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about individual lattice sites.6 This is a daunting problem but significant understanding
results if we make some simplifying assumptions that still retain many realistic features.

5.9 Space Groups

The full set of geometrical symmetry operations on a crystal consists of rotations and
translations (and inversions and reflections in the case of improper rotations). This full
set of transformations forms a group called the space group of the crystal. A complete
discussion is rather involved. We will be content with giving a basic introduction and some
references for the interested reader to pursue on their own.

5.9.1 Elements of the Space Group

The most general space group element may be expressed as {R | t }, where R denotes a
proper or improper rotation and t denotes a translation. The corresponding coordinate
transformation is x ′ = Rx + t (see Section 12.4.2), and the group multiplication law is

{R | t }{R′ | t ′} = {RR′ |Rt ′ + t }. (5.18)

The rotational parts of these operators are obtained by setting t = 0 and form a subgroup
corresponding to the point group symmetry. The translation operators alone (the elements
{E | t }, where E is the identity), form an abelian invariant translation subgroup, provided
that the crystal is of infinite extent or that we impose periodic boundary conditions so that
the translations close on themselves.

5.9.2 Symmorphic Space Groups

The full range of possibilities for space group symmetries is large and intricate. For
simplicity, many discussions restrict to space groups for which all operators obtained by
taking the direct product of the translational subgroup with the point group lie in the
space group. These are termed symmorphic space groups, and there are 73 of them. For
the special case of symmorphic space groups, the entire point group is a subgroup of the
space group. The 157 of 230 total possible space groups excluded by this simplifying
choice contain (1) glide planes and (2) screw axes, which combine reflection or rotation
with translation [196]. We shall omit further discussion, referring the reader to the more
specialized literature (for example, Lax [138]).

6 In Sections 20.2 and 32.3 we shall become even more ambitious and ask whether there are additional
symmetries of the lattice wavefunctions that embody internal properties of the system Hamiltonian. Such
symmetries will have dynamical consequences, not just the geometrical ones emphasized in this chapter.
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Background and Further Reading

Ashcroft and Mermin [15], Kittel [131], and Ziman [232] provide good general introduc-
tions to condensed matter physics. More advanced treatments of various topics in this field
are given by Chaikin and Lubensky [36], El-Batanouny [54], and Girvin and Yang [75].
Introductions to point groups, space groups, and general symmetry issues in condensed
matter may be found in Butler [30], Elliott and Dawber [56], Hamermesh [104], Heine
[108], Inui, Tanabe, and Onodera [119], Lax [138], Tinkham [196], and Wherrett [208].

Problems

5.1 (a) Verify the entries given in Table 5.2 for the multiplication table of C3v. (b) Show
that the multiplication table for C3v can be put into one to one correspondence with
that in Table 2.2 for S3.

5.2 Apply Fig. 5.11 and the scalar product method of Eq. (5.13) to construction of the
matrix representation in Eq. (5.14). ***

5.3 Verify that the set of matrices (5.14) is closed under ordinary matrix multiplication.

5.4 Find the classes and their members for C3v as in Section 2.11 by forming for each
group element q the conjugate elements g−1

i qgi for all elements gi of the group.

5.5 The group D3 in Schoenflies notation (32 in international notation, which is read
“three-two”; see Table 5.1) consists of the proper (those not reflections or inversions)
covering operations on an equilateral triangle. Label the vertices of a triangle as

b

a

c
21

3

and show that there are six proper symmetry operations and find the corresponding
multiplication table. Show from this that the groups D3 and C3v are isomorphic. ***

5.6 Derive the two-dimensional matrix representation
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T (c2b) = ���

− 1
2

√
3

2√
3

2
1
2

��� T (c2c) = ���
− 1

2 −
√

3
2

−
√

3
2

1
2

���
T (c3) = ���

− 1
2 −

√
3

2√
3

2 − 1
2

��� T
(
c2

3

)
=

���
− 1

2

√
3

2

−
√

3
2 − 1

2

��� T (e) = ��
1 0

0 1
��

for the group D3, using the basis (e1, e2) defined in the following figure.
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Hint: See construction of matrix representations for C3v in Section 5.7.2. ***

5.7 Prove that the matrix representation of D3 worked out in Problem 5.6 is irreducible.

5.8 Show that the group D3 has two 1D irreps in addition to the 2D irrep found in
Problem 5.6, and construct the character table. ***

5.9 Demonstrate that if x labels elements of a group and the set D(x) is a matrix
representation of this group such that Eq. (2.8) is obeyed, D(a) · D(b) = D(a · b),
then the set of determinants det

(
D(x)

)
also forms a representation of the group.

Hint: Recall that det A · det B = det (A · B) for matrices A and B.

5.10 The matrix representation of C3v given in Eq. (5.14) was constructed with respect
to the particular coordinate system defined by the unit vectors e1 and e2 in
Fig. 5.10. Show that a corresponding matrix representation for basis vectors rotated
clockwise by π

6 relative to those in Fig. 5.10 is given by Eq. (5.15). Hint: We could
proceed geometrically as in Fig. 5.10, but a more elegant approach is to exploit
rotational symmetry and use the rotation operator of Eq. (6.3) to perform a similarity
transformation (2.12) on the original matrices. ***

5.11 Show that the groups C3v and D3 have equivalent characters, but the basis functions
corresponding to their irreps are different. ***

5.12 Prove that the action of the symmetry operations σb and σc on the basis vectors e1

and e2 in Fig. 5.10 are given by the matrix equations (5.11) and (5.12). ***

5.13 Consider the following figure

A B

C

12

3

Define an operator c that rotates in the plane of the triangle by −2π/3 such that
c2 = −4π/3, operators r1, r2, and r3 that rotate by π around the axes labeled 1, 2,
and 3, respectively, and an identity e.
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(a) Show that the set {e, c, c2, r1, r2, r3} forms a group (the group D3 listed in
Table 5.1) under a multiplication operation defined as two successive transforma-
tions by constructing the multiplication table using geometrical arguments.
(b) Show that D3 is isomorphic to the permutation group S3, and has an abelian
invariant subgroup H = {e, c, c2}.
(c) Partition the group D3 into conjugacy classes.
(d) Construct the cosets with respect to the abelian invariant subgroup H = {e, c, c2}
and show that the factor group D3/H is isomorphic to the cyclic group C2.

5.14 If cyclic boundary conditions are imposed on a periodic 1D lattice by identifying
the two ends with N cycles between the boundaries, the translation group becomes a
cyclic group of order N . Show that the irreps of this group are of the form

Γ(p) (C) = e2πip/N (p = 1, 2, 3, . . . , N ),

where C denotes group elements. Hint: Elements of the cyclic group of order N are
C1 = c, C2 = c2, C3 = c3, . . . , CN = cN = 1, because of the closure condition
CN = 1, where 1 is the group identity. Thus the group is abelian and irreps are 1D
and labeled by complex numbers. ***

5.15 As shown in Problem 5.14, the symmetry group for a finite 1D periodic lattice having
cyclic boundary conditions with N periods between boundaries is the cyclic group
of order N , with irreps of the form

Γ(p) = e2πip/N (p = 1, 2, 3, . . . , N ).

Show that if the total length of the finite 1D lattice is L = aN , wavefunctions defined
on the lattice obey ψk (x + a) = eikaψk (x), or equivalently ψk (x) = uk (x), where
uk (x) is periodic, uk (x) = uk (x+a), and k ≡ 2πp/L is called the crystal momentum.
This result is a 1D version of Bloch’s theorem, described in Section 5.4. ***



6 The Rotation Group

In this chapter we consider the group SO(3) of continuous rotations in 3D space and the
closely related special unitary group SU(2). These groups are of practical significance
because of the importance of angular momentum in quantum mechanics, and they serve as
examples of techniques that may be adapted to the analysis of more complicated groups.
As part of this discussion we will investigate the relationship between the groups SO(3)
and SU(2). They will be found to obey the same Lie algebra, so they are locally identical
but differ in the global structure of the group manifold. Hence, we will also introduce in
this chapter a distinction between the local and global properties of Lie groups.

6.1 Three-Dimensional Rotations

Rotations of vectors in 3D euclidean space may be implemented by x ′ = Rx, where x is the
initial vector, x ′ is the rotated vector, and R is a 3 × 3 matrix. Let x be an arbitrary vector
expanded in a basis, x = êi xi , where êi is a unit cartesian vector (implied summation
on repeated indices). Then, under a rotation R the components transform as x ′i = R j

i x j .
Physically, a rotational transformation on a vector leaves its squared length unchanged:
x2 = x ′2. The scalar product x2 ≡ x · x written in matrix notation is x2 = xT x, where xT

denotes the transpose of x (interchange rows and columns). Therefore, x2 = x ′2 requires
that (xT x)2 = (xT RT Rx)2, which is true only if RT R = 1, or equivalently RT = R−1. But
this is the condition that R is orthogonal, so rotational transformations are implemented by
orthogonal matrices.

Furthermore, the determinant of a matrix product is the product of determinants for each
matrix: det (A · B) = det A · det B. Thus RT R = 1 implies that det RT det R = 1. But the
determinant of a matrix is equal to the determinant of its transpose, det RT = det R, so

det R = ±1, (6.1)

for orthogonal matrices. Rotations are continuous and all physical rotations may be reached
from the identity, which corresponds to no rotation, by a series of infinitesimal rotations.
But the identity is a unit matrix and therefore has determinant +1. Since the determinant
of a matrix cannot change from +1 to −1 under continuous infinitesimal rotations, we
conclude that the orthogonal matrices R that describe physical rotations must be further
limited to those having a determinant of +1. The adjective “special” and the prefix “S”
are commonly used to indicate matrices restricted to those with determinant +1. Thus the

97
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Box 6.1 Relationship of the Groups O(3) and SO(3)

The group O(3) corresponds to the normal rotations plus a discrete space reflection in all axes (parity
transformation) that is implemented by the matrix

����
−1 0 0

0 −1 0
0 0 −1

���� .

It has two disjoint pieces corresponding to the opposite signs for det R in Eq. (6.1). The subgroup O(3) ⊃
SO(3) may be identified with the det R = +1 piece of O(3), which contains the identity. It follows that the
det R = −1 portion of O(3) is not a group because it does not contain the identity.

x2

x1

f

f
x'1

x'2

Fig. 6.1 Rotation of a two-dimensional cartesian coordinate system (x1, x2) counterclockwise by an angleφ into a new
coordinate system (x′1, x′2).

rotation matrices are special orthogonal, and the three-dimensional rotation group is the
SO(3) subgroup of the full orthogonal group O(3), as discussed further in Box 6.1.

6.2 The SO(2) Group

It is obvious that rotations around a single axis commute and satisfy the group postulates,
so they form an abelian SO(2) subgroup of the full rotation group in three dimensions. We
will analyze this subgroup first, before tackling the full SO(3) group.

6.2.1 Generators of SO(2) Rotations

Consider the rotation of an orthogonal two-dimensional coordinate system (x1, x2) by an
angle φ, as depicted in Fig. 6.1. The equation defining this rotation is(

x ′1
x ′2

)
= R

(
x1

x2

)
, (6.2)
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where the rotation matrix R can be parameterized (see Problem 6.1)

R(φ) =

(
cosφ − sinφ
sinφ cosφ

)
. (6.3)

These matrices form a rotational subgroup SO(2) of the full rotation group, O(3) ⊃
SO(3) ⊃ SO(2), with an abelian law of composition (multiplication law)

R(φ1)R(φ2) = R(φ1 + φ2), (6.4)

but with the proviso that

R(φ) = R(φ ± 2π), (6.5)

if φ1 + φ2 is not in the range (0, 2π).
Because SO(2) is a Lie group, we may determine all of its local properties from the

behavior of the group near the origin (the identity, corresponding to rotation by φ = 0). An
infinitesimal rotation through an angle dφ corresponds to

R(dφ) = 1 − i Jdφ, (6.6)

where the factor i is conventional and J is independent of dφ. We may write

R(φ + dφ) = R(φ) +
dR(φ)

dφ
dφ, (6.7)

and from (6.4) and (6.6)

R(φ + dφ) = R(φ)R(dφ) = R(φ) − i JR(φ)dφ. (6.8)

Comparing Eqs. (6.7) and (6.8) implies that dR/dφ = −i JR(φ), which has the solution

R(φ) = e−iJφ, (6.9)

if R(0) = 1 is used as the boundary condition. The quantity J is a group generator and we
note that the group multiplication rule (6.4) is satisfied automatically by Eq. (6.9):

R(φ1)R(φ2) = e−iJφ1 e−iJφ2 = e−iJ (φ1+φ2) = R(φ1 + φ2).

A matrix form of the infinitesimal generator J can be determined by examining the matrix
R in Eq. (6.3) for infinitesimal rotations dφ. This gives (Problem 6.2),

J =

(
0 −i
i 0

)
, (6.10)

for the single SO(2) generator J in the basis implied by Eq. (6.3).

6.2.2 SO(2) Irreducible Representations

The rotation matrix (6.3) is a 2D representation of SO(2) but it is not an irreducible
representation because SO(2) is abelian so its irreps must all be 1D. As shown in
Problem 6.21, the rotation matrix (6.3) may be converted by similarity transformation to

R(φ) =

(
eiφ 0
0 e−iφ

)
, (6.11)
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which operates on a transformed basis

ê+ =
1
√

2
(ê1 + iê2) ê− =

1
√

2
(ê1 − iê2), (6.12)

and J is brought by the same transformation to

J =

(
1 0
0 −1

)
.

Therefore, eiφ and e−iφ are irreducible representations of SO(2) and the matrix (6.3) is a
reducible representation that may be transformed to a direct sum of these two irreps.

We have looked at the symmetry under transformations of the SO(2) rotor in the
parameter space φ. The quantum problem for the SO(2) rotor is formulated in a linear
vector space (Hilbert space) in terms of state vectors that depend on the parameter φ.
Therefore, we wish to understand how SO(2) transformations in the parameter space
induce corresponding SO(2) transformations in the Hilbert space. The basic procedure is
given in Example 2.8 and Section 2.8, and was worked out for the 1D translation group
in Problems 5.14 and 5.15. The 1D translation group and SO(2) are both abelian so the
steps here are similar, except that we must account for the constraint (6.5) on SO(2)
transformations.

Let the Hilbert space operator U (φ) correspond to the coordinate space operator R(φ).
By the discussion in Example 2.8, U (φ) will generate an SO(2) representation in the vector
space if it preserves the SO(2) multiplication law from the coordinate space,

U (φ1)U (φ2) = U (φ1 + φ2), (6.13)

along with the continuity condition U (φ) = U (φ±2π). Note that we are now dealing with
two spaces: the group space where the transformations R(φ) live, and the representation
space where the transformations U (θ) live. Repeating the previous arguments in Eqs.
(6.6)–(6.9), we obtain U (dφ) = 1 − i Jdφ and [199]

U (φ) = e−iφJ , (6.14)

which is similar formally to Eq. (6.9) but now U (φ) and J are operators acting on state
vectors |α〉 in the Hilbert space. By the same arguments as for the translation group in
Section 5.4 (see also the solutions of Problems 5.14 and 5.15), for a vector |α〉 in a minimal
subspace invariant under SO(2),

J |α〉 = α |α〉 U (φ) |α〉 = e−iαφ (6.15)

[see Eq. (2.15)], where we have used the results of Problem 3.11(c) to evaluate the
eigenvalue of the exponentiated operator J in (6.14). This satisfies the group multiplication
rule (6.13) for any α, but it must also satisfy the global continuity requirement U (φ) =
U (φ ± 2π). Inserting this condition in Eq. (6.15) gives e±2πiα = 1, which restricts α to
integer values. Therefore, the irreducible representations of SO(2) are of the general form

Um(φ) = e−imφ, (6.16)
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Fig. 6.2 Some winding numbers characterizing the topology of the SO(2) manifold S1. Intuitively the winding number is
the number of times the dashed curve is wrapped around the solid circle, clockwise (+) or counterclockwise (−).
A more rigorous discussion of winding numbers as topological invariants will be given in Section 24.4.

where m is a positive or negative integer. The defining equation (6.3) for 2D rotations
R(φ) is then, by virtue of Eq. (6.11), a 2D reducible SO(2) representation corresponding
to a direct sum of the m = ±1 irreps.

6.2.3 Connectedness of the Manifold

From Eq. (6.16) the topology of the SO(2) manifold is that of the unit circle S1, which is
illustrated in Fig. 6.2.1

1. If m = 0, we obtain the identity representation, R(φ) → U0(φ) = 1.
2. If m = −1, the isomorphic mapping is R(φ) → U−1(φ) = eiφ and as R ranges over

group space, in representation space U−1 covers the unit circle once counterclockwise.
3. If m = +1, the isomorphic mapping is R(φ) → U1(φ) = e−iφ and as R ranges over the

group space, in representation space U1(φ) covers the unit circle once clockwise.
4. If m = ±2, the mapping R(φ) → U∓2(φ) = e±2iφ is no longer isomorphic because the

unit circle is covered twice (clockwise or counterclockwise).

Likewise, higher |m | defines mappings that wind more times around the unit circle. Thus,
only the m = ±1 irreps are faithful representations of SO(2).

Homotopic Paths: The connectedness of a group manifold is specified by the nature of
the closed paths in the manifold. If two paths with the same endpoints can be deformed
continuously one to the other, the paths are said to be homotopic. A manifold in which
all paths can be deformed continuously to a single path is said to be simply connected, as
illustrated in Fig. 6.3(a). A manifold in which there are paths between the same endpoints
that cannot be deformed continuously into each other is said to be multiply connected.
Figure 6.3(b) illustrates a multiply connected space because the paths 1 and 2 are not
homotopic. From these considerations we conclude that the SO(2) manifold is infinitely
connected, because an infinity of paths exists corresponding to differing numbers of times
wrapped around the unit circle for different values of m, and these cannot be deformed
continuously one into the other.

1 In this chapter we will deal qualitatively with two central concepts from topology: connectedness and
compactness. These issues will be taken up more mathematically beginning in Ch. 24.
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(b) Multiply  connected

1

2

(a) Simply connected

1

2

Fig. 6.3 Simply connected and multiply connected manifolds. (a) Paths 1 and 2 can be continuously deformed into each
other, so this manifold is simply connected. (b) Paths 1 and 2 cannot be deformed continuously into each other
because the dark shaded region is not part of the manifold, so this manifold is multiply connected.

Universal Covering Group: Generally more than one Lie group shares a given Lie
algebra but only one of them will be simply connected. This unique group is called the
(universal) covering group of the algebra. The other groups having the same Lie algebra are
homomorphic to the covering group. For example, we will see that the groups SO(3) and
SU(2) have the same Lie algebra but they differ topologically. The group SU(2) is simply
connected and is the covering group for the algebra, while SO(3) is doubly connected and
related to the covering group SU(2) by a homomorphism. For SO(2) the universal covering
group is the additive group of real numbers, which is simply connected.

6.2.4 Compactness of the Manifold

A compact Lie group is characterized by a parameter space that is both closed and bounded.
(This definition is adequate for most physics applications but a mathematically more
rigorous one will be given in Section 24.2.3.) A set is bounded if no member of the set
exceeds a certain positive number in absolute value. A set is closed if the limit of every
convergent sequence of points in the set is also in the set. These definitions are made more
tangible by considering a few examples.

1. The real number line between 0 and 1 is bounded but not closed, because it does not
contain the endpoints of the interval.

2. The real number line from 0 to 1 including the endpoints is both closed and bounded.
3. Rotations in any number of dimensions are bounded and closed because around any axis

the rotations lie in a closed interval 0 − 2π.
4. One-dimensional translations are not compact because they are not bounded (if they are

bounded, they do not form a group).
5. The group of Lorentz transformations discussed in Ch. 13 is not compact because

closure is not satisfied: the velocity v is bounded by the speed of light c, but the limit
point v = c is not in the set because the Lorentz boost transformation (13.11) is infinite
at v = c.

Since the manifold of SO(2) illustrated in Fig. 6.2 is the unit circle S1, it is compact and
multiply connected.
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6.2.5 Invariant Group Integration

In formal proofs of the relations for representations and characters in finite groups such as
Eqs. (2.29)–(2.32), the following kinds of equalities are used repeatedly:∑

j

f (gj ) =
∑
j

f (hgj ) =
∑
j

f (gjh), (6.17)

where f is an arbitrary function of the group elements gj and h is any element of the
group. This relation is called the rearrangement lemma,2 because the product of two group
elements is another group element and the multiplication of gj and h just rearranges terms
in the sum, without changing the value of the sum itself (see Problem 6.3).

Integration Measure: Whether theorems involving summations that we have used for
finite groups can be extended to continuous groups depends on whether a convergent
integral with a consistent integration measure can be defined that generalizes summations
on representations and characters. Such a measure exists if the parameter space is compact,
so that the group volume is finite and the integrals are well behaved. Schematically, Eq.
(6.17) can be written

∑
g =

∑
g′ , where g is a group element and g′ = hg, where h is some

other group element. Thus, a reasonable requirement for an invariant group integration
measure dg is that for some function f (g) of the group elements∫

dg f (g) =
∫

dg f (g′g), (6.18)

where g′ is an arbitrary group element. That is, the integral must be invariant under the
replacement g → g′g in the function, because the product g′g is also an element of the
group and this replacement just corresponds to a reshuffling of the elements in the group
space and does not change the number of points being integrated (summed) over. Let ξ =
(ξ1, ξ2, . . . , ξn) label the group elements and define a weight function J (ξ) such that∫

dg f (g) =
∫

dξ1dξ2 · · · dξn J (ξ) f [g(ξ)]. (6.19)

Then we may hope to satisfy (6.18) by a suitable choice of J (ξ). An invariant integration
measure satisfying Eq. (6.18) exists if the group manifold is compact (see Section 24.2.3),
but it also exists if the manifold satisfies a less stringent condition called local compact-
ness.We skip the details of defining local compactness but remark that not all Lie groups
are compact, but all are locally compact. Thus for Lie group manifolds an integration
measure satisfying Eq. (6.18) may be constructed. In mathematics the corresponding
integration measure is called the Haar measure.

Let us illustrate these ideas with a one-parameter group; from Eq. (2.8) the Lie group
multiplication must satisfy g[α(β, γ)] = g(β)g(γ), for specific values α, β, and γ of the
parameters. Combining the preceding equations gives for a one-parameter group∫

dβJ (β) f [g(β)] =
∫

dβJ (β) f [g(α(β, γ))], (6.20)

2 As noted in Box 2.2, the rearrangement lemma is the reason that in the multiplication table for a finite group
each group element appears exactly once in each row and exactly once in each column.



104 6 The Rotation Group

which defines an invariant integration measure. The weight function J (β) can be deter-
mined by examining behavior near the origin. Problem 6.4 illustrates, where we find that

dgSO(2) =
1

2π
dφ (6.21)

for the invariant SO(2) integration measure. Similar methods may be used to find the
invariant integration measure for other compact Lie groups [199].

Orthogonality and Completeness: Using Eq. (6.21), the SO(2) orthogonality and com-
pleteness relations may be written as

1
2π

∫ 2π

0
U†n (φ)Um(φ)dφ = δmn

∑
n

Un(φ)U†n (φ′) = δ(φ − φ′), (6.22)

where Um = e−imφ and δ(φ − φ′) is the Dirac δ-function. These represent extensions of
the orthogonality and completeness conditions (2.29) to the case of a continuous group.

Characters: Irreducible representations of the abelian group SO(2) are one-dimensional
and characters of the irreps are just the representations χm(φ) = e−imφ, which are
continuous functions of the parameters. Invariant integration over characters for SO(2)
takes the form ∫ 2π

0
χm(φ)χ∗m′ (φ)dφ =

∫ 2π

0
eiφ(m−m′)dφ = 2πδmm′ , (6.23)

which is analogous to the second of Eqs. (2.30) for finite groups.

Expansion of Arbitrary Functions: Arbitrary functions may be expanded as a sum over
a finite number of irreps for finite groups. For continuous groups the dimension of each
irrep is finite but the characters become continuous functions, implying an infinite number
of classes and thus irreps. Hence the expansion of an arbitrary function on the irreps for a
continuous group usually will involve an infinite number of terms.

Example 6.1 For SO(2) this expansion in terms of irreps is just the Fourier series

f (φ) =
+∞∑

m=−∞
cmeimφ, (6.24)

for a function of a single angular variable φ.

Example 6.2 Shortly we will encounter the expansion of functions defined on a 2D surface
in terms of spherical harmonics Ylm(θ,φ),

f (θ,φ) =
∑
lm

almYlm(θ,φ), (6.25)

where Ylm(θ,φ) will be found to be a (2l + 1)-dimensional representation of SO(3).



105 6.3 The SO(3) Group

6.3 The SO(3) Group

We turn now to the full 3D rotation group SO(3). Our experience with SO(2) will be put
to good use because all SO(3) rotations may be built from a succession of infinitesimal
rotations about each of three independent axes.

6.3.1 Generators of SO(3)

The first task is to determine the Lie algebra obeyed by the 3D rotation group. Consider an
infinitesimal rotation about an axis; the effect of this rotation on a function f (x, y, z) may
be found either by rotating the function in one direction (an active rotation), or by rotating
the coordinate system in the opposite direction (a passive rotation). From Example 2.8, the
general result is

OR f (p) = f
(
R−1p

)
, (6.26)

where R is a mapping of 3D space onto itself, p = (x, y, z) is a point in that space, and OR

is the operator implementing the mapping R in the function space. Thus, after being acted
upon by OR the function is equal to the same function but evaluated at the point R−1p. For
rotations R(φ) about a single axis the inverse is R−1(φ) = R(−φ), and from Eq. (6.3) for
infinitesimal rotations by an angle −dφ about the z-axis in an (r , θ,φ) coordinate system,(

x ′

y′

)
= R−1(dφ)

(
x
y

)
= R(−dφ)

(
x
y

)
=

(
1 dφ
−dφ 1

) (
x
y

)
,

and we may write for a small rotation of an arbitrary function f (x, y, z) about the z-axis,

OR f (x, y, z) = f
(
R−1(x, y, z)

)
= f (x + dx, y + dy, z)

= f (x + y dφ, y − x dφ, z). (6.27)

As shown in Problem 6.26, expanding in a Taylor series and repeating for rotations around
the other axes then leads to

Jx = −i

(
y
∂

∂z
− z
∂

∂y

)
Jy = −i

(
z
∂

∂x
− x
∂

∂z

)
Jz = i

(
y
∂

∂x
− x
∂

∂y

)
, (6.28)

for the generators of 3D rotations. From this we find

[ Ji , Jj ] = iεi jk Jk , (6.29)

where x = 1, y = 2, and z = 3. Comparing with Eq. (3.13), the angular momentum
operators Ji are the generators of an SU(2) Lie algebra.

6.3.2 Matrix Elements of the Rotation Operator

We wish to evaluate the quantum matrix elements of the rotation operator in the SO(3)
basis.3 To do so it is useful to introduce the Euler angle parameterization for a general

3 Be warned! Different conventions are followed by various authors for angular momentum matrix elements.
Here we follow the presentation of Brink and Satchler [29].
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Fig. 6.4 Euler angles for 3D rotations. Positive rotations are defined by the right-hand screw rule.

3D rotation. An arbitrary rotation may be decomposed into three successive Euler angle
rotations, as depicted in Fig. 6.4: (1) rotate by an angle α about the z-axis, then (2) rotate
by an angle β around the new y1-axis, and finally (3) rotate by an angle γ around the new
z′-axis. But the same transformation can be accomplished by another sequence of rotations:
(1) rotate by γ about the original z-axis, then (2) rotate by β about the original y-axis, and
finally (3) rotate by α about the original z-axis, which is implemented by the operator

D(α, β, γ) = e−iαJz e−iβJy e−iγJz . (6.30)

Let us evaluate matrix elements of (6.30) in a basis corresponding to an irreducible
representation of SO(3). Since the irrep is associated with an SU(2) algebra, it is labeled
by a total angular momentum J, it is (2J + 1)-dimensional, and it has a Cartan subalgebra
for which Jz |JM〉 = M |JM〉 . The matrix elements of the operator (6.30) in this basis are
(Problem 6.22)4

DJ
M′M (α, β, γ) ≡ 〈JM ′

 D(α, β, γ) |JM〉 = e−i(αM

′+γM)dJ
M′M (β), (6.31a)

dJ
M′M (β) ≡ 〈JM ′

 e−iβJy |JM〉 . (6.31b)

The matrix element (6.31b) is not diagonal in Jy because only one generator can be chosen
diagonal in the SU(2) algebra and we have already selected Jz for that honor.

Phases for the D-matrices depend on the Euler angle convention and the phase choice for
the matrix elements of J . As is common, we follow the Condon–Shortley phase convention
alluded to in Section 6.3.7. Then d j

mn(β) is a real orthogonal matrix given by

d j
mn(β) =

∑
t

(−1)t
(

[( j + m)! ( j − m)! ( j + n)! ( j − n)! ]1/2

( j + m − t)! ( j − n − t)! t! (t + n − m)!

)

×
(
cos

β

2

)2j+m−n−2t (
sin

β

2

)2t+n−m
, (6.32)

where the sum is over all values of t that give non-negative factorials. (Other phase conven-
tions typically give differing phase factors in off-diagonal elements of the representation

4 Among practitioners it is common to refer to the matrix element defined in Eq. (6.31a) as the “(Wigner) D-
matrix” and to the matrix element defined in Eq. (6.31b) as the “(Wigner) little d-matrix.”
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matrices.) For low values of angular momenta it is not hard to construct the D-matrices, as
illustrated in the following example.

Example 6.3 Let us work out the D-matrix for J = 1
2 . Since SO(3) and SU(2) share the same

Lie algebra the J = 1
2 representation is in terms of the Pauli matrices (3.11) with

J1 =
1
2

(
0 1
1 0

)
J2 =

1
2

(
0 −i
i 0

)
J3 =

1
2

(
1 0
0 −1

)
,

from which we find that

d1/2 = e−
i
2 βσ2 = 1 − i

(
β

2

)
σ2 −

1
2

(
β

2

)2

σ2
2 +

i
3!

(
β

2

)3

σ3
2 − · · ·

But for the Pauli matrices, σ2
2 = 1, σ3

2 = σ2, σ4
2 = 1, . . ., and

d1/2(β) =
⎡⎢⎢⎢⎢⎣1 − 1

2

(
β

2

)2

+
1
4!

(
β

2

)4

− · · ·
⎤⎥⎥⎥⎥⎦ − iσ2

⎡⎢⎢⎢⎢⎣
β

2
− 1

3!

(
β

2

)3

+ · · ·
⎤⎥⎥⎥⎥⎦

= cos
β

2
− iσ2 sin

β

2
= ��

cos β
2 − sin β

2

sin β
2 cos β

2

�� , (6.33)

where we have omitted explicit display of 2 × 2 unit-matrix factors. Therefore,

D1/2
MM′ (α, β, γ) = e−i(αM+γM

′)d1/2
MM′

=
���
e−iα/2 cos

(
β
2

)
e−iγ/2 −e−iα/2 sin

(
β
2

)
eiγ/2

eiα/2 sin
(
β
2

)
e−iγ/2 eiα/2 cos

(
β
2

)
eiγ/2

��� , (6.34)

for the D-matrix corresponding to J = 1
2 .

Elements of d-matrices for low angular momenta are given in Table C.1 of Appendix C.

6.3.3 Properties of D-Matrices

The d-matrices and D-matrices have a number of important properties.

1. The DJ
M′M are special unitary, by construction

D†(α, β, γ) = D−1(α, β, γ) = D(−γ,−β,−α), (6.35a)
DJ

MN (α, βγ)∗ = (−1)M−N DJ
−M−N (α, β, γ), (6.35b)

DJ
MN (α, β, γ)∗ = DJ

NM (−γ,−β,−α) det D(α, β, γ) = 1. (6.35c)∑
M′

DJ
M′N (Ω)∗DJ

M′M (Ω) = δMN

∑
M′

DJ
MM′ (Ω)DJ

NM′ (Ω)∗ = δMN , (6.35d)

where Ω ≡ (α, β, γ).
2. The functions dJ

MM′ are real orthogonal in the Condon–Shortley phase convention.
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3. The functions dI
MN (β) have the properties

dI
MN (π) = (−1)I+MδM ,−N dI

MN (2π) = (−1)2IdI
MN (0)

dI
MN (2π) = (−1)2I δMN .

(6.36)

4. The invariant integration measures for SO(3) and SU(2) are

dτso(3) =
sin β
8π2 dα dβ dγ dτsu(2) =

1
2

dτso(3). (6.37)

5. Defining dΩ ≡ sin βdβdαdγ, the D-functions obey the orthogonality relation∫ 2π

0

∫ 2π

0

∫ π

0
sin β dβ dα dγ DI

MM′ (Ω)∗DJ
NN ′ (Ω) =

8π2

2I + 1
δMN δM′N ′δIJ . (6.38)

6. The D-functions are complete

f (α, β, γ) =
∑

JMM′
f JMM′D

J
MM′ (α, β, γ), (6.39)

where f (α, β, γ) is an arbitrary function of the Euler angles and where,

f JMM′ =
2J + 1

8π2

∫ 2π

0

∫ 2π

0

∫ π

0
sin β dβ dα dγ DJ

MM′ (α, β, γ)∗ f (α, β, γ),

by orthogonality.
7. The spherical harmonics YLM (θ,φ) are related to the D-functions by

Y ∗LM (θ,φ) =

√
2L + 1

4π
DL

M0(φ, θ, 0). (6.40)

Some low-L spherical harmonics are tabulated in Table C.2 of Appendix C.

Proofs of these relations may be found in Refs. [29, 51, 173, 201].

6.3.4 Characters for SO(3)

Since all rotations by the same angle around any axis are in the same class, the character is
a continuous function of the rotation angle α about any axis and we may choose any axis
to evaluate it. We already know that around the z-axis

χ( j)
α =

+j∑
m=−j

e−imα. (6.41)

Using basic trigonometric identities we find (Problem 6.8)

χ( j)
α =

sin
(
j + 1

2

)
α

sin
(

1
2α
) , (6.42)

from which it may be concluded that for the identity element

lim
α→0

χ( j)
α = 2 j + 1, (6.43)

and the character of the identity element is the irrep dimensionality, just as for finite groups.
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6.3.5 Direct Products of SO(3) Representations

The direct product of SO(3) representations D( j) leads to the Clebsch–Gordan series

D( j1) ⊗ D( j2) =
∑
J

cJ D(J ) (6.44)

(see Section 3.3.4). One way to evaluate the coefficients cJ in Eq. (6.44) is to use the
characters of the SO(3) representations. As illustrated in Problem 6.27, all the cJ are equal
to zero or one so the group SO(3) is simply reducible and we obtain

D( j1) ⊗ D( j2) = D(J=j1+j2) ⊕ D(J=j1+j2−1) ⊕ · · · ⊕ D(J= | j1−j2 |) (6.45)

for the SO(3) Clebsch–Gordan series.

6.3.6 SO(3) Vector-Coupling Coefficients

The most common physical application of the Clebsch–Gordan series for SO(3) occurs for
a system with two independent angular momenta. The direct product of representations
corresponding to the two angular momenta will not generally yield matrices in the direct-
sum, block-diagonal form of Eq. (2.13), but they can be put in that form by a unitary
transformation that corresponds to a coupling of the independent angular momenta of the
system to a resultant angular momentum that is a conserved quantum number. The elements
of this transformation are called the vector-coupling or Clebsch–Gordan coefficients, which
we shall now construct for the group SO(3).

The essential property that will be employed in constructing Clebsch–Gordan
coefficients is that the generators of the direct product representation are the
sums of the corresponding generators for the product representations.

Suppose that D( j1) and D( j2) are irreps of SO(3) with eigenvectors | j1m1〉 and | j2m2〉,
respectively, and assume that the total angular momentum is the sum of the two angular
momenta, J = J1 + J2. If the interaction between the two components leaves the
individual angular momenta and their z-components constants of motion, a complete set
of commuting operators consists of {H , J2

1, J1z , J2
2, J2z }, where H is the Hamiltonian. The

eigenfunctions can be written as a product, | j1m1 j2m2〉 ≡ | j1m1〉 | j2m2〉, and the eigenvalue
equations are

J2
1 | j1m1 j2m2〉 = j1( j1 + 1) | j1m1 j2m2〉 J1z | j1m1 j2m2〉 = m1 | j1m1 j2m2〉 ,

J2
2 | j1m1 j2m2〉 = j2( j2 + 1) | j1m1 j2m2〉 J2z | j1m1 j2m2〉 = m2 | j1m1 j2m2〉 .

But alternatively we could choose {H , J2
1, J2

2, J2 = (J1+J2)2, Jz = J1z+J2z } as a mutually
commuting set, with eigenfunctions | j1 j2 JM〉 and eigenvalue equations

J2 | j1 j2 JM〉 = J (J + 1) | j1 j2 JM〉 Jz | j1 j2 JM〉 = M | j1 j2 JM〉 ,
J2

1 | j1 j2 JM〉 = j1( j1 + 1) | j1 j2 JM〉 J2
2 | j1 j2 JM〉 = j2( j2 + 1) | j1 j2 JM〉 .
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These labeling schemes describe the same state so they must be related by a unitary
transformation:

| j1 j2 JM〉 =
∑
m1m2

| j1m1 j2m2〉 〈 j1m1 j2m2 | j1 j2 JM〉 , (6.46a)

| j1 j2m1m2〉 =
∑
JM

| j1 j2 JM〉 〈 j1 j2 JM | j1m1 j2m2〉 , (6.46b)

where the elements 〈 j1 j2 JM | j1m1 j2m2〉 of the unitary transformation matrix are called
Clebsch–Gordan coefficients, vector-coupling coefficients, or Wigner coefficients. The
above labeling is somewhat redundant and we will often suppress explicit display of the
labels j1 and j2 in 〈 j1 j2 JM |, writing 〈JM | j1m1 j2m2〉 to mean 〈 j1 j2 JM | j1m1 j2m2〉, for
example.

The Clebsch–Gordan coefficients may be regarded as forming a unitary matrix of
dimensions (2 j1+1)(2 j2+1), with the rows labeled by the indices JM and the columns by
the indices m1m2. By transformation with the matrix of Clebsch–Gordan coefficients, the
generally reducible representation D( j1) ⊗ D( j2) is brought to reduced form with the irreps
D(J ) along the diagonal. Schematically (see Fig. 2.2),

S−1D( j1) ⊗ D( j2)S =

�����������

D( j1+j2)

D( j1+j2−1)

. . .

D( | j1−j2 |)

�����������
, (6.47)

where blank matrix entries are zeros and S is the matrix of Clebsch–Gordan coefficients.

6.3.7 Properties of SO(3) Clebsch–Gordan Coefficients

The SO(3) Clebsch–Gordan coefficients may be chosen real and satisfy the relations

〈JM | j1m1 j2m2〉 = 〈 j1m1 j2m2 | JM〉∗ , (6.48a)∑
m1m2

〈JM | j1m1 j2m2〉 〈 j1 m1 j2 m2 | J ′ M ′〉 = δJJ′δMM′ , (6.48b)

∑
JM

〈 j1m1 j2m2 | JM〉 〈JM | j1m′1 j2m′2
〉
= δm1m

′
1
δm2m

′
2
, (6.48c)

by virtue of the unitarity of the transformations (6.46). They also obey the restrictions that
〈 j1 m1 j2 m2 | J M〉 = 0 unless m1 + m2 = M ,5 and | j1 − j2 | ≤ J ≤ j1 + j2 (triangle
inequality), which follow from additivity of the generators. There is considerable latitude
in phase choice but the standard one is called the Condon–Shortley convention. Clebsch–
Gordan coefficients are unsymmetric under exchange of angular momentum labels:

5 Thus the sum over M in Eq. (6.48) is formal since the coefficients vanish unless M = m1 +m2.
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〈 j1 m1 j2 m2 | J M〉 = (−1) j1+j2−J 〈 j2m2 j1m1 | JM〉 , (6.49a)

〈 j1 m1 j2 m2 | J M〉 = (−1) j1−m1

√
2J + 1
2 j2 + 1

〈 j1m1 J − M | j2 − m2〉 , (6.49b)

〈 j1 m1 j2 m2 | J M〉 = (−1) j2+m2

√
2J + 1
2 j1 + 1

〈J − M j2m2 | j1 − m1〉 . (6.49c)

Because of this asymmetry an alternative vector-coupling coefficient called the 3J symbol
is often employed.

6.3.8 3J Symbols

A more symmetric vector-coupling coefficient may be obtained if the angular momentum
coupling is viewed as coupling the three angular momenta j1, j2, and J to a resultant of
zero. This leads to the 3J symbol, which is related to the Clebsch–Gordan coefficient by(

j1 j2 J
m1 m2 −M

)
=

(−1) j1−j2+M
√

2J + 1
〈 j1 m1 j2 m2 | J M〉 . (6.50)

The 3J symbol is

1. invariant under an even permutation of columns,
2. multiplied by a phase (−1) j1+j2+J under an odd permutation of columns, and
3. multiplied by a phase (−1) j1+j2+J if all signs in the bottom row are changed.

These symmetries of the 3J symbols correspond to the relations (6.49) for the Clebsch–
Gordan coefficients.

6.3.9 Construction of SO(3) Irreducible Multiplets

We may construct SO(3) multiplets and corresponding Clebsch–Gordan coefficients using
the highest-weight algorithm discussed in Section 3.3.4. For the coupling of two angular
momenta J = j + j ′, when new linear combinations are taken to get a good |JM〉 basis
there is only one combination of the old basis vectors | jm〉 | j ′m′〉 that can contribute to the
unique “maximally stretched” vector |JM〉 = |J = j + j ′, M = j + j ′〉,



J = j + j ′, M = j + j ′
〉
= | j, m = j〉 

 j ′, m′ = j ′

〉 ≡ 

 j, m = j, j ′, m′ = j ′
〉

.

Multiplying from the left with 〈 j, m = j, j ′, m′ = j ′ | gives the Clebsch–Gordan coefficient〈
j, m = j, j ′, m′ = j ′

 J = j + j ′, M = j + j ′

〉
= 1,

if we assume that | jm〉 is normalized to unity. We now have constructed the highest-weight
member of this multiplet and associated Clebsch–Gordan coefficient . The remaining
members may be generated by successive applications of the lowering operator J−, where

J− |JM〉 =
√

J (J + 1) − M (M − 1) |J, M − 1〉 J− = J1 − i J2 = j− + j ′−,
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with the last equation following because the generators of the direct product are additive.
Operating on the coupled basis with J− gives

J− 

J = j + j ′, M = j + j ′
〉
=
√

2( j + j ′) 

J = j + j ′, M = j + j ′ − 1
〉

,

where M = J = j + j ′ has been used. Operating on the uncoupled basis with J− gives

J− 

m = j, m′ = j ′
〉
=
(
j− + j ′−

) 

m = j, m′ = j ′
〉

=
√

2 j 

m = j − 1, m′ = j ′
〉
+
√

2 j ′ 

m = j, m′ = j ′ − 1
〉

,

where we have suppressed j and j ′ labels. Equating the preceding two expressions
leads to



J = j + j ′, M = j + j ′ − 1
〉
=

(
j

j + j ′

)1/2 

m = j − 1, m′ = j ′
〉

+

(
j ′

j + j ′

)1/2 

m = j, m′ = j ′ − 1
〉

.

The Clebsch–Gordan coefficients are obtained by multiplying this expression from the left
by 〈 j, m = j − 1, j ′, m′ = j ′ | and 〈 j, m = j, j ′, m′ = j ′ − 1|, respectively, to give〈

j, m = j − 1, j ′, m′ = j ′

 J = j + j ′, M = j + j ′ − 1
〉
=
√

j/( j + j ′),〈
J = j + j ′, M = j + j ′ − 1

 j, m = j, j ′, m′ = j ′ − 1

〉
=
√

j ′/( j + j ′).

Continuing in this fashion, we can construct all the 2J + 1 members of this irreducible rep-
resentation and the corresponding Clebsch–Gordan coefficients. This defines an invariant
subspace labeled by J = j + j ′. The highest remaining weight is M = j + j ′ − 1. There are
two such states, and one is already included in the J = j+ j ′ representation just constructed.
Therefore the remaining one (which must be orthogonal to the first) is the highest weight
of an irrep with J = j+ j ′ −1, and another invariant subspace can be generated by repeated
application of J− to this state. This whole procedure can be repeated until completing the
subspace with J = | j − j ′ |, which exhausts all the states.

By the algorithm just outlined, all of the states and the corresponding Clebsch–Gordan
coefficients may be constructed for the direct product of SO(3) representations. However,
real-world calculations often require the use of many Clebsch–Gordan coefficients and it
is not very efficient to work them out by hand each time they are needed. Many tables
of SO(3) Clebsch–Gordan coefficients or 3J symbols have been published and there are
computer subroutines to calculate them. Tables C.3 and C.4 in Appendix C give explicit
expressions for some frequently encountered SO(3) vector coupling coefficients.

6.4 Tensor Operators under Group Transformations

Previous discussion has alluded to the utility of tensor methods for analyzing group
representations. We now begin a systematic introduction to tensors for representation
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theory. Angular momentum groups will be used to illustrate but similar methods will prove
useful for more complicated groups to be discussed in later chapters.

Let |Λλ〉 define basis vectors for the representation of some group G. The representation
is labeled by Λ, which may stand for more than one quantum number, and the individual
components of the representation are labeled by λ, which also may represent more than
one quantum number. Generally, the quantities Λmay be related to eigenvalues of Casimir
operators and the quantum numbers λ are the weights of the representation.6 The matrix
elements of a linear operator R in this space will be denoted by 〈Λλ′ | R |Λλ〉 . The effect
of R on a basis vector is to produce a linear combination of basis vectors since, by
completeness

(
that is,

∑
i |i〉 〈i | = 1

)
,

R |Λλ〉 =
∑
λ′



Λλ′〉 〈Λλ′

 R |Λλ〉 . (6.51)

A set T (Λ) of linearly independent operators T (Λλ) forms a tensor operator belonging to
the representation Λ of the group G if it transforms as [224]

RT (Λλ)R−1 =
∑
λ′

〈
Λλ′

 R |Λλ〉T (Λλ′). (6.52)

A tensor operator T (Λ) shares the adjectives reducible, irreducible, or equivalent with the
representation Λ.

Example 6.4 A spherical harmonic YLM (θ,φ) is a tensor by the preceding definition, for it
is well known that they transform under rotations as

CLM (θ′,φ′) = RCLM (θ,φ)R−1 =
∑
N

DL
NM (Ω)CLN (θ,φ), (6.53)

where CLM (θ,φ) has been defined through

YLM (θ,φ) =

√
2L + 1

4π
CLM (θ,φ), (6.54)

(θ,φ) and (θ′,φ′) define angles before and after rotation by Euler angles Ω, respectively,
and the DL

NM (Ω) are the matrix elements of the rotation operator (represented by
〈Λλ′ | R |Λλ〉 in the preceding notation).

By considering infinitesimal transformations, the definition (6.52) for a tensor operator
may also be expressed in terms of a commutator with the infinitesimal generators Xμ,

[ Xμ, T (Λλ) ] =
∑
λ′

〈
Λλ′

 Xμ |Λλ〉T (Λλ′). (6.55)

Either Eq. (6.52) or Eq. (6.55) may be taken as definition of a tensor operator T (Λλ).

6 If there are degeneracies in the weight space additional quantum numbers α may also be required to distinguish
states. We will assume that such quantum numbers are supplied if needed, and will often suppress the
corresponding quantities in the notation unless they are required for the discussion.
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6.5 Tensors for the Rotation Group

The preceding discussion has been a general one. Let us now specialize to SO(3) [or
SU(2)]. If T (k) is an irreducible SO(3) tensor operator transforming according to the irrep
D(k) , then the 2k+1 components Tkq (q = −k,−k+1, . . . ,+k) must satisfy (Problem 6.10)

[ Ji , Tkq ] =
∑
q′

〈
kq′

 Ji |kq〉Tkq′ , (6.56)

or equivalently the relations

[ J3, Tkq ] = qTkq [ J±, Tkq ] =
√

k (k + 1) − q(q ± 1) Tk,q±1, (6.57)

where

J± |JM〉 =
√

J (J + 1) − M (M ± 1) |J, M ± 1〉 J3 |JM〉 = M |JM〉 . (6.58)

These SO(3) operators are said to be of rank k and are often called spherical tensors.

Example 6.5 A rank-zero (scalar) operator commutes with the angular momentum genera-
tors. The Casimir operator J2 is an SO(3) scalar, since [ J±, J2 ] = [ J3, J2 ] = 0.

Example 6.6 The angular momentum operators are SO(3) tensors, for〈
b

J (1)

a


c〉 = −iεabc ,

because the structure constants generate the adjoint (J = 1) representation [see Eq. (3.8),
where this matrix element is denoted (Ta)bc ], and

[ Jj , Ji ] =
〈
k 

J (1)

j


i〉Jk ,

which should be compared with Eq. (6.56). Therefore the angular momentum operators
transform as the vector (or adjoint) representation (J = 1) of SO(3).

Example 6.7 The position coordinate r is an SO(3) tensor. As shown in Problem 6.11(a), the
angular momentum operator La satisfies

[ La, rb ] =
〈
b

L(1)

a


c〉rc

and position rb is a vector under SO(3) (as is the momentum; see Problem 6.11).

More generally, any three-component quantity Al (l = 1, 2, 3) that satisfies

[ Jk , Al ] = iεklmAm, (6.59)

when commuted with an angular momentum operator Jk , is a vector under SO(3).
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6.6 SO(3) Tensor Products

If Tkq and Tk′q′ are irreducible tensors of rank k and k ′ respectively, the (2k + 1)(2k ′ + 1)
products TkqTk′q′ form a tensor transforming under D(k) ⊗ D(k′) of the rotation group. This
is reducible using Clebsch–Gordan coefficients and the techniques outlined in Section 6.3.
The reduction gives the irreducible tensors

TKQ (kk ′) =
∑
qq′

〈
k q k ′ q′

 K Q〉TkqTk′q′ , (6.60)

where K = k + k ′, k + k ′ − 1, . . . , |k − k ′ |, and Q = q + q′.

Example 6.8 Consider the most general rank-2 cartesian tensor constructed from the nine
products of the components of two vectors, Tik = AiBk (i, k = 1, 2, 3). This product is
irreducible under the general linear group of matrices (Section 2.9.1). However, it must be
reducible under the SO(3) subgroup of linear transformations because the components Ai

and Bk transform as vector irreps of SO(3) and, from the SO(3) Clebsch–Gordan series,
D(1) ⊗D(1) = D(0) ⊕D(1) ⊕D(2) . Therefore, the rank-2 tensor Tik may be decomposed into
pieces transforming as angular momentum 0, 1, and 2 irreps of the SO(3) subgroup.

Let us use the SO(3) Clebsch–Gordan coefficients to form the irreducible tensors D(0) ,
D(1) , and D(2) deduced in Example 6.8. The scalar component D(0) is

T (AB)00 =
∑
MN

〈1 M 1 N | 0 0〉 AM BN .

From Problem 6.5 the Clebsch–Gordan coefficient evaluates to

〈 j1 m1 j2 m2 | 0 0〉 = (−1) j1−m1

√
2 j1 + 1

δ j1 j2δm1−m2 ,

and we obtain

T (AB)00 =
1
√

3
(A−1B1 + A1B−1 − A0B0) , (6.61)

where AN and BN are spherical components of the vectors A and B, respectively. This
takes a form perhaps more familiar under a transformation to cartesian components using

V−1 =
1
√

2

(
Vx − iVy

)
V1 =

1
√

2

(
Vx + iVy

)
V0 = Vz , (6.62)

which is valid for any vector operator V . From this we find that

T (AB)00 = −
1
√

3

(
AxBx + AyBy + AzBz

)
= − 1

√
3

A · B, (6.63)
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which expresses the rotational invariance of the scalar product of vectors. The components
of the vector representation D(1) are obtained using Table C.3 as

T (AB)11 = 〈1 0 1 1| 1 1〉 A0B1 + 〈1 1 1 0| 1 1〉 A1B0

=
1
√

2
(A1B0 − A0B1) , (6.64)

T (AB)1−1 = 〈1 0 1 − 1| 1 − 1〉 A0B−1 + 〈1 − 1 1 0| 1 − 1〉 A−1B0

=
1
√

2
(A0B−1 − A−1B0) , (6.65)

T (AB)10 = 〈1 1 1 − 1| 1 0〉 A1B−1 + 〈1 − 1 1 1| 1 0〉 A−1B1

=
1
√

2
(A1B−1 − A−1B1) . (6.66)

The five components of the rank-2 tensor that can be constructed from the two vectors are

T (AB)2Q =
∑
MN

〈1 M 1 N | 2 Q〉 AM BN . (6.67)

It is left as an exercise (see Problem 6.12) to construct the five components T (AB)2Q of
D(2) . For example, you should find that

T (AB)22 = A1B1 T (AB)21 =
1
√

2
(A0B1 + A1B0) ,

T (AB)20 =
1
√

6
(A−1B1 + A1B−1 + 2A0B0) .

(6.68)

Thus we have shown explicitly how to construct the irreducible SO(3) representations
corresponding to a direct product of vectors such as D(1) ⊗ D(1) in Example 6.8.

6.7 The Wigner–Eckart Theorem

If operators are expressed as spherical tensors, the calculation of matrix elements reduces
to evaluating quantities of the general form 〈Λ1λ1 | T (Λλ) |Λ2λ2〉.

Wigner–Eckart Theorem: Matrix elements 〈Λ1λ1 | T (Λλ) |Λ2λ2〉 can be fac-
tored in the form [224],

〈Λ1λ1 | T (Λλ) |Λ2λ2〉 =
∑
α

〈αΛ1λ1 | λλ2〉∗ 〈αΛ1 || T (Λ) || αΛ2〉, (6.69)

where 〈αΛ1 || T (Λ) || αΛ2〉 is termed the reduced matrix element.

The Wigner–Eckart factorization (6.69) has the following properties.

1. The coupling coefficient 〈Λ2λ2Λλ | Λ1λ1α〉 contains all the dependence of the matrix
elements on the weights λ, but no details of the internal structure.
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2. The label α represents any quantum numbers needed to distinguish representations. For
example, a sum over α is required if the group is not simply reducible.

3. The reduced matrix element is independent of the weights λi .

The coupling coefficients are elements of a unitary transformation and the expression for
the reduced matrix element may be inverted to give an equation defining the reduced matrix
element 〈αΛ1 || T (Λ) || αΛ2〉 in terms of the full matrix element 〈Λ1λ1 | T (Λλ) |Λ2λ2〉,

〈αΛ1 || T (Λ) || αΛ2〉 =
∑
λ1λ2

〈λλ2 | αΛ1λ1〉 〈Λ1λ1 | T (Λλ) |Λ2λ2〉 . (6.70)

Evaluation of the reduced matrix element typically proceeds by using Eq. (6.70) for a
simple case, with the full matrix element on the right side determined by theory or by
relating it to a measurable quantity.

6.8 The Wigner–Eckart Theorem for SO(3)

The Wigner–Eckart theorem is quite general, but let us illustrate it for the group SO(3)
[or SU(2), which has the same Lie algebra]. The SO(3) Wigner–Eckart theorem takes a
simple form because the group is simply reducible so there is no summation over α, and
the coupling coefficient is just a Clebsch–Gordan coefficient. Then Eq. (6.69) becomes

〈αJM | Tkq


α′J ′M ′〉 = (−1)2k 〈J ′ M ′ k q

 J M〉 〈αJ ||T k || α′J ′〉, (6.71)

where the phase (−1)2k was introduced for convenience, Eq. (6.70) becomes

〈αJ ||T k || α′J ′〉 = (−1)2k
∑
M′q

〈
J ′ M ′ k q

 J M〉 〈αJM | Tkq



α′J ′M ′〉 , (6.72)

and we continue to follow the conventions of Brink and Satchler [29].

6.8.1 Reduced Matrix Elements

The calculation of reduced matrix elements will now be illustrated with two examples from
angular momentum theory.

Example 6.9 We first evaluate the reduced matrix elements of the angular momentum
operator J , which is a spherical tensor of rank one. Choosing the generator Jz to be
diagonal and also invoking Eq. (6.71) gives two relations,

〈JM | Jz 

J ′M ′〉 = M δJJ′δMM′ 〈JM | Jz 

J ′M ′〉 = 〈J ′ M ′ 1 0

 J M〉 〈J || J || J ′〉,

and setting these equations equal gives

〈J || J || J ′〉 = 〈J ′ M ′ 1 0

 J M〉−1 M δJJ′δMM′ .
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Utilizing Eq. (6.50), symmetries of the 3J coefficient given in Section 6.3.8, and Table C.4,
the Clebsch–Gordan coefficient is M

(
J (J + 1)

)−1/2 and

〈J ′ || J || J〉 =
√

J (J + 1) δJJ′ . (6.73)

As expected, the reduced matrix element has no M dependence.

Example 6.10 Consider the reduced matrix element of a spherical harmonic evaluated for
states of definite angular momentum. From the Wigner–Eckart theorem (6.71),

〈lm |YLM 

l ′m′〉 = 〈l ′m′ L M 

 l m〉 〈l || Y L || l ′〉.

As you are asked to demonstrate in Problem 6.14, this equation and the tensor and
orthonormality properties of the YLM may be employed to show that

〈l || Y L || l ′〉 =

√
(2L + 1)(2l ′ + 1)

4π(2l + 1)
〈
L 0 l ′ 0

 l 0〉 , (6.74)

for the reduced matrix element.

Often we can construct basis states described by a chain of subgroups A⊃ B⊃ C⊃ · · · ⊃ Z ,
and the Wigner–Eckart theorem can be applied systematically through the chain. In this
way matrix elements may be factored into products of coupling coefficients for the groups
in the chain. Examples of this approach will be discussed in Section 11.4.

6.8.2 Selection Rules

The structure of the factored matrix element in the SO(3) Wigner–Eckart theorem implies
several properties of matrix elements that are independent of details contained in the
reduced matrix element.

1. The Clebsch–Gordan coefficients contain the “directional information” (magnetic
quantum numbers) for SO(3), so any process not involving a specific direction depends
only on the reduced matrix element.

2. The Clebsch–Gordan coefficient vanishes unless M ′ = q + M in Eq. (6.71).
3. The triangle inequality |J − J ′ | ≤ k ≤ J + J ′ must be satisfied if the Clebsch–Gordan

coefficient is not to vanish.

These last two conditions imply general selection rules in the matrix elements (6.71) that
depend only on the SO(3) group structure of the problem; there may be additional selection
rules associated with the reduced matrix element.

Example 6.11 In the expression (6.74) for the reduced matrix element of YLM (θ,φ) there is
a Clebsch–Gordan coefficient 〈L 0 l ′ 0| l 0〉 that vanishes unless l + l ′ + L is even. Since
the parity of a spherical harmonic YLM is (−1)L , this implies a parity-conserving matrix
element.
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6.9 Relationship of SO(3) and SU(2)

We have at various times noted that SU(2) and SO(3) share the same Lie algebra, which
means that they behave in the same way near the origin of group space. We conclude this
chapter by elaborating on the exact relationship between these groups. We will see that
they have the same infinitesimal generators, but their global structures differ because the
topology of the SO(3) manifold is distinct from that of the SU(2) manifold.

6.9.1 SO(3) and SU(2) Group Manifolds

Let us examine the connectedness properties of the SO(3) and SU(2) manifolds.

Topology of the SO(3) Manifold: The SO(3) manifold may be visualized using the axis–
angle parameterization of Fig. 6.5(a), where the direction of a vector represents the
direction of the rotation axis and the length of the vector denotes the angle of rotation.7

From this parameterization the manifold is the volume of a sphere of radius π, which
is compact, but antipodal points are the same points and must be identified because
rotations by π and by −π around the same axis are equivalent. Thus the manifold of
SO(3) is compact and doubly-connected, because the identification of antipodal points
implies that there are two kinds of closed paths in the parameter space, as illustrated in
Fig. 6.5(b).

Topology of the SU(2) Manifold: A two-dimensional U(2) matrix may be parameterized

U = ei λ
(

a b
−b∗ a∗

)
= ei λ

(
cos θeiξ − sin θeiη

sin θe−iη cos θe−iξ

)
, (6.75)

(a) (b)

Fig. 6.5 (a) Axis–angle parameterization of the SO(3) manifold as the volume of a sphere of radiusπ, with antipodal
points identified. The direction of the arrow is the direction of the rotation axis and its length indicates the angle of
rotation. (b) Two kinds of closed paths; these cannot be deformed continuously into each other so the SO(3)
manifold is doubly connected.

7 All rotations by the same angle lie in the same class, irrespective of the direction of the rotation axis. Thus
different classes correspond to concentric spheres with different radii in the axis–angle parameterization.
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where |a |2 + |b|2 = 1. The special unitary subgroup U(2) ⊃ SU(2) having unit determinant
results if we restrict to λ = 0 (see Problem 3.4). The SU(2) matrix (6.75) with λ = 0 is
equivalent to the SO(3) matrix D1/2(α, β, γ) of Eq. (6.34) if the identifications

θ =
1
2
β ξ =

1
2

(−α − γ) η =
1
2

(−α + γ)

are made. However, there are two SU(2) matrices for each SO(3) matrix: rotation by 2π
returns to the original SO(3) matrix but rotation by 2π gives the negative of the original
SU(2) matrix; only upon rotation by 4π does the SU(2) matrix return to the original one.
Thus, SU(2) matrices form a double-valued representation of SO(3) because two SU(2)
matrices correspond to the same SO(3) rotation (2:1 homomorphism). The topology of the
SU(2) manifold may be displayed by parameterizing an SU(2) group element as

U =

(
a b
−b∗ a∗

)
=

(
r0 − ir3 −r2 − ir1

r2 − ir1 r0 + ir3

)
, (6.76)

where a and b are complex numbers and the ri are real. Then the SU(2) requirement
det U = 1 implies the condition

r2
0 + r2

1 + r2
2 + r2

3 = 1, (6.77)

which is the equation for a unit 3-sphere, S3. Spheres Sn with n ≥ 2 are known to be
simply-connected, closed, and bounded, so SU(2) is a compact and simply-connected
group.8

Homomorphism of SU(2) and SO(3): We conclude that SU(2) and SO(3) share the
same Lie algebra and are locally isomorphic, but are 2:1 homomorphic in the large. The
structure constants describe the group near the identity but do not specify the global
properties of the manifold. One consequence is that SO(3) has only integer single-
valued representations but SU(2) has single-valued integer and half-integer representations
(the half-integer representations are termed Pauli spinor representations). Hence, SU(2)
contains all possible angular momentum states in single-valued representations, and all
properties of SO(3) representations can be deduced from single-valued representations of
SU(2). The converse is not true; SO(3) spinor representations are double valued.

6.9.2 Universal Covering Group of the SU(2) Algebra

As we saw in Section 6.2.3, when several Lie groups share the same Lie algebra only one of
them, the universal covering group, will be compact and simply-connected. The Lie group
SU(2) is the universal covering group of the Lie algebra SU(2). Other groups sharing the
same algebra are related to the covering group by a homomorphism. The group SU(2) has
an abelian invariant subgroup Z2 with elements

e =

(
1 0
0 1

)
a =

(
−1 0

0 −1

)

8 That Sn with n = 2 is simply connected can be stated in the picturesque phrase “you can’t lasso a basketball”
[43]: any closed path on a 2D sphere can be deformed continuously to a point, so the space is simply-connected.
The same is true for n > 2. However, we have seen that S1 (the unit circle) is infinitely connected.
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(see Box 2.2), and SO(3) is then isomorphic to the factor group SU(2)/Z2 (see
Section 2.14.2). The SU(2) → SO(3) homomorphism is not one to one because the
kernel of the mapping K = {e, a} has two SU(2) elements that map to the identity of SO(3)
(see the discussion in Section 2.14.2). Further insight into the relationship between SU(2)
and SO(3) may be found in the solution of Problem 6.17. More generally, Zn is the group
of the nth roots of unity (n of them) multiplied by the n × n unit matrix, and Zn is an
invariant subgroup of SU(n). The factor group SU(n)/Zn then contains only some of the
representations of SU(n) as single-valued representations, but all representations of SU(n)
are included if multiple-valued representations of SU(n)/Zn are admitted [141].

Background and Further Reading

Comprehensive discussions of angular momentum theory are contained in Brink and
Satchler [29], Edmonds [51], Rose [173], and Varshalovich, Moskalev, and Khersonskii
[201]. Our treatment of SO(2) has been guided by the presentation in Tung [199].
Invariant group integration is explained in Creutz [45], Hamermesh [104], and Tung [199].
Tensor operators for SO(3) and the associated angular momentum algebra are discussed
extensively in Brink and Satchler [29], Edmonds [51], Rose [173], Wybourne [224], and
Varshalovich, Moskalev, and Khersonskii [201]. Authors in this list may use different phase
and notational conventions, so care must be taken in comparing formulas between different
sources.

Problems

6.1 Show that an arbitrary 2 × 2 matrix with real entries that is orthogonal and has unit
determinant can always be parameterized as in Eq. (6.3). Thus any SO(2) matrix can
be interpreted as a rotation in some plane. ***

6.2 (a) Demonstrate that Eq. (6.10) defines a generator of SO(2) by examining the 2D
rotation matrix (6.3) for an infinitesimal rotation dφ. (b) Show that Eqs. (6.3) and
(6.9) are equivalent by expanding the exponential in Eq. (6.9) to all orders.

6.3 Verify explicitly the validity of the rearrangement lemma (6.17) for the three-element
group with multiplication table given in the solution of Problem 2.4, and the dihedral
group D2 with multiplication table given in Problem 2.9.

6.4 Use Eq. (6.20) to show that Eq. (6.21) defines the SO(2) integration measure. ***

6.5 Show that the SO(3) Clebsch–Gordan coefficients 〈 j1 m1 j2 m2 | J M〉 evaluate to

〈
jm j ′m′

 00〉 = (−1) j−m

√
2 j + 1

δ j j′δm,−m′ ,

for the special case J = M = 0.
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6.6 Consider a two-electron state in L − −S coupling,

L = l1 + l2 S = s1 + s2 J = L + S,

where L is the orbital angular momentum and S the spin angular momentum
operator.

a. Use Clebsch–Gordan coefficients to show that the singlet and triplet spin wave-
functions 2S+1σmS

are given by

1σ0 =
1
√

2

[
α(1)β(2) − β(1)α(2)

]
3σ1 = α(1)α(2),

3σ0 =
1
√

2

[
α(1)β(2) + α(2)β(1)

]
3σ−1 = β(1)β(2),

where α(n) denotes spin up and β(n) spin down for electron n.
b. Show that the total angular momentum wavefunction ψM

JSL for J = S = 1, L = 2,
and M = 1 is given by

ψ1
112 =

1
√

10
3σ1Y20(θ,φ) −

√
3
10

3σ0Y21(θ,φ) +

√
3
5

3σ−1Y22(θ,φ),

where the Y�m(θ,φ) are spherical harmonics. Hint: You will need some Clebsch–
Gordan coefficients for larger angular momenta than those found in Table C.3.
One way to obtain them is to use Table C.4, as illustrated in Problem 6.9.

6.7 Use the method of Section 6.3.9 with stepping operators to find the Clebsch–Gordan
coefficients for coupling j = 1 and j ′ = 1

2 to good total angular momentum J.

6.8 Prove Eqs. (6.42) and (6.43), thus showing that the dimension of the SO(3) irrep
labeled by j is the character 2 j + 1 of the identity. Hint: Rearrange the sum and use

2j∑
n=0

einα =
sin
(
j + 1

2

)
α

sin
(

1
2α
) ei jα.

Then take the limit α → 0 to define the identity element. ***

6.9 Use the relation (6.50) between Clebsch–Gordan coefficients and 3J symbols, sym-
metries under column permutation of the 3J symbols summarized in Section 6.3.8,
and Table C.4 to find values of the SO(3) Clebsch–Gordan coefficients 〈2011| 11〉,
〈2110| 11〉, and 〈221 − 1| 11〉.

6.10 Derive Eqs. (6.55) and (6.57) for the commutators of tensor operators, beginning
from the tensor transformation law given in Eq. (6.52). ***

6.11 (a) Prove that the position coordinate r transforms as a vector under 3D rotations;
that is, show that it is an SO(3) tensor of rank one. Hint: Begin by noting that the
orbital angular momentum may be written in the form La = εabcrbpc , where εabc
is the completely antisymmetric rank-3 tensor, rb is the position component, and pc
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is the momentum component. (b) Show that the linear momentum transforms as an
SO(3) vector. ***

6.12 Derive the forms for the spherical tensor components given in Eq. (6.68). ***

6.13 Prove the spherical harmonic addition theorem∑
m

(−1)mYlm(θ1,φ1)Yl−m(θ2,φ2) =
2l + 1

4π
Pl (cos θ12)

(where θ12 ≡ θ1 − θ2), by coupling two spherical harmonics to an SO(3) scalar and
invoking the invariance of that scalar under rotations.

6.14 Use tensor methods to evaluate the reduced matrix element of the spherical harmonic
YLM (θ,φ) between states of good angular momentum |JM〉. ***

6.15 Define a quadrupole operator Q20 = r2Y20(θ,φ). The quadrupole moment Q for a
state of good angular momentum | jm〉 is conventionally defined as the expectation
value of this operator in the substate | j, m = j〉, multiplied by a factor

√
16π/5,

Q ≡
√

16π
5
〈 j, m = j |Q20 | j, m = j〉 .

Use the Wigner–Eckart theorem to show that√
16π

5
〈 jm |Q20 | jm〉 =

3m2 − j ( j + 1))
j (2 j − 1)

Q.

Hint: First express the reduced matrix element (6.72) in terms of Q. ***

6.16 Prove that the operator a†jm that acts on the vacuum as a†jm |0〉 = | jm〉 to create a
fermion with angular momentum j and magnetic quantum number m transforms
as a spherical tensor of rank j. Hint: The second-quantized form of the angular
momentum operator is

Ja =
∑
αβ

〈α | Ja 


β〉 a†αaβ,

where α and β label single-particle states, and fermion operators obey { ai , a†j } = δi j
and { a†i , a†j } = { ai , a j } = 0.

6.17 Demonstrate the relationship between the groups SO(3) and SU(2) as follows.
(a) Associate each 3D euclidean coordinate x = (x1, x2, x3) with a 2 × 2, traceless,
hermitian matrix X through the map X = σixi , where the σi are the Pauli matrices
of Eq. (3.11). Evaluate the matrix X explicitly and show that det X = −|x |2.
(b) Let U be an arbitrary SU(2) matrix that induces a linear transformation
X → X ′ = U XU−1 on X . Prove that if (as assumed) X is hermitian and traceless,
so is X ′.
(c) Argue that because of the properties derived above, X ′ is defined by the
expansion X ′ = σi x

′
i , and that det X ′ = det X .
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(d) Use results (a)–(c) to show that the SU(2) transformation X → X ′ = U XU−1

induces an SO(3) transformation in 3D euclidean space. Hint: Preservation of
squared euclidean length |x2 | is a defining characteristic of an SO(3) transformation.

(e) Argue that the mapping of U ∈ SU(2) to an element of SO(3) established above
is 2:1 because two different SU(2) transformations U can give the same X ′. Hint: Is
the sign of U determined by the equations that you have derived? ***

6.18 (a) Show that the most general 2 × 2 unitary matrix with unit determinant can be
parameterized as in Eqs. (6.76) and (6.77). Hint: See Problem 3.4. (b) Take the group
identity element U (1, 0, 0, 0) to correspond to r1 = r2 = r3 = 0 and expand around
the identity to show that U � 1 − idriσi , where σi is a Pauli matrix.

6.19 Consider collisions of pions with nucleons. View the pions as a T = 1 isospin
triplet π = (π+, π0, π−), and the nucleon as a T = 1

2 isospin doublet, N = (p, n).
The combined system may be coupled to a total isospin T = 3

2 or 1
2 . Write the

wavefunctions for all possible states |T MT 〉 of the coupled π − N system in terms
of the uncoupled products |πN〉 ≡ |π〉 |N〉. Use unitarity of the Clebsch–Gordan
coefficients to invert these expressions and show that



π−p
〉
=

1
√

3



T = 3

2 , MT = − 1
2

〉
−
√

2
3




T = 1
2 , MT = − 1

2

〉
for the uncoupled wavefunction |π−〉 |p〉 ≡ |π−p〉.

6.20 Derive the Clebsch–Gordan coefficients for the SU(2) direct product 2 ⊗ 2.

6.21 The 2D rotation matrix R(φ) defined in Eq. (6.3) is a reducible representation of
SO(2). Diagonalize R(φ) to give the eigenvalues λ± = e±iφ and Eq. (6.11). Show that
the basis vectors in the new basis after diagonalization are given by Eq. (6.12). Find
the form of the generator J given by Eq. (6.10) in the new basis. Find the operators
C and C−1 that perform the similarity transformation between the original basis and
the diagonalized basis, CR(φ)C−1 = R′. Hint: The solution of Problem 14.14 gives
much of the required math. ***

6.22 Prove the result of Eq. (6.31a) for the matrix element of the D(α, β, γ) operator.
Hint: Use the form (6.30) and insert complete sets of states using 1 =

∑
n |n〉 〈n|.

6.23 Construct the rotation matrix dl
mm′ for l = 1. Check your results against the entries

in Table C.1 of Appendix C. Hint: You can save time by considering the product
d1/2 ⊗ d1/2 and using the expression for d1/2 already constructed in Eq. (6.33). ***

6.24 Show that if x and z are positive real numbers and y is an arbitrary real number, the
matrices (

x y

0 z

)
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form a group under matrix multiplication but the naive group integration measure
dg = dx dy dz is not invariant under left multiplication of the group elements; that
is, if f (g) is a function of the group elements g,∫

f (g0g)d(g0g) �
∫

f (g0g)dg,

where g0 is some group element. However, show that a new integration measure,

dgL =
dx dy dz

x2z
,

is left invariant: d(g0g) = dg. Likewise, show that dg = dx dy dz is not invariant
under multiplication from the right by a group element g0, but a new measure,

dgR =
dx dy dz

xz2 ,

is right invariant. ***

6.25 Clebsch–Gordan coefficients not listed in Table C.3 often can be computed from
Eq. (6.50) and the 3J symbols given in Table C.4. Show that〈

3
2 −

3
2

3
2

3
2




 2 0〉 =
〈

3
2 −

1
2

3
2

1
2




 2 0〉 = − 1
2 ,〈

3
2

1
2

3
2 −

1
2




 2 0〉 =
〈

3
2

3
2

3
2 −

3
2




 2 0〉 = 1
2 ,

starting from the formulas for 3J symbols given in Table C.4.

6.26 Starting from Eq. (6.27) and similar expressions for rotations around the x and y

axes, show that the generators of 3D rotations are given by Eq. (6.28). Hint: Assume
group elements to be parameterized as in Eq. (3.2) with generators Ja = Xa, expand
expressions like Eq. (6.27) in a Taylor series, and compare with Eq. (6.6). ***

6.27 Use SO(3) group characters to show that in Eq. (6.44) the coefficients cJ are all zero
or one [so SO(3) is simply reducible], which leads to the SO(3) Clebsch–Gordan
series (6.45). Hint: Use the results of Section 6.3.4, and that the SO(3) characters
χ( j)
α obey a relation χ( j1)

α χ( j2)
α =

∑
J cJχ

(J )
α that is analogous to Eq. (6.44). ***



7 Classification of Lie Algebras

We would like to generalize methods developed in preceding chapters for angular
momentum to larger algebras and their associated Lie groups, with an eye toward more
ambitious physics applications. As a first step, we consider methods that permit us to
classify the possible Lie algebras. The key point is that the generators of a Lie algebra form
a basis for a linear vector space, so any linearly independent combination of generators is
itself a set of generators. This freedom of linear transformation among sets of generators
may be used to simplify the analysis of an algebra by reducing the number of non-
zero structure constants (recall that the values of the structure constants depend on the
representation). This chapter describes a generalization of the standard treatment of angular
momentum discussed in Ch. 3 called the Cartan–Dynkin analysis that leads to such a
simplification, and provides a framework for systematic classification of Lie algebras.

7.1 Adjoint Representations

The adjoint representation that was introduced in Section 3.2.2 is singularly important
because (1) states in the adjoint representation are in one to one correspondence with the
generators themselves, and (2) the adjoint representation distinguishes between different
Lie algebras, so it may be used to implement a unique classification of all semisimple Lie
algebras.

7.1.1 The Cartan Subalgebra

As discussed in Section 3.3.2, the set of mutually commuting generators for a rank-� Lie
algebra is called the Cartan subalgebra. The generators Hi (i = 1, . . . , �) of the Cartan
subalgebra are hermitian (Hi = H†i ), mutually commuting ([ Hi , Hj ] = 0), and form a
basis for a linear vector space. It is convenient to choose a normalization

Tr (HiHj ) = λδi j (i, j = 1, 2, . . . , �), (7.1)

where λ is a positive constant and i and j range from 1 to �. Upon diagonalizing the Cartan
generators, Hi |m, κ, D〉 = mi |m, κ, D〉, where m = (m1, m2, . . . , m� ) is the weight vector,
κ denotes any additional quantum numbers required to specify a state, and D labels the
representation. Roots were defined in Section 3.3.2 as the weights for states in the adjoint
representation. The dimensionality of the adjoint representation is equal to the number of
group generators, and from the matrix (3.8) defining the adjoint representation the states of

126
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the adjoint representation are in direct correspondence with the generators. We shall denote
a state corresponding to a generator Xa by |Xa〉.1 Linear combinations of these states then
correspond to linear combinations of generators, which may be denoted by

αa |Xa〉 ≡
∑
a

αa |Xa〉 = |αaXa〉 = |α1X1 + α2X2,+ · · · 〉 , (7.2)

with implied summation on the repeated index a. As shown in Problem 7.7, the definition
(3.8) of the adjoint representation matrices and Eq. (7.2) may be used to compute the action
of a generator Xa on a state |Xb〉 [68],

Xa |Xb〉 = i fabc |Xc〉 = |i fabcXc〉 = 

 [ Xa, Xb ]
〉
. (7.3)

Because the roots are weights in the adjoint representation and the Cartan subalgebra is
commutative, Eq. (7.3) implies that

Hi


Hj
〉
= 

 [

Hi , Hj

] 〉
= 0, (7.4)

and the states in the adjoint representation corresponding to generators of the Cartan
subalgebra have zero weight vectors. Let us define a scalar product 〈Xa | Xb〉 through

〈Xa | Xb〉 ≡
1
λ

Tr
(
X†aX

b

)
. (7.5)

Then from Eqs. (7.5) and (7.1), and that Hi = H†i ,

〈
Hi



Hj
〉
=

1
λ

Tr 〈HiHj〉 = δi j , (7.6)

so the states of the Cartan subalgebra are orthonormal.

7.1.2 Raising and Lowering Operators

The adjoint representation states |Eα〉 associated with generators Eα that are not in the
Cartan subalgebra satisfy [68]

Hi |Eα〉 = αi |Eα〉 , (7.7)

where the weights αi are generally non-zero. But from Eq. (7.3)

Hi |Eα〉 = 

 [ Hi , Eα ]
〉
, (7.8)

and from Eqs. (7.7) and (7.8) the generators satisfy

[ Hi , Eα ] = αiEα, (7.9)

1 The |Xa〉 are vectors in a linear vector space and the vector space can be associated with an algebraic structure
for corresponding linear operators. For example, the generators Xa of the algebra are associated with the
vectors |Xa〉 through a map Xa → |Xa〉. This implies that a combinatorial operation in the algebraic structure
such as commutation is associated with a linear transformation in the associated vector space. For a Lie algebra,
we will see in Eq. (7.3) that a mapping A |B〉 = 

[ B, A ]

〉
associates vectors in the vector space with other

vectors defined naturally through the combinatorial operation. See Ch. 7 of Gilmore [72] for further discussion.
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which is an analog of the usual quantum eigenvalue equation A | f 〉 = a | f 〉, since a
commutator plays the role of multiplication in the Lie algebra.2 The Eα associated with
the roots not in the Cartan subalgebra satisfy

[ A, Eα ] = αEα, (7.10)

for a general linear combination of generators A = aμXμ.
The operators Eα are not hermitian. Taking the hermitian adjoint of Eq. (7.9),

[ Hi , Eα ]† = E†αH†i − H†i E†α = α
†
i E†α.

But Hi and αi are hermitian, implying that

[ Hi , E†α ] = −αiE
†
α, (7.11)

which is satisfied by the choice E†α = E−α. States with different weights are orthogonal and
we may choose a normalization for adjoint states

〈Eα | Eβ
〉
=

1
λ

Tr (E†αEβ) =
1
λ

Tr (E−αEβ) = δαβ, (7.12)

where δαβ ≡ Πiδαi βi . As shown in Problem 7.10,

Hi (E±α |mD〉) = (m ± α)i E±α |mD〉 , (7.13)

so application of E±α to a state changes the weight quantum number of the state by ±α and
the E±α act as raising and lowering operators in the algebra, analogous to the role of J± for
SU(2) in Section 3.3.3.

Consider Eα |E−α〉 for the particular case of the adjoint representation. Since by
Eq. (7.13) this has weight α − α = 0, in the adjoint representation it must be a linear
combination of Cartan subalgebra generators (which are the only generators with zero
weight):

Eα |E−α〉 = βi |Hi〉 = 


βiHi

〉
≡ 


β · H〉 = |[ Eα, E−α ]〉 , (7.14)

where (7.2) and (7.3) have been used. Equations (7.14) and (7.3) may then be used to prove
that βi = αi (Problem 7.8). Therefore, from Eq. (7.14),


βiHi

〉
= |αiHi〉 ≡ |α · H〉 = |[ Eα, E−α ]〉 ,

and we conclude that

[ Eα, E−α ] = αiHi ≡ α · H . (7.15)

From Eq. (7.13), Eα



Eβ〉 ∝ 


Eα+β〉, and from Eq. (7.3) we obtain

[ Eα, Eβ ] = NαβEα+β, (7.16)

if α + β is a non-zero root; otherwise [ Eα, Eβ ] = 0, where Nαβ depends only on α and β,
and can be zero. Later we will show that Nαβ can be evaluated from the roots.

2 An operator A obeying an equation of the form [ H , A ] = λA is said to be an eigenoperator of the matrix H ,
with eigenvalue λ.
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7.2 The Cartan–Weyl Basis

Summarizing results to this point, from Eqs. (7.4), (7.9), (7.15), and (7.16),

[ Hi , Hj ] = 0 (i, j = 1, 2, . . . , �), (7.17a)
[ Hi , Eα ] = αiEα, (7.17b)

[ Eα, E−α ] = αiHi , (7.17c)
[ Eα, Eβ ] = NαβEα+β (α + β � 0). (7.17d)

These equations define the Cartan–Weyl basis. Other bases are sometimes convenient but
we shall restrict the present discussion to the basis (7.17).

Example 7.1 The Cartan–Weyl generators for SU(2) and their commutators are

H1 = J3
√

2 E1 = J+ ≡ J1 + i J2
√

2 E−1 = J− ≡ J1 − i J2,
[ H1, E1 ] = E1 [ H1, E−1 ] = −E−1 [ E1, E−1 ] = H1.

No values of Nαβ are required since there is only one positive root.

Example 7.1 is (up to normalization) just a reformulation of the SU(2) angular momentum
algebra of Eqs. (3.17)–(3.18). This suggests that the Cartan–Weyl basis can be used to
generalize the Cartan–Dynkin analysis of SU(2) in Section 3.3 to other algebras.

7.2.1 Semisimple Algebras

Much of our discussion will focus on semisimple algebras and the corresponding groups
(Section 3.2.1). The Cartan–Weyl basis can be used to classify systematically all semisim-
ple algebras because it separates the generators of such algebras into two sets.

1. The � generators Hi of the maximally commuting algebra (Cartan subalgebra).
2. The remaining generators Eα, which obey Eq. (7.17b) with Cartan generators

H = (H1, H2, . . . , H� ) and eigenvalue α = (α1, α2, . . . , α� ).

Each non-zero root α is in one to one correspondence with an eigenvector Eα, and there
is a one to one correspondence between the semisimple algebras of rank � and the sets
of roots in the �-dimensional root space. The next section describes a systematic way to
ascertain whether an algebra is semisimple.

7.2.2 Metric Tensor, Semisimplicity, and Compactness

Whether an algebra is semisimple may be determined directly from its structure constants.
For a set of generators Xi , assume a Lie algebra (sum on repeated indices)

[ Xi , X j ] = cki j Xk
, (7.18)
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where cki j = −ckji , and where Box 3.2 and Problem 7.4 illustrate the relationship of this
form of the Lie algebra to our standard form (3.3). A metric tensor or Cartan–Killing form
gi j may be defined for any Lie algebra or Lie group by

gi j = gji ≡ c�ikckj� . (7.19)

We then make the following assertions [224].

1. A Lie algebra is semisimple if and only if the Cartan condition det g � 0 is satisfied.
2. A Lie algebra defined on the field of real numbers is compact if gi j is negative definite.
3. This implies, by virtue of det g � 0, that compact algebras are necessarily semisimple.
4. The quadratic Casimir operators for semisimple algebras are given by C ≡ gi j X iX j .

Thus, whether an algebra is compact and semisimple can be investigated by constructing
its metric tensor from the structure constants, as illustrated in Problems 7.6, 12.6, and 12.7.

7.3 Structure of the Root Space

Let us now investigate the structure of the root space in more detail, using as outline the
presentation in Refs. [68, 72]. We begin by introducing the definitions

E± ≡
E±α
|α | E3 ≡

α · H
α2 . (7.20)

As shown in Problem 7.9, these operators obey the commutators

[ E+, E− ] = E3 [ E3, E± ] = ±E±, (7.21)

and comparison with Example 3.2 indicates that this is the SU(2) Lie algebra, up to
normalization.

7.3.1 Root Space Restrictions

For a state |m, x, D〉 of representation D,

E3 |m, x, D〉 = α · H
α2 |m, x, D〉 = α · m

α2 |m, x, D〉 . (7.22)

But from Eq. (7.21), E3 is a generator of an SU(2) Cartan subalgebra and its eigenvalues
α · m/α2 must be integer or half-integer, which implies that 2α · m/α2 is an integer. The
state |m, x, D〉 can be written as a linear combination of states transforming according
to definite irreducible representations of the SU(2) algebra (7.21). Furthermore, the
operators E± behave as SU(2) raising and lowering operators, stepping between states in a
representation. Suppose an integer p ≥ 0 such that

(E+)p |m, x, D〉 � 0 (E+)(p+1) |m, x, D〉 = 0. (7.23)
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Then (E+)p |m, x, D〉 is the highest-E3 state of the corresponding SU(2) representation and
it has SU(2) weight m + pα since, by virtue of (7.20) and (7.13), each application of E+
changes m by α. The E3 value of the state generated by (E+)p |m, x, D〉 is [see Eq. (7.22)]

E3 |m + pα, x, D〉 = α · (m + pα)
α2 =

α · m
α2 + p = j, (7.24)

where j is the quantum number labeling this SU(2) irrep. By similar reasoning, suppose an
integer q ≥ 0 such that

(E−)q |m, x, D〉 � 0 (E−)(q+1) |m, x, D〉 = 0. (7.25)

Then (E−)q |m, x, D〉 is the lowest-E3 state of the SU(2) representation, with weight m−qα.
The E3 value for the state generated by (E−)q |m, x, D〉 in Eq. (7.25) is then

E3 |m − qα, x, D〉 = α · (m − qα)
α2 =

α · m
α2 − q = − j. (7.26)

Adding (7.24) and (7.26) gives

n ≡ 2
α · m
α2 = q − p. (7.27)

As we shall now see, because q, p, and n must be integers, these results lead to a systematic
classification of Lie algebras.

7.3.2 Lengths and Angles for Root Vectors

Consider a pair of distinct roots α and β, and assume the SU(2) algebra (7.21) to be defined
in terms of E±α, as in Eq. (7.20). Then Eq. (7.27) implies that

n = 2
α · β
α2 = q − p. (7.28)

But we could equally well define the SU(2) algebra (7.21) using E±β, in which case the
equivalent of Eq. (7.27) implies that

n′ ≡ 2
β · α
β2 = q′ − p′. (7.29)

Multiplying (7.28) and (7.29) gives(
α · β
αβ

)2

= cos2 θαβ =
(p − q)(p′ − q′)

4
=

nn′

4
, (7.30)

where the euclidean nature of the root-space metric has been used to express the scalar
product in terms of the angle θαβ between the roots α and β. Since from the preceding
derivation (p − q)(p′ − q′) must be a non-negative integer, only a limited number of
possibilities for the angle θαβ permit a solution of Eq. (7.30), as summarized in Table 7.1.
Furthermore, the relative lengths of the root vectors α and β are constrained by this
construction because dividing (7.29) by (7.28) gives

n′

n
=

2β · α/β2

2α · β/α2 =
α2

β2 =
q′ − p′

q − p
, (7.31)
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Table 7.1. Possible relative root vector angles and lengths [72]

cos2(α, β) θ(α, β)† n = 2
α · β
α · α n′ = 2

α · β
β · β

n′

n
=
α · α
β · β

1 0◦, 180◦ ±2 ±2 1
3
4 30◦, 150◦ ±3 ±1 1

3
±1 ±3 3

1
2 45◦, 135◦ ±2 ±1 1

2
±1 ±2 2

1
4 60◦, 120◦ ±1 ±1 1
0 90◦ 0 0 indeterminate

†180◦ is redundant by Theorem 7.1 and 0◦ is excluded by uniqueness of roots.

Table 7.2. Allowed combinations for nn′ = 2

n n′ nn′ cos2 θαβ n′/n

1 2 2 1
2 2

−1 −2 2 1
2 2

2 1 2 1
2

1
2

−2 −1 2 1
2

1
2

which fixes the relationship between lengths of root vectors. The integers n and n′, and the
length ratios n′/n, are also tabulated in Table 7.1 for possible solutions of Eq. (7.30).

Example 7.2 Consider the possibility nn′ = 2. The allowed combinations are given in
Table 7.2, which accounts for the entries θαβ = 45◦, 135◦ in Table 7.1.

Other entries, and the failure of possibilities not listed in Table 7.1 to satisfy Eq. (7.30),
may be verified in similar fashion.

7.4 Construction of Root Diagrams

The information in Table 7.1 may be used to construct systematically the root diagrams for
semisimple Lie algebras, when supplemented by the following theorems [141, 224].

Theorem 7.1 If α is a non-vanishing root, then −α is a root also.
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a

bb'
Hyperplane

Fig. 7.1 Geometrical interpretation of Theorem 7.2. For two-dimensional root spaces the dashed line represents a line
perpendicular to the root vector α. In higher-dimensional root spaces the dashed line represents a hyperplane
orthogonal to the root vector α.

Fig. 7.2 Root diagram for the rank-1 algebra SU(2) in physics notation, or A1 in Cartan notation.

Theorem 7.2 If α and β are roots, then 2α · β/α · α and 2α · β/β · β are integers and
β′ = β − 2α(α · β)/α · α is a root also.3

Theorem 7.3 The only integer multiples of a root α are 0 and ±α.

Theorem 7.4 There is only a finite number of compact Lie algebras of a given rank �.

Let us illustrate by constructing root diagrams for rank-1 and rank-2 compact Lie algebras.

7.4.1 Rank-1 and Rank-2 Compact Lie Algebras

There is only one independent rank-1 algebra, isomorphic to SU(2). The root diagram
is illustrated in Fig. 7.2. If α is a root then so is −α, by Theorem 7.1. This algebra
corresponds to θαβ = 180◦ in Table 7.1. Notice that 0◦ implies α = β, which is excluded
by uniqueness of the roots, and that 180◦ is redundant because of Theorem 7.1. There
are three independent rank-2 compact algebras, corresponding to cos2 θαβ = 1

4 , 1
2 , and

3
4 , respectively. The following example illustrates construction of the root diagram for the
cos2 θαβ = 3

4 case.

Example 7.3 From Table 7.1, we take two roots separated by 30◦ with lengths in the ratio
1/
√

3. Choose the shorter root vector to be α = (1, 0) and the longer root β to be rotated
by 30◦ counterclockwise relative to α. Then β = ( 3

2 ,
√

3
2 ), as illustrated in Fig. 7.3(a). Next,

invoke Theorem 7.2 to construct the reflected root vectors α′ and β′, also illustrated in

3 A geometrical interpretation of Theorem 7.2 is given in Fig. 7.1. The root β′ is obtained by reflecting the root β
through the hyperplane perpendicular to the root α. These reflection planes are called Weyl hyperplanes and the
reflections are called Weyl reflections. The reflections and their products form a group termed the Weyl group
that explains the high degree of symmetry found in the weight diagrams for semisimple algebras.
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Fig. 7.3 Construction of the root diagram for G2 from root vectors α and β in Example 7.3.

Fig. 7.4 (a) G2 root diagram with weights labeled. (b) SU(3) root diagram with weights labeled. Signs for weights are
chosen according to the convention discussed in Section 7.4.2.

Fig. 7.3(a). Invoke Theorem 7.2 again to add the root vectors α′′ and β′′, as in Fig. 7.3(b),
and invoke Theorem 7.1 to add the negative of all root vectors displayed in Fig. 7.3(b),
giving Fig. 7.3(c). Figure 7.4(a) displays the final root diagram, with each root labeled
with its components. The corresponding algebra is called G2 in the Cartan classification.
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1

2

1

2

a1

2

(a) SU(3) or A2 (b) G2

a

a

a

a
a

(c) SO(5) or B2

Fig. 7.5 Root diagrams for the compact rank-2 Lie algebras. Simple roots are indicated by heavier lines labeled α1 and α2.
All roots may be constructed from vector sums of the simple roots, as explained in Section 7.5.

The other two rank-2 algebras correspond to the choices θαβ = 60◦, 120◦ and θαβ =
45◦, 135◦ in Table 7.1. Their root diagrams may be constructed in a similar way as for
the G2 example just given. The corresponding rank-2 compact algebras are called SU(3)
(A2 in the Cartan classification) and SO(5) (B2 in the Cartan classification). A root diagram
for SU(3) labeled explicitly with root components is shown in Fig. 7.4(b) and the root
diagrams of all three rank-2 compact algebras are summarized in Fig. 7.5.

7.4.2 An Ordering Prescription for Weights

To extend the Cartan–Dynkin method for SU(2) to algebras with higher-dimensional
weight spaces requires a definition of positivity for weights. This will allow specifying
(1) a direction for stepping operators (raising or lowering), and (2) the concept of a highest
weight in a representation. Any consistent prescription will do; the definition itself is not
very significant but the root classification that it enables is. We shall adopt the following
convention: a weight is positive if its first non-zero component is positive; otherwise, it is
negative.

Example 7.4 In Fig. 7.4(a) all roots in the right half of the figure are positive, as is (0,
√

3),
while all roots in the left half of the diagram are negative, as is (0,−

√
3) (because the first

non-zero component is the second one, which is negative).

This definition allows the roots to be divided into three classes: (1) positive roots,
(2) negative roots, and (3) elements of the Cartan subalgebra (with roots of zero length),
which enables an ordering. A weight m is greater than a weight n if m − n > 0. Within
the adjoint representation positive roots act like raising operators and negative roots act
like lowering operators, in analogy with the J± raising and lowering operators of the
SU(2) algebra.
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7.5 Simple Roots

Some roots in diagrams may be recognized as vector sums of other roots. For example,
from Fig. 7.4(a) for G2, the root β = 2β′′ + 3α′′, where we have used the labeling in
Fig. 7.3(c). This suggests that root diagrams may be specified in terms of a small number
of basic roots from which all others may be built. Because of Theorem 7.1, we need only
consider positive roots. A simple positive root (which we abbreviate to simple root) cannot
be expressed as a sum of two other positive roots. Several theorems permit the full root
space and the corresponding Lie algebra to be constructed from the simple roots [224].

Theorem 7.5 The number of simple roots is equal to the rank of the algebra.

Theorem 7.6 If α and β are simple roots, then α − β is not a simple root.

Theorem 7.7 The simple roots are linearly independent.

Theorem 7.8 For simple roots α and β, there may be a set of roots called an α-string,

β + α, β + 2α, . . . , β + nα (alpha-string), (7.32)

with the value of n that terminates this sequence given by

n = −2
α · β
α · α . (7.33)

Likewise, there may be a set of roots called a β-string,

α + β, α + 2β, . . . , α + n′β (beta-string), (7.34)

with the value of n′ given by

n′ = −2
α · β
β · β (7.35)

terminating this sequence.

These theorems allow the full set of roots to be constructed from the simple roots by virtue
of Theorems 7.9 and 7.10.

Theorem 7.9 Any positive root φ can be written as a linear combination of simple roots α
with non-negative integer coefficients

φ =
∑
α

kαα. (7.36)

The positive roots and their coefficients may be determined by forming all allowed strings
(7.32) and (7.34) from the simple roots. The level of a root is defined by

k = level ≡
∑
α

kα, (7.37)

where the kα are the coefficients appearing in Eq. (7.36). The roots corresponding to a
given level are formed by action of the simple roots on roots at the previous level.
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Theorem 7.10 All roots, and the entire Lie algebra up to a phase convention, may be
determined from the simple roots of the algebra.

Let us illustrate the use of these theorems by finding the simple roots for the SU(3) algebra.

Example 7.5 Since we know SU(3) to be a rank-2 algebra, by Theorem 7.5 there are two
simple roots. From Fig. 7.4(b) the positive roots are

α1 = �� 1
2

,
√

3
2

�� α2 = �� 1
2

,−
√

3
2

�� α3 = (1, 0).

Obviously, α3 = α1 + α2, so α1 and α2 are the simple roots for SU(3), as we have already
indicated graphically in Fig. 7.5(a).

By Theorem 7.6, if α and β are simple roots then α − β is not a root, implying that

E−α



Eβ〉 = E−β |Eα〉 = 0. (7.38)

Therefore, if α and β are simple roots, q = 0 in Eq. (7.28),

α · β
α2 =

1
2

(q − p) = − p
2

, (7.39)

and q′ = 0 in Eq. (7.29),
β · α
β2 =

1
2

(q′ − p′) = − p′

2
. (7.40)

Taking the product of (7.39) and (7.40), and using Eq. (7.30) gives

cos θαβ = −
1
2
√

pp′, (7.41)

for the angle between simple roots. Taking their ratio yields

β2

α2 =
p
p′

, (7.42)

which defines the relative length of the two simple roots. From Eq. (7.39), 2α · β/α2 =

−p ≤ 0, which implies that for the angle between simple roots θαβ ≥ 90◦, and because
we are considering only positive roots we also require that θαβ ≤ 180◦. Since the angles
that solve Eq. (7.41) are restricted by the requirement that p and p′ be integers and that
90◦ ≤ θαβ ≤ 180◦, comparison with Table 7.1 indicates that the allowed angles for simple
roots are {150◦, 135◦, 120◦, 90◦}. Because of these restrictions on simple roots, they may
be represented in a simple diagrammatic notation that we discuss next.

7.6 Dynkin Diagrams

In a Dynkin diagram, each simple root is indicated by an open circle and the circles are
connected by a set of lines, with the number of lines indicating the angle between the two
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Table 7.3. Dynkin diagrams

Angle between Dynkin
roots diagram

150◦ ◦ ◦
135◦ ◦ ◦
120◦ ◦ ◦
90◦ ◦ ◦

circles (roots). The standard notation is indicated in Table 7.3. For the angle between two
simple roots: (1) no lines indicates 90◦, (2) one line indicates 120◦, (3) two lines indicates
135◦, and (4) three lines indicates 150◦. Dynkin diagrams may be labeled with the root
for each circle, and a standard convention uses filled circles for shorter simple roots and
open circles for longer simple roots.4 The weight space for a rank-� algebra is difficult to
visualize for � > 2. Conversely, Dynkin diagrams exhibit all the information required to
obtain the complete set of root vectors, including all root length and angle information, in
a concise 2D graph for any �.

Example 7.6 Let us construct the Dynkin diagram for an algebra having the simple roots
α1 = (0,

√
3) and α2 =

(
1
2 ,−

√
3

2

)
. From these roots

α1 · α1 = 0 + 3 = 3 α2 · α2 =
1
4
+

3
4
= 1 α1 · α2 = 0 − 3

2
= −3

2

p = −2
α1 · α2

α2
1
= 1 p′ = −2

α1 · α2

α2
2
= 3.

(7.43)

Then from Eq. (7.41), the angle between the two simple roots is

θαβ = cos−1
(
−1

2
√

pp′
)
= cos−1 ��−

√
3

2
�� = 150◦,

while from Eq. (7.42), α2/α1 = 1/
√

3. From Table 7.3 the Dynkin diagram is◦ •◦,
with the filled circle indicating the shorter root α2; this is the algebra G2 in Fig. 7.4(a).

7.6.1 The Cartan Matrix

The only invariants for the simple roots are their lengths and scalar products. This may be
expressed concisely through the Cartan matrix A, which has elements

4 This convention is unambiguous because the set of simple roots never has more than two distinct lengths.
Some authors use an arrow on the lines pointing from shorter to longer rather than filled and open circles to
distinguish root lengths in Dynkin diagrams.
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Ai j =
2αi · α j

αi · αi
, (7.44)

for two simple roots αi and α j .

Example 7.7 The SU(3) Dynkin diagram is ◦ ◦, implying from Table 7.3 and
Table 7.1 that there are two simple roots of equal length, with an angle of 120◦ between
them. Therefore, α1 · α1 = α2 · α2 = 1 and α1 · α2 = cos 120◦ = − 1

2 , and from Eq. (7.44),

A11 =
2α1 · α1

α1 · α1
= 2 A12 =

2α1 · α2

α1 · α1
= −1,

A21 =
2α2 · α1

α2 · α2
= −1 A22 =

2α2 · α2

α2 · α2
= 2,

so that the Cartan matrix is

ASU(3) =

(
A11 A12

A21 A22

)
=

(
2 −1
−1 2

)

for the SU(3) Lie algebra.

A related quantity called the Coxeter matrix is sometimes used, which may be obtained by
replacing the denominator of Eq. (7.44) with |αi | |α j |.

7.6.2 Constructing All Roots from Dynkin Diagrams

Example 7.6 illustrated how to construct a Dynkin diagram from simple roots. Let us now
consider the inverse process: using a Dynkin diagram to deduce the simple roots and then
using the simple roots to construct the full set of roots. Since many of the details have
already been worked out, the algebra G2 will be used again as an example. The Dynkin
diagram is ◦ •◦ , which indicates that there are two simple roots with an angle of
150◦ between them. As illustrated in the solution of Problem 7.11, this information may be
used to recover the full root diagram of Fig. 7.4(a) for the algebra G2.

7.6.3 Constructing the Algebra from the Roots

We have shown how the full set of roots may be constructed from the simple roots, and
that these are in turn specified by the Dynkin diagram. Let us now illustrate a procedure
to construct the algebra from the roots, thereby demonstrating that the set of simple roots
(and thus the Dynkin diagram) determines both the root structure and the Lie algebra [224].
Consider the Lie algebra A2, or in physicist-speak, SU(3), and choose the normalization of
roots implied in Fig. 7.6, where the simple roots are

α = �� 1
2

,
√

3
2

�� β = �� 1
2

,−
√

3
2

��
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Fig. 7.6 Root basis for constructing the SU(3) Lie algebra. Heavy lines indicate the simple roots.

and the full set of roots is given by

±α = ± �� 1
2

,
√

3
2

�� ± β = ± �� 1
2

,−
√

3
2

�� ± (α + β) = ±(1, 0).

Thus, we must find the commutation algebra associated with the operators E±α, E±β, and
E±(α+β) , and the two generators of the Cartan subalgebra, designated H1 and H2.

To construct all possible commutators among these operators, assume the Cartan–Weyl
basis (7.17) and the root space of Fig. 7.6. First, the Cartan subalgebra is commutative, by
definition: [ Hi , Hj ] = 0. Then from Eq. (7.17b)

[ H1, E±α ] = ±1
2

E±α [ H1, E±β ] = ±1
2

E±β,

[ H2, E±α ] = ±
√

3
2

E±α [ H2, E±β ] = ∓
√

3
2

E±β,

while from Eq. (7.17c),

[ Eα, E−α ] =
1
2

H1 +

√
3

2
H2 [ Eβ, E−β ] =

1
2

H1 −
√

3
2

H2.

Since the weights are additive, from Eq. (7.17b)

[ Hi , Eα+β ] = (α + β)iEα+β,

which gives

[ H1, E±(α+β) ] = ±
(

1
2
+

1
2

)
E±(α+β) = ±E±(α+β) ,

[ H2, E±(α+β) ] = ± ��
√

3
2
−
√

3
2

�� E±(α+β) = 0.

From Eq. (7.17c), we have

[ Eα+β, E−α−β ] = (α + β)iHi =

(
1
2
+

1
2

)
H1 + ��

√
3

2
−
√

3
2

�� H2 = H1.

In the Cartan–Weyl basis the commutators [ Eα, Eβ ] are given by Eq. (7.17d), which
requires the constants Nαβ. These can be evaluated directly from the properties of the root
space as follows. For root strings of the form

β + j α, β + ( j − 1) α, . . . , β, . . . , β − k α,
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where β − (k + 1)α and β + ( j + 1)α are not roots, the Nαβ exhibit the symmetries [72]

Nαβ = −Nβα = −N−α,−β = Nβ,−α−β = N−α−β,α, (7.45)

and are given explicitly by

N2
αβ =

1
2

j (k + 1) α · α. (7.46)

For SU(3) the positive roots are α, β, and α + β. Then

[ Eα, Eβ ] = NαβEα+β =
1
√

2
Eα+β,

since α + β is a root and in Eqs. (7.45)–(7.46) we have j = 1, k = 0, and α · α = 1, which
imply that Nαβ = 1√

2
. Likewise, Eq. (7.17d) implies that

[ Eα, Eα+β ] = 0 [ Eβ, Eα+β ] = 0

where the first commutator vanishes because α+α+β is not a root and the second vanishes
because β + α + β is not a root. Finally,

[ Eα, E−(α+β) ] = Nα,−α−βEα−α−β = Nα,−α−βE−β = −
1
√

2
E−β,

[ Eβ, E−(α+β) ] = Nβ,−α−βEβ−α−β = Nβ,−α−βE−α =
1
√

2
E−α,

where Eqs. (7.45) and (7.46) have been used.

7.7 Dynkin Diagrams and the Simple Algebras

The Dynkin diagrams introduced in Table 7.3 may be extended to higher-rank groups
by combining circles and lines subject to a restrictive set of rules for allowed diagrams
(see Gilmore [72], Ch. 8). These rules permit all simple Lie algebras to be classified
because there is a one to one correspondence between an allowed diagram and a simple
Lie algebra. The full Dynkin classification is shown in Appendix D, and gives rise to
four series of classical algebras, A� , B� , C� , and D� , and to five exceptional algebras,
G2, F4, E6, E7, and E8. It is remarkable that these are the only possibilities for allowed
Dynkin diagrams and therefore the only possibilities for simple Lie algebras. This suggests
that for physical systems having a few collective degrees of freedom [for example, a
superconductor (Ch. 32), a deformed atomic nucleus (Ch. 31), or a sheet of graphene in
a strong magnetic field (Ch. 20)], only a limited number of Lie algebras are candidates
for the physical description of their collective (emergent) modes. We shall exploit this
“quantization” of allowed low-dimensional algebras for compact groups at various places
in this book.
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Background and Further Reading

This chapter draws from Georgi [68], Wybourne [224], Lichtenberg [141], and Gilmore
[72]. See also Elliott and Dawber [56], Greiner and Müller [82], and O’Raifeartaigh [158].

Problems

7.1 Use Eqs. (7.27)–(7.31) to verify the entries in Table 7.1.

7.2 Use Table 7.1 and Theorems 7.1–7.2 to construct root diagrams for the rank-2
compact algebras SU(3) and SO(5).

7.3 Find the simple roots for the rank-2 Lie algebras G2 and SO(5). ***

7.4 Show that the angular momentum Lie algebra [ Ji , Jj ] = iεi jk Jk can be put in
the form

[ X1, X2 ] = X3 [ X2, X3 ] = X1 [ X3, X1 ] = X2,

by substituting Ji → iXi , which is the form [ Xi , X j ] = cki j Xk
described in Box 3.2

and assumed for Eq. (7.18).

7.5 Beginning from the Dynkin diagram◦ ◦for the SU(3) algebra, construct the
complete root diagram. ***

7.6 For the group SO(3), find the metric tensor (7.19) and show that SO(3) is compact
and semisimple. Use the metric tensor to construct the Casimir operator. Hint: The
SO(3) algebra has been put in the form (7.18) in Problem 7.4. ***

7.7 Use the definition of the adjoint representation matrices (3.8), to compute the action
of a generator Xa on a state |Xb〉 given in Eq. (7.3).

7.8 Use Eqs. (7.14) and (7.5) to prove that βi = αi . Hint: You will need the cyclic
property of the trace; see Problem 3.11(f). ***

7.9 Show that the operators given in Eq. (7.20) have the SU(2) commutators (7.21).

7.10 Prove the result of Eq. (7.13) that the E±α act as raising and lowering operators within
the weight space. ***

7.11 Use the Dynkin diagram◦ •◦ to construct the simple roots, and from those all
roots, for the algebra G2. ***

7.12 From Problem 7.11, suitably normalized simple roots for the algebra G2 are α1 =(
0,
√

3
)

and α2 =

(
1
2 ,−

√
3

2

)
. What is the corresponding Cartan matrix?

7.13 For an operator A = aμXμ corresponding to a linear combination of generators Xμ
for a Lie algebra, use Eq. (7.10) and the Jacobi identity (3.6) to prove that[

A, [ Eα, Eβ ]
]
= (α + β)[ Eα, Eβ ],

where Eα and Eβ are generators that are not in the Cartan subalgebra.
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The continuous symmetries discussed so far have emphasized spatial rotations under the
groups SO(2), SO(3), and SU(2). However, as shown in Ch. 7 there are more complicated
Lie groups. As an example of more sophisticated symmetries, we now consider the unitary
groups U(N) with N > 2 and their special unitary subgroups, SU(N), which are crucial
in the formulation of quantum mechanics because unitary operators conserve probabilities.
We will often illustrate the properties of unitary groups using the group SU(3) that we
found in Ch. 7 to be associated with the algebra labeled A2 by Cartan.

8.1 Generators and Commutators for SU(3)

SU(N) is of rank l = N − 1, with N2 − 1 generators. Thus SU(3) is rank-2, with eight
generators that may be represented by 3 × 3, traceless, hermitian matrices, two of which
may be diagonalized simultaneously. The group elements may be parameterized

U = e
1
2 iαkλk (k = 1, 2, . . . , 8), (8.1)

where the generators are 1
2λk , with the λk being the eight Gell-Mann matrices,

λ1 =
����
0 1 0
1 0 0
0 0 0

���� λ2 =
����
0 −i 0
i 0 0
0 0 0

���� λ3 =
����
1 0 0
0 −1 0
0 0 0

���� ,

λ4 =
����
0 0 1
0 0 0
1 0 0

���� λ5 =
����
0 0 −i
0 0 0
i 0 0

���� λ6 =
����
0 0 0
0 0 1
0 1 0

���� , (8.2)

λ7 =
����
0 0 0
0 0 −i
0 i 0

���� λ8 =
1
√

3
����
1 0 0
0 1 0
0 0 −2

���� ,

with λ3 and λ8 chosen as the two diagonal generators. The Lie algebra is[
λi

2
,
λ j

2

]
= i f i jk

(
λk

2

)
, (8.3)

143



144 8 Unitary and Special Unitary Groups

where f i jk is antisymmetric under exchange of any two indices, with non-zero values

f123 = 1 f147 = f246 = f257 = f345 =
1
2

,

f156 = f367 = −
1
2

f458 = f678 =

√
3

2
,

(8.4)

and permutations of these indices. A compact group with generators τi may be normalized

Tr (τiτ j ) = constant × δi j . (8.5)

The traceless SU(3) generators 1
2λk have been normalized such that

Tr
(
λi

2
·
λ j

2

)
=

1
2
δi j . (8.6)

Just as for SU(2), it is convenient to form new operators from the generators with the
maximal number diagonal (two in this case), and the remaining six linear combinations
giving stepping operators in the two-dimensional SU(3) weight space. To facilitate
compact notation let us define Fk =

1
2λk and use these to form two diagonal operators

T3 = F3 Y =
2
√

3
F8, (8.7)

and six additional operators,

T± = F1 ± iF2 U± = F6 ± iF7 V± = F4 ± iF5. (8.8)

The commutation relations obeyed by these operators are summarized in Table 8.1.

Table 8.1. Some SU(3) commutators [66]

[ T3, T± ] = ±T± [Y , T± ] = 0

[ T3, U± ] = ∓ 1
2U± [Y , U± ] = ±U±

[ T3, V± ] = ± 1
2 V± [Y , V± ] = ±V±

[ T+, T− ] = 2T3

[ U+, U− ] = 3
2Y − T3 ≡ 2U3

[ V+, V− ] = 3
2Y + T3 ≡ 2V3

[ T+, V+ ] = [ T+, U− ] = [ U+, V+ ] = 0

[ T+, V− ] = −U− [ T+, U+ ] = V+

[ U+, V− ] = T− [ T3,Y ] = 0

Unlisted commutation relations may be obtained from

T+ = (T−)† U+ = (U−)† V+ = (V−)†
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Table 8.2. Non-zero values of di jk for the SU(3) Lie algebra

d118 = d228 = d338 = −d888 =
1√
3

d146 = d157 = d256 = d344 = d355 =
1
2

d247 = d366 = d377 = − 1
2 d448 = d558 = d668 = d778 =

−1
2
√

3

Other values follow from noting that di jk is completely symmetric in its indices.

8.2 SU(3) Casimir Operators

The quadratic SU(3) Casimir operator that is the analog of J2 for SU(2) is

C2 = F2 ≡
8∑
i=1

FiFi , (8.9)

and since SU(3) is rank-2 there is a second Casimir operator, cubic in the generators,

C3 = 8
∑
i jk

di jkFiFjFk , (8.10)

with the di jk values defined in Eq. (11.17) and listed in Table 8.2. The Casimir operators
C2 and C3 commute with all SU(3) generators.

8.3 SU(3) Weight Space

Since SU(3) is rank-2 the weight space is two-dimensional. It is conventional to use the
additive quantum numbers T3 (x-axis) and Y (y-axis) to label points in the weight space.
The notation derives from applications of SU(3) in elementary particle physics where the
quantum number Y is the hypercharge and T3 is the third component of isospin. We will
employ this notation for convenience but the discussion in this chapter will depend only
on group properties and not on any particular physical interpretation of the generators.

8.3.1 SU(3) Raising and Lowering Operators

By examining the commutation relations of the operators U±, V±, and T± in Table 8.1,
it may be concluded that these are the raising and lowering generators of three separate
SU(2) subgroups (sometimes termed U-spin, V -spin, and T-spin, respectively), and that
they step in the (Y , T3) plane in the manner depicted in Fig. 8.1. For example, the operator
U+ increases Y by one and decreases T3 by 1

2 , when applied to a member of an SU(3)
multiplet, unless this action would lead out of the irrep, in which case it gives zero. For
SU(2) we analyzed the weight space by using the properties of the stepping operators and
the concept of a state of maximal weight within each irreducible multiplet. This procedure
may be generalized to SU(3). Since the operators T+, U−, and V+ all increase the value of
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Fig. 8.1 The weight space for SU(3) and action of the six stepping operators U±, V±, and T±. Allowed sites and the action of
the operators follow from the relations in Table 8.1. The horizontal spacing between points is one unit in T3 and the
vertical spacing is one unit in Y.

T3, for SU(3) representations there must exist a maximally stretched state φmax satisfying
T+φmax = U−φmax = V+φmax = 0. As for SU(2) representations, other members of an
SU(3) irrep may be generated by sequential application of the stepping operators to φmax.

8.3.2 SU(3) Irreducible Representations

The weight diagram for SU(3) consists of points in a two-dimensional plane, and by
connecting these points with lines we obtain geometrical figures that uniquely specify
the irreducible representations. For SU(3) irreps the outer boundary of these figures is
always convex, which suggests a systematic way to construct and label such diagrams [66].
Repeated application of V− to φmax eventually will reach a state where the next application
of V− will give zero, because it would lead to a state not in the representation. This defines
a corner of the diagram and an integer p that is the number of V− applications required to
reach this corner, (V−)p+1φmax = 0. Then we may operate repeatedly with T− (q times),
until another corner is reached and (T−)q+1(V−)pφmax = 0. The SU(3) representation
and corresponding weight diagram are uniquely specified by the positive integers (p, q)
because the algebra in Table 8.1 implies that the diagrams must be symmetric under
reflection about T3 = 0, and symmetric about axes perpendicular to the U± and V± axes.

8.3.3 Dimensionality of SU(3) Irreps

For example, there exists a 27-dimensional irreducible representation of SU(3) that has
the weight diagram shown in Fig. 8.2. From the shape of the outer boundary, the ordered
numbers (p, q) = (2, 2) may be used to characterize this irrep. It is also common to
specify the irreps by giving the dimensionality in bold numbers (27), even though the
dimensionality may not uniquely specify the SU(3) irrep as it does for the SU(2) irreps.



147 8.3 SU(3) Weight Space

Fig. 8.2 Weight diagram for the SU(3) irrep (2, 2), or 27. Circles around a point denote additional degeneracy. Thus the
central point (T3, Y) = (0, 0) is triply degenerate.

For SU(3) weight diagrams as in Fig. 8.2, we adopt the standard convention that (1) a point
stands for a singly occupied site and (2) each circle about a point implies an additional
degeneracy of one. Unlike for SU(2), sites in the SU(3) weight space may be multiply
occupied, even in irreducible representations. The general rules for the multiplicity at each
site are as follows.

1. Sites on the outer boundary of an SU(3) irrep diagram are singly occupied.
2. Site degeneracy increases by one for each layer inward in the diagram, except that inside

a triangular layer the degeneracy remains constant at the value for the triangular layer.

For the (2, 2) irrep in Fig. 8.2 this gives single occupation for points in the outer layer,
double occupation for points in the next layer inward, a triply occupied central site, and
a representation dimensionality of 27, by summing site occupations. Table 8.3 lists some
irreps of SU(3), labeled both by (p, q) and by dimensionality of the representation D,
which is related to (p, q) by

D =
1
2

(p + 1)(p + q + 2)(q + 1), (8.11)

and the expectation value of the quadratic Casimir (8.9), which is in terms of the (p, q),

C2 = F2 =
1
3
(
p2 + pq + q2) + p + q. (8.12)

The weights of the state φmax of maximal T3 can also be expressed as

T3 =
1
2

(p + q) Y =
1
3

(p − q), (8.13)

in terms of the irrep labels p and q.
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Table 8.3. Some SU(3) representations [85]

Diagram† Dim D (p, q) 〈C2〉

1 (0, 0) 0

3 (1, 0) 4
3

3 (0, 1) 4
3

8 (1, 1) 3

6 (2, 0) 10
3

6 (0, 2) 10
3

10 (3, 0) 6
10 (0, 3) 6

27 (2, 2) 8

†SU(3) Young diagrams are described in Section 8.7.

–

–
– –

– –

–

–

–

–

Fig. 8.3 Weight diagrams (Y, T3) for some SU(3) irreducible representations in Table 8.3, labeled by their dimensionality in
bold numbers.

8.3.4 Construction of SU(3) Weight Diagrams

Weight diagrams for the representations listed in Table 8.3 may be constructed starting
from the state of maximal T3. A few cases are shown in Fig. 8.3. The following example
illustrates construction of the weight diagram for the 10 of Fig. 8.3.

Example 8.1 For the 10-dimensional SU(3) irreducible representation (3, 0) in Fig. 8.3, from
Eq. (8.13) the state of maximal T3 has T3 =

3
2 and Y = 1. Starting from this state, p = 3

applications of V− take us to a boundary, then q = 0 applications of T− leave us at the same
point, which is T3 = 0 and Y = −2. The SU(3) diagrams are symmetric about the vertical
axis, so the outer boundary of the (3, 0) must be a triangle. The horizontal sites must be
separated by one unit in T3 because of the isospin SU(2) subgroups in horizontal rows,
so the top row has four occupied sites and T3 = Y = 0 is the only occupied interior site.
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The outer boundary is singly occupied and triangular, so the multiplicity of the single
interior site is one and the irrep dimensionality is 10, by counting occupied sites.

Weight diagrams for other irreps in Table 8.3 may be constructed in a similar fashion.

8.4 Complex Conjugate Representations

Suppose a Lie algebra [ Ti , Tj ] = i f i jkTk . Complex conjugating both sides of this equation,

[ T∗i , T∗j ] = [−T∗i ,−T∗j ] = i f i jk (−T∗k ), (8.14)

since the f i jk are real. Therefore, if the matrices Ti satisfy a Lie algebra the matrices −T∗i
satisfy the same Lie algebra. The representation generated by the matrices −T∗i is said to
be the (complex) conjugate representation of the one generated by the matrices Ti .

SU(2) Conjugate Representation: For SU(2) the effect of Ti → −T∗i is σ3 → −σ3 and
σ± → −(σ1∓iσ2), which changes the sign of the magnetic quantum number m and switches
the actions of σ+ and σ−. But SU(2) weight diagrams are symmetric in ±m, so the conjugate
representation, symbolized by 2 or 2∗, is equivalent to the fundamental representation 2.

SU(3) Conjugate Representation: For SU(3) the situation is different. The replacement
Ti → −T∗i has three effects on the weight space: (1) T3 → −T3, (2) Y → −Y , and (3) raising
and lowering roles are interchanged for the operator pairs V±, U±, and T±. These changes
correspond to a reflection of the weight diagram in both the T3 and Y axes, which
interchanges the representation labels p and q. If we denote the SU(3) representations by
D(pq) , then the conjugate representation is D̄(pq) = D(qp) . Example 8.2 illustrates for the
fundamental representation of SU(3).

Example 8.2 The conjugate of the SU(3) fundamental representation 3, corresponding to
(p, q) = (1, 0), is 3, which corresponds to (p, q) = (0, 1).

From the SU(3) weight diagrams for the 3 and 3̄ of SU(3) in Fig. 8.3, it is evident
geometrically that they are not equivalent representations.

8.5 Real and Complex Representations

A representation is complex if it is not equivalent to its complex conjugate representation;
if it is equivalent to its complex conjugate representation it is real or self-conjugate.1 If Hi

denotes the Cartan diagonal generators of a representation, −H∗i are the Cartan diagonal

1 Mapping of generators to their complex conjugates is an example of automorphism; see Section 2.5.
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generators of the conjugate representation. But the eigenvalues of H∗i and Hi are equivalent
(Hi is hermitian), so if m is a weight of the representation, −m is a weight of the conjugate
representation. Since a representation is uniquely specified by its highest or lowest weight,
this gives a prescription for determining whether a representation is complex.

A representation is real if its lowest weight is the negative of the highest weight;
otherwise, it is complex.

For SU(2) this condition is always fulfilled and all SU(2) representations are real. For
SU(3), the 3 does not satisfy this condition (Fig. 8.3), so 3 � 3. However, irreps of SU(3)
with p = q like 8 = (1, 1) are self-conjugate (real). They correspond to weight diagrams
that are symmetric under reflection in both Y and T3 (see the 8 in Fig. 8.3).

8.6 Unitary Symmetry and Young Diagrams

Following Elliott and Dawber [56], let φ1,φ2, . . . ,φN denote basis vectors in an
N-dimensional space. A unitary group U(N) is defined by the set of unitary transformations
on this space

φ′j = Uφ j =

N∑
i=1

Ui jφi , (8.15)

where U is an N × N unitary matrix. We may define a product space

Φ = φi (1)φ j (2)φk (3) · · · φp (n), (8.16)

where the numbers (1, 2, . . . , n) in parentheses label particles and subscripts
(i, j, k, . . . , N ) denote states. Thus, Φ corresponds to an n-particle state, with each of
the n particles in one of the N single-particle states of the fundamental representation of
U(N). In general, there are Nn possible independent products Φ. Let us denote by T (U)
the operator that performs the unitary operation (8.15) on all particles in the product state
given by Eq. (8.16),

T (U)Φ = φ′i (1)φ′j (2)φ′k (3) · · · φ′p (n)

=
∑

i′ j′k′ · · ·p′
Ui′iUj′ jUk′k · · ·Up′pφi′ (1)φ j′ (2)φk′ (3) · · · φp′ (n). (8.17)

The Nn-dimensional space L of the products Φ is invariant under T (U) and corresponds
to a U(N) representation T of U(N) given by the direct product T = U ⊗U ⊗U ⊗ · · · ⊗U
of n matrices U , each of dimension N × N . However, T is not generally an irreducible
representation of U(N).

Our task is to rearrange the space L into invariant subspaces and reduce the repre-
sentation T to a direct sum of U(N) irreps. This may be accomplished rather elegantly
by analyzing the permutation group Sn. This remarkable property follows because if
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projection operators (Section 4.4) are used to construct subspaces L (α) that are invariant
with respect to Sn, the subspace L (α) is also invariant under the product group Sn ×U(N)
because permutations commute with unitary transformations.

If an n-particle state is an Sn irrep and it is constructed from single-particle states
that are basis vectors of an N-dimensional irrep of U(N), then the state is an
irreducible U(N) tensor. Therefore, the dimensionality of a U(N) irrep is the
number of standard Young tableaux, and the tableaux define basis vectors of the
irreps. This is also true for the general linear group of which U(N) is a subgroup,
and for the subgroup SU(N).

It follows that Young diagrams may be used to deduce the irreps of U(N). However, before
considering examples we note the connection between U(N) and its subgroup SU(N)
described in Box 8.1. From that discussion we see that for most considerations it will be
adequate to specialize from U(N) to the subgroup SU(N), which has simpler diagrams.

8.7 Young Diagrams for SU(N)

For SU(N) Young diagrams the restrictions given in Section 4.2 that numbers in the boxes
(state labels) must increase down a column, and that they must be less than or equal to the
number of states N , means that irreps of SU(N) correspond to diagrams with no more than
N rows. A column with more than N boxes denotes a null SU(N) tensor because a column
implies antisymmetrization and N boxes (particles) cannot be antisymmetrized with fewer
than N states [the N states available in the fundamental representation of SU(N)]. But for
SU(N) any columns with N boxes are irrelevant for dimensionalities because an N-box
column has only one standard arrangement. In practical terms, this means that for SU(N)
we require only Young diagrams with up to N − 1 rows. If the multiplication of SU(N)
representations yields Young diagrams with N or more rows, we may simply remove all
columns from a diagram containing N boxes, as far as determining the dimensionality of
representations is concerned. For example, in SU(3)

−→

The first diagram corresponds to a six-particle SU(3) state and the second diagram to a
three-particle state, but they denote representations of equivalent dimensionality.

In Ch. 4, we labeled N-row Young diagrams by the N numbers (p1p2p3 · · · pN ), where
the number of boxes in row i is li and pi ≡ li − li−1. Therefore, for SU(N) the Young
diagrams corresponding to irreducible representations may be specified by the set of
numbers (p1p2 · · · pN−1). Irreps of SU(2) correspond to one-row diagrams, labeled by a
number p that is the number of boxes in the diagram. Irreps of SU(3) correspond to two-
row diagrams, labeled by the numbers (p1, p2) ≡ (λ, μ), the irreducible representations of
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Box 8.1 Relationship between U(N ) and SU(N )

As noted in Section 3.4.3, U(N ) may be written as the direct product U(N ) = U(1) × SU(N ), where U(1) is
the group of N × N matrices of the form Ie−iφ , with I the N × N unit matrix (usually we will suppress
the explicit unit matrix in the notation). From the matrix property det (AB) = det A det B, any unitary
matrix U can be written

U = e−iψŨ ,

where Ũ is a matrix with det Ũ = 1. If U is an arbitrary element of the unitary group U(N ), the matrices
Ũ form the group SU(N ) under matrix multiplication.

Irreps of the Unitary Group

The direct product of two groups has the general property that the irreducible representations of the direct
product are direct products of the irreducible representations of the two groups. Therefore, the irreps of U(N )
take the form

Uα = e−inφŨα ,

where n is an integer that measures particle number,a andŨα denotes the irreps of the subgroup SU(N ). The
irreps e−inφ of U(1) are one-dimensional so the unitary group U(N ) and the special unitary group SU(N )
have representations of the same dimensionality. We say that U(N ) does not reduce (in dimensionality) upon
restriction to its subgroup SU(N ). Thus, if a multiplet constitutes an invariant subspace under U(N ), the full
multiplet is still an invariant subspace under SU(N ).

Role of the Abelian Invariant Subalgebra

This behavior is not generally the case upon restriction to a subgroup. For example, under SO(3) ⊃ SO(2) a
(2J + 1)-dimensional invariant subspace of SO(3) breaks into 2J + 1 one-dimensional invariant subspaces
under SO(2). The failure of U(N ) to reduce upon restriction to SU(N ) is associated with the presence of a U(1)
abelian invariant subalgebra in U(N ).

Identification of U(N ) and SU(N ) Young Diagrams

It follows that the same Young diagrams may be used for U(N ) and SU(N ) if we keep track separately of the
phase e−inφ , which is typically associated with conservation of particle number or a quantity related to it
like electrical charge. For example, in Section 3.4.3 isospin was discussed as a U(2) symmetry but the only
information lost upon restriction to SU(2) was the baryon number associated with the U(1) factor. Since the
baryon number is usually assumed to be conserved, we typically discuss isospin as an SU(2) symmetry rather
than as a full U(2) symmetry.
a Hence n is the number of boxes in the U(N ) Young diagram. This follows from the expression for the n-particle wavefunctionΦ, which has
n factorsU .

SU(4) are three-row diagrams specified by three integers, and so on. Now in our discussion
of the weight spaces for SU(2) and SU(3) we saw that the irreps could be denoted uniquely
by the quantum number J in the former case and the quantum numbers (p, q) in the second
case. Therefore, these quantum numbers arising in the weight space analysis must be
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related to the quantum numbers p and (λ, μ) arising in the Young diagram analysis of these
groups. In fact, the relationships are quite direct: J = 1

2 p for SU(2) and (p, q) = (λ, μ)
for SU(3), as may be verified by comparing equivalent expressions in the two labeling
schemes. Similar identifications between quantum numbers appearing in the weight space
and in the Young diagrams may be made for the higher unitary symmetries. Let us now
consider some examples that will make these ideas a little more concrete [56].

8.7.1 Two Particles in Two States

Suppose that two particles are placed in a two-dimensional space (n = particles = 2;
N = states = 2). This corresponds to two-particle states with U(2) symmetry, but in light of
preceding considerations we may specialize to SU(2). There are Nn = 4 product functions,
|11〉, |12〉, |21〉, and |22〉, where we adopt the compact notation

|i j k · · · p〉 ≡ φi (1)φ j (2)φk (3) · · · φp (n).

The irreps of the permutation group S2 may be used to construct the irreducible represen-
tations of SU(2) states in this space. The allowed Young diagrams are

[2] : 1 1 1 2 2 2 [11] : 1
2 .

Applying the row symmetrizer for the symmetric diagrams, the column antisymmetrizer
for the antisymmetric diagrams, and normalizing (see Section 4.4), we may construct the
basis vectors for the two subspaces L[α], where α denotes the partition,

L[2] :
(
|11〉 , 1

√
2
( |12〉 + |21〉 ) , |22〉

)
L[11] :

1
√

2
( |12〉 − |21〉 ) .

Thus the partition [2] is a 3 under SU(2) but it is a 1D representation of S2, because the
dimensionality of Sn is determined by counting only standard tableaux with each particle
in a different state (Section 4.3.1). The partition [11] is a 1D irrep for both SU(2) and S2.

Example 8.3 The physical content of this result may be appreciated by considering SU(2)
explicitly as an angular momentum symmetry. For two spin- 1

2 electrons [fundamental
doublet of SU(2)], there are two states available, corresponding to spin projections ms =

± 1
2 . With respect to permutation symmetry, two electrons having only spin internal degrees

of freedom can form either a symmetric or an antisymmetric state, one way each. Hence
there are two S2 irreps, each of dimension one. With respect to the SU(2) symmetry, the
two electrons can couple to angular momentum S = 1 or S = 0. The first case corresponds
to a 2S + 1 = 3-dimensional representation and the second to a 2S + 1 = 1-dimensional
representation of SU(2). Under permutation each of the three wavefunctions in the S = 1
representation L[2] is symmetric, while the wavefunction of the S = 0 representation L[11]

is antisymmetric.
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8.7.2 Two Particles in Three States

As a second example, consider two particles, but with three states available (n = 2; N = 3).
The symmetry is U(3) ⊃ SU(3) and we restrict to the SU(3) subgroup by the previous
arguments. There are now Nn = 32 = 9 two-particle states in the product basis,

|11〉 |12〉 |13〉 |21〉 |22〉 |23〉 |31〉 |32〉 |33〉 .

The allowed Young diagrams correspond to a six-dimensional symmetric representation
and a three-dimensional antisymmetric representation of SU(3),

Symmetric: 1 1 1 2 1 3 2 2 2 3 3 3 ,

Antisymmetric: 1
2

1
3

2
3 .

The corresponding basis vectors are

L[2] :

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
|11〉 , 1

√
2
( |12〉 + |21〉 ) , 1

√
2
( |13〉 + |31〉 ) ,

|22〉 , 1
√

2
( |23〉 + |32〉 ) , |33〉

L[11] :
(

1
√

2
( |12〉 − |21〉 ) , 1

√
2
( |13〉 − |31〉 ) , 1

√
2
( |23〉 − |32〉 )) .

Therefore, the symmetric 3 of SU(2) becomes a symmetric 6 in SU(3), and the antisym-
metric SU(2) singlet becomes a 3 in SU(3).

8.7.3 Fundamental and Conjugate Representations

Fundamental and conjugate SU(N) representations are denoted by a single box and a
column of boxes with N − 1 rows, respectively,

SU(N) fundamental: SU(N) conjugate:

1
2
...
N − 1

For example, the fundamental and conjugate representations are equivalent, = 2 = 2,
for SU(2), but the fundamental and conjugate representations,

= 3 = 3

are distinguishable for SU(3).
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8.8 Dimensionality of SU(N) Representations

The dimensionality of an SU(N) representation is determined by counting the number of
distinct standard Young diagrams that can be drawn subject to the limitation that

• no numbers larger than N appear in the boxes, and
• there are no columns with more than N − 1 boxes.

In the simple examples considered above the dimensionality followed easily from count-
ing. For more complicated diagrams counting can become tedious. We now give without
proof a faster dimensionality algorithm. The dimensionality of an SU(N) representation
corresponding to a particular Young diagram may be determined by the following
procedure [42].

1. For an SU(N) diagram, insert the number N in each box along the main diagonal. Then
insert the numbers N + 1, N + 2, . . . along each successive diagonal to the right of
the main diagonal, and the numbers N − 1, N − 2, . . . along each successive diagonal
to the left of the main diagonal. This is continued until each box has a number. For
example,

N N+1 N+2
N − 1 N N+1
N − 2 N − 1 N
N − 3

Now define an integer N that is the product of all numbers in the boxes of the diagram,

N =
∏
boxes

(numbers in the boxes). (8.18)

2. For each box in the diagram, define a hook number hi , as described in Section 4.3.2,
and define an integer D that is the product of all the hook numbers in the boxes,

D =
∏
boxes

(hook numbers). (8.19)

3. The dimensionality of the SU(N) representation is then given by the ratio

Dim (rep) =
N

D
. (8.20)

Example 8.4 illustrates application of this procedure to determine the dimensionality of
irreps for special unitary groups.

Example 8.4 In a notation inspired by the preceding discussion,

Dim
( )

=
N

D
=

N N+1

2 1
=

N × (N + 1)
2 × 1

=
N (N + 1)

2
,

so that = 3 for SU(2) but = 6 for SU(3), in agreement with our previous results.
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8.9 Direct Products of SU(N) Representations

In physical applications of SU(N) symmetries we must be able to construct the Clebsch–
Gordan series (3.21), which expresses the direct product of representations as a direct sum
over irreducible representations. There is an easy way to do this based upon the close
connection between permutation groups and unitary groups.

Finding the Clebsch–Gordan series corresponding to direct products of U(N)
representations is equivalent to determining the irrep content of the outer product
for the permutation group, which we demonstrated in Section 4.5.2.

In this section we give a prescription for decomposing the direct product of SU(N) repre-
sentations that exploits this relationship with the permutation groups. The Clebsch–Gordan
series may be constructed by multiplying Young diagrams, subject to the following rules
[85].

1. Draw the diagrams for the two representations to be multiplied and label the second
diagram with numbers in the boxes giving the row in which the box occurs. For example,

⊗ 1
2 .

Break the second diagram up into individual boxes and attach each box of the second
diagram to the first diagram in all possible ways such that the following are satisfied.

a. All diagrams are proper (rows do not increase in length from top to bottom).
b. No column has more than N boxes for SU(N).
c. On a path through each row from right to left and from top to bottom through the

diagram, at each point the number of boxes encountered containing the number i is
less than or equal to the number of boxes encountered containing the number i − 1.

d. The numbers in the boxes do not decrease from left to right in a row.
e. The numbers in a column increase from top to bottom.

2. Each diagram constructed in this manner corresponds to an irrep of SU(N) occurring in
the direct product.

The following example illustrates this procedure.

Example 8.5 Let us construct the Clebsch–Gordan series for the product 8⊗ 8 in SU(3). The
8 corresponds to (λ, μ) = (1, 1), so by the prescription given above,

8 ⊗ 8 = ⊗ 1 1
2 =

1 1
2 ⊕ 1

1 2

⊕ 1
1 2

⊕
1

1
2

⊕
1

2
1

⊕
1 1

2
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For representation dimensionality in SU(3) the 3-box columns may be omitted from each
diagram and the Clebsch–Gordan series in terms of Young diagrams is

⊗ = ⊕ ⊕ ⊕ ⊕ ⊕

This may also be written in terms of dimensionalities,

8 ⊗ 8 = 27 ⊕ 10 ⊕ 1 ⊕ 8 ⊕ 8 ⊕ 10,

or as the series

(1, 1) ⊗ (1, 1) = (2, 2) ⊕ (0, 3) ⊕ (0, 0) ⊕ (1, 1) ⊕ (1, 1) ⊕ (3, 0),

in terms of the ordered pair of numbers (λ, μ) labeling irreps.

Direct products of other unitary representations may be constructed by a procedure similar
to that of Example 8.5.

8.10 Weights from Young Diagrams

Because weights are additive quantum numbers, Young diagrams allow us to deduce
weight diagrams for multiparticle states. For example, consider the two-particle SU(3)
states resulting from 3 ⊗ 3 = 6 ⊕ 3. The weights (T3,

√
3Y /2) of the fundamental

representation are

m
(

1
)
=

(
1
2

,
1

2
√

3

)
= ��T3,

√
3

2
Y �� ,

m
(

2
)
=

(
−1

2
,

1
2
√

3

)
m
(

3
)
=

(
0,− 1
√

3

)
.

Then the weights of the symmetric 6 are sums of weights for individual particles

m
(

1 1
)
=

(
1,

1
√

3

)
m
(

1 2
)
=

(
0,

1
√

3

)
m
(

2 2
)
=

(
−1,

1
√

3

)
,

m
(

1 3
)
=

(
1
2

,− 1
2
√

3

)
m
(

2 3
)
=

(
−1

2
,− 1

2
√

3

)
m
(

3 3
)
=

(
0,− 2
√

3

)
,

and for the antisymmetric 3,

m

(
1
2

)
=

(
0,

1
√

3

)
m

(
1
3

)
=

(
1
2

,− 1
2
√

3

)
m

(
2
3

)
=

(
−1

2
,− 1

2
√

3

)
.

These results are displayed in the SU(3) weight plane in Fig. 8.4.
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Y 0

−1

1

T3
0

1
2

0− 1
2

− 1
2

1
2

0− 1
2

1
2

10−1

3 3 6 3=

Fig. 8.4 Weight space diagrams for the direct product of fundamental SU(3) representations constructed using Young
diagrams.
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10−1

=

=
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Fig. 8.5 Graphical construction of the SU(3) direct product 3 ⊗ 3 = 6 ⊕ 3̄. Each occupation of a weight site in the product
is indicated by an x.

8.11 Graphical Construction of Direct Products

Additivity of the weights also suggests a graphical means for the construction of direct
products that is illustrated in Fig. 8.5. The occupied sites in the weight diagram for the
direct product may be obtained by placing at each occupied site of the first representation
a set of vectors defining the shape of the second representation. Then each vector tip
implies an occupation of the corresponding site in the direct product. For simple cases it
is then easy to see how to decompose these occupations uniquely into a sum of irreducible
representations, as illustrated in Fig. 8.5.

Background and Further Reading

Elliott and Dawber [56] present a general discussion of unitary symmetries. The SU(3)
group is analyzed with an emphasis on physical applications in Close [42], Gasiorowicz
[66], and Lichtenberg [141].
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Problems

8.1 Use the SU(3) algebra to prove that T±, V±, and U± have the raising and lowering
properties in the (T3,Y ) plane that we have ascribed to them. Prove that the allowed
values of Y and T3 are indicated by the dots shown in the following diagram

but that the basic principles of representation theory require that the possible
occupied sites in the SU(3) irreps be further restricted to those marked by a heavy
dot in the following diagram.

Y

T3

Hint: One way to proceed is to generalize the proof of the analogous properties of
the SU(2) generators J±. ***

8.2 Prove that for SU(2) symmetry 2 ⊗ 2 ⊗ 2 = 4 ⊕ 2 ⊕ 2, while for SU(3) symmetry

3 ⊗ 3 ⊗ 3 = 10 ⊕ 8 ⊕ 8 ⊕ 1 3̄ ⊗ 3 = 8 ⊕ 1 3 ⊗ 3 = 6 ⊕ 3.

What is the irrep content of 8 ⊗ 8 ⊗ 8 in SU(3)?

8.3 Determine the SU(3) irreps appearing in the direct product (2, 1)⊗ (3, 0). Label them
by their (λ, μ) quantum numbers and dimensionality. ***

8.4 Use the method of Young diagrams to find the irrep content of 6 ⊗ 10 for SU(3).
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8.5 Show that the SU(3) quadratic Casimir operator (8.9) can be written as

〈F2〉 = 1
3

(p2 + pq + q2) + p + q,

where the integers p and q labeling representations are defined in Section 8.3.2.

8.6 A representation is said to be complex if it is equivalent to its complex conjugate
representation. Show that the 2 and 2̄ representations are equivalent for SU(2) but
3 � 3̄ for SU(3). Hint: Look at the weight space.

8.7 Use the graphical method described in Section 8.11 to find the direct product 3 ⊗ 3̄
for SU(3).



9 SU(3) Flavor Symmetry

The rank-2 Lie algebra and associated group SU(3) were introduced in Ch. 8. Although
the algebra and group structure of SU(3) can be developed without reference to physics,
it is easiest to illustrate its features through concrete applications to important physical
problems. In this chapter we examine the pivotal contribution of SU(3) symmetry in
imposing order on the phenomenology of strongly interacting elementary particles.

9.1 Symmetry in Particle Physics

The historical motivation for application of SU(3) in high-energy physics was the
proliferation of known elementary particles in the 1950s and 1960s, and the associated
difficulty of constructing a rational scheme to account for why there should be so many
“elementary” particles. One approach was to view the expanding zoo of new particles that
were being discovered as a manifestation of some underlying symmetry. In particular, the
success of isospin in nuclear and particle physics motivated an attempt to extend isospin
symmetry, with its single additive quantum number T3, to a larger symmetry with two
additive quantum numbers (that is, a two-element Cartan subalgebra), with isospin as a
subgroup.

9.1.1 SU(3) Phenomenology and Quarks

The rationale for a group with two additive quantum numbers was that both T3 and the
hypercharge Y (alternatively the strangeness S) were observed to be rather good quantum
numbers for the hadrons that were known in the 1960s. Two additive quantum numbers
require a rank-2 algebra and in the simplest case the algebra can be expected to be compact
and semisimple. Three Lie algebras satisfy these requirements (see the classification of
the rank-2 algebras in Ch. 7), but of these only SU(3) was consistent with the detailed
properties of known particles. This symmetry was called flavor SU(3).

Historically flavor SU(3) symmetry was proposed as a phenomenology that allowed
progress until a more detailed microscopic theory was available. The foundations of that
more microscopic theory were laid with the proposal that the SU(3) hadronic symmetry
could be built from fundamental triplets of unobserved elementary particles called
quarks and antiquarks, with the quarks transforming as the 3 and the antiquarks as the
3 representation of flavor SU(3). Although free quarks have never been seen, that proposal

161
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gained increasing credibility until the discovery of the J/ψ particle in the mid-1970s,
which implied the existence of a fourth flavor quantum number called charm for quarks,
converted almost all of particle physics to a belief in the essential correctness of the quark
hypothesis.

9.1.2 Non-Abelian Gauge Symmetries

The development of non-abelian gauge theories provided a dynamical scheme in which
the original SU(3) flavor symmetries may be understood. From quantum chromodynamics
(QCD), the gauge theory of the strong interactions discussed in Section 19.2, the SU(3)
flavor symmetries are now understood to be a kind of “accident” resulting from the similar
effective masses of the lightest quarks. Nevertheless, the SU(3) flavor symmetries that
we discuss in this chapter retain phenomenological importance in the study of the strong
interactions, and are of considerable utility in understanding the weak interactions.

It is important to appreciate that the flavor model discussed here, and the QCD theory
to be presented in Section 19.2, both exhibit SU(3) symmetry but in different spaces.
Quantum chromodynamics operates on a color degree of freedom for the quarks, while
the theory introduced in this chapter involves a separate flavor degree of freedom. There is
historical precedent for such dual roles for a symmetry group. The proton and neutron have
an SU(2) symmetry associated with their spin and a different SU(2) symmetry associated
with their isospin. These symmetries correspond mathematically to the same Lie group but
physically they have nothing to do with each other: generators of spin SU(2) and generators
of isospin SU(2) involve degrees of freedom that are physically distinct. Likewise flavor
SU(3) and color SU(3) are isomorphic mathematically but are unconnected physically.

9.2 Fundamental SU(3) Quark Representations

We assume that the lighter hadrons may be constructed from a fundamental triplet of quarks
q and a fundamental triplet of antiquarks q̄, denoted by

q =
����
u
d
s

���� =
����

up
down

strange

���� q̄ =
����
ū
d̄
s̄

���� =
����

anti-up
anti-down

anti-strange

���� . (9.1)

Table 9.1 lists the quantum numbers that must be assigned to these quarks and antiquarks
if this hypothesis is to be consistent with known properties of the hadrons (we also list the
attributes of the charmed quark c, the bottom quark b, and the top quark t, which enter
into subsequent discussions but will be ignored in this chapter).1 The labels (u, d, s) will
be termed flavor indices. The empirical relationships among charge Q, baryon number B,
hypercharge Y , strangeness S, and the third component of isospin T3 are

1 Specifically, the present chapter will restrict attention to hadrons with masses below the mass of the J /ψ particle
at about 3 GeV, so that charm and heavier quark flavors are not important in the valence structure.
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Table 9.1. Quantum number assignments for quarks [85]

Up Down Strange Charm Bottom Top

Symbol u d s c b t

Baryon number (B) 1
3

1
3

1
3

1
3

1
3

1
3

Spin 1
2

1
2

1
2

1
2

1
2

1
2

Charge (Q) 2
3 − 1

3 − 1
3

2
3 − 1

3
2
3

Isospin (T ) 1
2

1
2 0 0 0 0

T3
1
2 − 1

2 0 0 0 0
Strangeness number (S) 0 0 −1 0 0 0
Charm number (c) 0 0 0 1 0 0
Bottom number (b) 0 0 0 0 −1 0
Top number (t) 0 0 0 0 0 1

The additive quantum numbers Q, T3, S, c, B, b, and t of the corresponding
antiquarks are the negative of those for the quarks. The charge is given by
Q = T3 +

1
2 (B + S + c + b + t).

Q = T3 +
B + S

2
= T3 +

Y
2

Y ≡ B + S. (9.2)

We will associate the quantum numbers T3 and Y with the eigenvalues of the two diagonal
generators for the SU(3) matrices (8.7)–(8.8). From Table 9.1, the operator T̂3 applied to
the fundamental triplet (9.1) gives a quantum number T3, while the operator Ŷ has the
hypercharge Y as an eigenvalue for the fundamental triplet of quarks. Therefore,

Q =
λ3

2
+
λ8

2
√

3
, (9.3)

is the SU(3) charge operator.

9.3 SU(3) Flavor Multiplets

Suppose that the known low-mass hadrons are plotted as points in the Y–T3 plane,
grouped according to baryon number and spin, as in Fig. 9.1. We have seen such diagrams
before: they have the familiar shapes of some of the SU(3) representations discussed
in Ch. 8. This suggests that SU(3) might be a useful symmetry for classifying hadrons,
provided that the mass splittings within these multiplets is not too large, since in the
symmetry limit we would expect all members of an SU(3) flavor multiplet to have the
same mass (energy).
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Fig. 9.1 Some SU(3) flavor multiplets labeled by baryon number B, spin J, and parityπ [85]. TheΣ∗ is now called
Σ(1385) andΞ∗ is nowΞ(1530). Reproduced with permission from Wiley Interscience: Gauge Field Theories –
An Introduction with Applications, M. Guidry (1991).

Fig. 9.2 Average mass of isospin multiplets in the Jπ = 1
2
+ baryon 8 and the Jπ = 3

2
+ baryon 10.

9.3.1 Mass Splittings in SU(3) Multiplets

In fact, masses within such multiplets are often similar. Figure 9.2 displays the J = 1
2

baryon octet (8) and the J = 3
2 baryon decuplet (10). Horizontal rows are associated

with different values of T3 connected by SU(2) raising and lowering operators T±; thus,
they correspond to isospin multiplets. For example, the top row of the baryon octet is
the nucleon isospin doublet and the middle row corresponds to two isospin multiplets:
the Σ triplet and the Λ singlet. The average mass of the isospin multiplet is given for
each horizontal row. The mass deviation between members of each isospin multiplet is
usually less than a few percent. The average mass of each SU(2) isospin multiplet typically
differs from the average mass of the entire SU(3) multiplet by 10–20%. Although this is
considerably larger than the mass deviation within isospin multiplets, it is a sufficiently
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small difference to suggest that SU(3) flavor is a useful approximate symmetry of the
strong interactions, representing a generalization of the isospin symmetry to encompass
the hypercharge degree of freedom.

9.3.2 Quark Structure for Mesons and Baryons

The hadrons may be grouped into mesons, with baryon number zero (Fig. 9.1(a,b)), and
baryons, with non-zero baryon number (Fig. 9.1(c,d)). The systematics of the SU(3)
classification require 8s and 10s for baryon representations and 8s and 1s for the meson
representations. In Ch. 8 we found that 3 ⊗ 3 ⊗ 3 = 10 ⊕ 8 ⊕ 8 and 3⊗3 = 8⊕1 for SU(3).
Therefore, identification of the basic triplet of quarks with the fundamental representation
and the triplet of antiquarks with the conjugate representation suggests a valence quark
structure qqq for baryons and qq̄ for mesons, where q and q̄ stand for the three flavors of
quark or antiquark, respectively. The quark and antiquark triplets have the weight diagrams
displayed in Fig. 9.3 (see also Table 9.1), and the resulting quark content of some hadrons
is displayed in Fig. 9.4. Let us illustrate construction of the middle diagram in Fig. 9.4 for
the nucleon 8. The allowed Young diagrams are

1 1
2

1 2
2

1 3
2

1 1
3

1 2
3

1 3
3

2 2
3

2 3
3

and the weights m = (T3,Y ) are additive with

m
(

1
)
=

(
1
2

,
1
3

)
m
(

2
)
=

(
−1

2
,

1
3

)
m
(

3
)
=

(
0,−2

3

)
.

Hence the weights for the baryon octet are those given in Table 9.2, where the quark
assignments come from the identifications

m
(

1
) ←→ u m

(
2
) ←→ d m

(
3
) ←→ s,

between the weights m and the quarks u, d, and s.

Fig. 9.3 Fundamental and conjugate quark representations for SU(3) flavor.
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Table 9.2. Weights for the baryon octet

Quarks Diagram Weights (T3,Y )

uud 1 1
2 2m

(
1
)
+ m

(
2
)
=
(

1
2 , 1
)

udd 1 2
2 m

(
1
)
+ 2m

(
2
)
=
(
− 1

2 , 1
)

uds 1 3
2 m

(
1
)
+ m

(
2
)
+ m

(
3
)
= (0, 0)

uus 1 1
3 2m

(
1
)
+ m

(
3
)
= (1, 0)

uds 1 2
3 m

(
1
)
+ m

(
2
)
+ m

(
3
)
= (0, 0)

uss 1 3
3 m

(
1
)
+ 2m

(
3
)
=
(

1
2 ,−1

)
dds 2 2

3 2m
(

2
)
+ m

(
3
)
= (−1, 0)

dss 2 3
3 m

(
2
)
+ 2m

(
3
)
=
(
− 1

2 ,−1
)

Fig. 9.4 Quark content of the SU(3) 8 and 10 [85]. The notation is shorthand for properly symmetrized expressions
(see Ch. 4 and Problem 9.4). For example, udd stands for the symmetric flavor wavefunction
(udd + ddu + dud)/

√
3. Reproduced with permission from Wiley Interscience: Gauge Field Theories – An

Introduction with Applications, M. Guidry (1991).

9.4 Isospin Subgroups of SU(3)

The analysis of subgroups is important for several reasons.

1. Mathematically, subgroup chains can be useful in the elucidation of the group structure.
For example, a chain of subgroups provides quantum numbers for labeling states.
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2. If subgroups are chosen judiciously (except for the simplest groups, there is usually
more than one subgroup chain), they may attain a direct physical significance.

One method of obtaining a subgroup is to restrict the set of generators. For example, the
subgroup SO(2) is generated by any one of the three SO(3) generators J1, J2, or J3. If we
wish to determine an intermediate subgroup Gx in a chain Ga ⊃ · · · ⊃ Gx ⊃ · · · ⊃ Gb ,
our task is to find a subset of generators for Ga that generates a group Gx and, at the same
time, contains as a subset the full complement of generators for the group Gb . A specific
example occurs for systems in which angular momentum is conserved. Then the physical
group chains must contain an SO(3) group generated by operators that can be identified
with the physical angular momentum, and the parent group and subsequent subgroups must
number these angular momentum generators among their generators if angular momentum
is conserved by all states.

Example 9.1 Consider the angular momentum subgroup chain

SO(3)
J , M

⊃ SO(2)
M

,

where the quantum numbers that label the irreducible representations of the group are listed
below the groups. The chain provides quantum numbers (J, M) that both label the states
and provide a mathematical description of the group properties. In addition, the subgroup
quantum number M attains a palpable meaning if a preferred direction in space is estab-
lished, such as by a magnetic field. The physical significance is that at the SO(3) level there
are no preferred directions (isotropy of 3D space), but at the SO(2) level only symmetry
under continuous rotations about a single axis remains (isotropy only in a plane).2

Example 9.2 Consider the isospin subgroup chain (see Section 3.4),

U(2)
B,T ,T3

⊃ U(1)B ×SU(2)T
B,T ,T3

⊃ U(1)B ×U(1)Q
B,T3

where B, T , and T3 denote the baryon number, isospin, and third component of isospin,
respectively. At the U(2) level and at the intermediate U(1)B × SU(2)T level, B, T , and T3

are conserved, but at the final U(1)B × U(1)T3
level only the baryon number B and third

component of isospin (or equivalently charge Q, since T3 = Q − 1
2 B) remain conserved.

9.4.1 Subgroup Analysis Using Weight Diagrams

Inspection of the SU(3) commutation relations in Table 8.1 reveals several SU(2)
subgroups that are associated with the generator sets (U±, U3), (V±, V3), and (T±, T3), respec-
tively. We have seen evidence of the mathematical significance associated with these

2 The subgroup decomposition might be carried further by restricting to a finite subgroup of SO(2) consisting
of rotation through discrete angles (for example, the cyclic groups C2, C3, and C6 studied in Example 2.18).
This is of physical relevance for an atom embedded in a crystal of finite point-group symmetry, where even
the symmetry for continuous rotations about a single axis might be lost because of crystal-field anisotropy and
only symmetry under rotation by certain discrete angles retained.
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Fig. 9.5 Isospin subgroups {N , P}, {Λ}, {Σ−, Σ0, Σ+}, and {Ξ−,Ξ0} of the SU(3) flavor octet.

subgroups. For example, in Ch. 8 these subgroups were used to determine the symmetry
of SU(3) representations under reflection about various axes in the weight space. This is
of great utility in constructing weight diagrams for SU(3) representations. In applications
of SU(3) to flavor symmetries, these SU(2) subgroups attain physical significance as well,
because of their connection to the physical quantum numbers for isospin and hypercharge.
Let us consider the isospin subgroups of SU(3) that are generated by (T±, T3). We may find
these easily by consulting the weight diagrams. Since restricting the full complement of
SU(3) generators to the set (T±, T3) leads to SU(2) weight spaces that are lines parallel to
the T3-axis, SU(2) isospin multiplets may be read directly from the sites in horizontal rows
of flavor SU(3) diagrams.

Example 9.3 The octet representation of flavor SU(3) is displayed in Fig. 9.5. From the
algebraic properties of the operators T± (recall the discussion in Section 3.3), we find
immediately that the top and bottom rows correspond to isospin doublets (T = 1

2 and
T3 = ± 1

2 ). Since the middle row contains a multiply occupied site, it cannot represent a
single irrep of SU(2). It clearly corresponds to the direct sum of an SU(2) scalar (T = 0)
and an SU(2) triplet (T = 1), as we could show formally by applying the highest-weight
algorithm for SU(2) to the horizontal rows. Hence, the SU(3) irrep 8 contains the SU(2)
irreps 1, 2 (twice), and 3 associated with the isospin subgroup.

9.4.2 Subgroup Analysis Using Young Diagrams

Subgroup analysis of unitary groups may also be carried out in terms of Young diagrams.
The use of Young diagrams has the advantage that it generalizes readily to all the unitary
groups, whereas the method just discussed in Section 9.4.1 requires detailed knowledge
of the weight space for each particular group. Determination of the SU(N − 1) content of
an SU(N) diagram hinges on the observation that the Young diagrams for the subgroup
SU(N − 1) cannot contain a box with the number N . The rule is to place Ns in the
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boxes consistent with the standard arrangements from no Ns up to the maximum allowed
number. Removing boxes containing Ns from the resulting diagrams leaves the diagrams
corresponding to the SU(N − 1) subgroup of SU(N). For example,

SU(N) : N
N

N
N

⇓ ⇓ ⇓ ⇓

SU(N − 1) :

(9.4)

upon implementing this prescription.

Example 9.4 Specializing to SU(3), Eq. (9.4) is just the octet example analyzed previously
using the weight space. After removing all columns containing two boxes from the bottom
row of Eq. (9.4) because the SU(2) subgroup has Young diagrams with only one row of
boxes,

+ (1) + + = 2 + 1 + 3 + 2.

Thus, we have shown that the same dimensionalities are obtained for the SU(3) octet upon
reduction to SU(2) by weight space analysis and by using Young diagrams.

We still must show that the isospin multiplets obtained in Example 9.4 are those of the
horizontal rows of the SU(3) weight diagram in Fig. 9.5. This is done easily using additivity
of the weights. For example, in the reduction

−→ = 2,

the allowed SU(3) diagrams are those in which no Ns (N = 3 in this case) appear. From
Table 9.2, the octet diagrams satisfying this condition and their weights (T3,Y ) are

1 1
2 m = 2m

(
1
)
+ m

(
2
)
=

(
1
2

, 1
)

,

1 2
2 m = m

(
1
)
+ 2m

(
2
)
=

(
−1

2
, 1
)

.

Therefore, this is a Y = 1, T = 1
2 isospin doublet, corresponding to the top row of the SU(3)

octet diagram in Fig. 9.5. In the reduction

3 −→

only the bottom box can contain a 3 and from Table 9.2 the allowed weights are

1 2
3 −→ m = m

(
1
)
+ m

(
2
)
+ m

(
3
)
= (0, 0),

1 1
3 −→ m = 2m

(
1
)
+ m

(
3
)
= (1, 0),

2 2
3 −→ m = 2m

(
2
)
+ m

(
3
)
= (−1, 0).
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Therefore, this is a Y = 0 isovector (T = 1), corresponding to the middle row of the SU(3)
octet in Fig. 9.5. Proceeding in this manner, upon restriction to the isospin subgroup the
diagrams

3 3
3

yield, respectively, the isoscalar with weight (0, 0) and the Y = −1 isodoublet in the bottom
row of the octet diagram. Hence, we have used Young diagrams to obtain the same SU(2)
content of the SU(3) octet as that found previously by inspection of the weight space.

9.5 Extensions of Flavor SU(3) Symmetry

Isospin is an excellent phenomenological symmetry of the strong interactions, good to a
few percent typically in particle masses for the lighter hadrons (those involving only the
up and down quarks and antiquarks). Likewise, for hadrons involving only up, down, and
strange quarks, flavor SU(3) symmetry is useful, with mass symmetry breaking typically
20% or less. It is natural to ask whether this approach can be extended to describe a broader
range of hadrons and their properties. Two general directions suggest themselves: the first
is to ask whether flavor SU(3) can be extended to a flavor symmetry of rank higher than
two, thereby incorporating more additive quantum numbers in the description of heavier
hadronic states; the second is to extend the flavor model by attempting to incorporate both
flavor and spin within the same group structure.

9.5.1 Higher-Rank Flavor Symmetries

From Table 9.1 there are three quarks (and corresponding antiquarks) known in addition
to the up, down, and strange quarks discussed to this point: charm (c), bottom (b), and
top (t). These quarks are associated with additional additive quantum numbers, suggesting
an extension of flavor SU(3) to higher-rank algebras. The simplest possibility is to expand
flavor SU(3) to the rank-3 algebra SU(4), thereby incorporating the charm quantum number
in addition to isospin and strangeness in the description of hadrons.

However, this is not a very fruitful approach because of the relative effective mass scales
for the known quarks. Isospin is a good symmetry because of the near equivalence of the
effective u and d quark masses. Flavor SU(3) is still a reasonably good symmetry because
the effective mass of the strange quark is larger than that of the up and down quarks, but
not so much larger. However, the effective mass of the charm quark is considerably greater
than that of the strange quark. Therefore, a flavor SU(4) symmetry turns out not to be very
useful because the corresponding symmetry breaking is large. Extensions to higher-rank
algebras to incorporate additive quantum numbers associated with bottom and top quark
degrees of freedom would be even worse because their mass scales are larger still.
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9.5.2 SU(6) Flavor–Spin Symmetry

A (somewhat) more promising extension of flavor SU(3) is motivated by noting that the
spin- 1

2 baryon octet and the spin- 3
2 baryon decuplet displayed in Fig. 9.1 differ in average

mass by an amount that is comparable to the splitting between isospin multiplets within
each of these SU(3) multiplets. This suggests that perhaps these two SU(3) multiplets –
which transform as different irreducible representations of SU(3) – might be part of
the same irreducible representation of a larger group. The baryon 8 and 10 differ in
one fundamental characteristic: the former consists of spin- 1

2 fermions and the latter
of spin- 3

2 fermions. Spin (real spin, not isospin!) is not a generator of SU(3) but is
a conserved quantum number in low-energy interactions. This invites us to consider a
larger group structure containing both flavor SU(3) and spin SU(2) as subgroups. The
simplest possibility is SU(6) ⊃ SU(3)flavor × SU(2)spin, with the SU(6) symmetry having a
six-dimensional fundamental representation of u, d, and s quarks, each with spin-up and
spin-down components (recall from Table 9.1 that the quarks are all spin- 1

2 fermions).
Thus, in flavor SU(3) the fundamental representation is a 3, representing three quark

flavors with no spin degrees of freedom [the spin degree of freedom for the quarks in the
flavor SU(3) model is not a part of the flavor symmetry and the full flavor–spin symmetry
is a direct product, SU(3)flavor × SU(2)spin]. But in the flavor–spin SU(6) symmetry the
fundamental representation is a 6, representing three quarks, each with two spin states. The
direct product of flavor and spin is a subgroup of SU(6) for which spin and flavor generators
commute, but the full SU(6) group incorporates flavor and spin degrees of freedom on the
same footing (a non-abelian flavor–spin algebra). This extension of SU(3) to include the
spin degree of freedom was proposed as a generalization of the Wigner supermultiplet
theory discussed in Section 10.3.2 to include the strangeness degree of freedom, thereby
enlarging the algebraic structure from SU(4) to SU(6) [101] .

9.5.3 Baryons and Mesons under SU(6) Symmetry

The quark model requires that baryons be composed of three valence quarks, suggesting
that a baryonic state under SU(6) is a direct product of three SU(6) fundamental
representations. Using the Young diagram methods introduced in Ch. 8 for the Clebsch–
Gordan series associated with direct products of unitary representations, we find that for
SU(6)

6 ⊗ 6 ⊗ 6 = 56 ⊕ 70 ⊕ 70 ⊕ 20. (9.5)

The fully symmetric 56 is exactly the right size to accommodate the baryon octet and
decuplet representations alluded to above: each octet member has 2s + 1 = 2

(
1
2

)
+ 1 = 2

possible spin states and each decuplet member 2
(

3
2

)
+ 1 = 4 possible spin states, giving

a total degeneracy of 2 × 8 + 4 × 10 = 56 for these two SU(3) flavor multiplets. This
decomposition of the 56 of SU(6) with respect to its SU(3) flavor and SU(2) spin subgroups
may be represented compactly as

56→ (8, 2) ⊕ (10, 4), (9.6)
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where the dimensionality on the left side is for the SU(6) representation and within each
set of parentheses on the right side the first number is the SU(3) flavor dimensionality and
the second number is the SU(2) spin dimensionality.

Example 9.5 The (10, 4) representation on the right side of Eq. (9.6) means the 10-
dimensional SU(3) flavor representation, for which each state is of spin s = 3

2 and therefore
corresponds to an SU(2) spin representation of dimension 2s + 1 = 2( 3

2 ) + 1 = 4.

Example 9.6 Meson states in the quark model have a quark–antiquark (qq̄) structure, which
suggests that a basic meson state in the SU(6) model corresponds to

6 ⊗ 6 = 35 ⊕ 1. (9.7)

The low-lying meson states in the SU(3) flavor model fit nicely into the SU(6) representa-
tion 35 of this decomposition.

The SU(6) model does a reasonably good job of describing lighter hadrons, with perhaps its
most notable success being a description of magnetic moments for baryons. This success
may be fortuitous because in a fully relativistic theory it is not possible to separate spin and
orbital degrees of freedom and only the total angular momentum of a particle is conserved.
Hence, flavor–spin SU(6) symmetry is inconsistent with Lorentz invariance (Chs. 13–14),
and should be viewed as only a low-energy approximation to a more correct theory.

Background and Further Reading

Flavor SU(3) symmetry is discussed in Close [42], Gasiorowicz [66], and Lichtenberg
[141]. Treatments of SU(6) flavor–spin symmetry may be found in Close [42].

Problems

9.1 Use the fundamental quark triplet and Young diagrams to construct the quark content
of the Δ decuplet illustrated in Fig. 9.4. ***

9.2 Use the Young diagram method to deduce the SU(2) isospin content of the SU(3)
flavor representations 6 and 27.

9.3 Use Young diagrams to deduce the isospin subgroup irrep content of the Δ decuplet
illustrated in Fig. 9.4.

9.4 Use Young diagrams and the methods of Ch. 4 to construct SU(3) flavor wavefunc-
tions for the Δ decuplet (baryon 10) of Fig. 9.4 having the appropriate permutation
symmetry. ***
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9.5 Use Young diagrams to deduce the SU(2) isospin irrep content of the flavor SU(3)
irrep (λ, μ) = (2, 1). ***

9.6 Use Young diagrams to find the SU(2) isospin content of the flavor SU(3) irreducible
representation (1, 2).

9.7 Use the methods of Ch. 4 to construct a proton flavor–spin wavefunction that is
symmetric with respect to flavor–spin exchange. Hint: See Problem 9.11. ***

9.8 If we assume a non-relativistic model, the magnetic moment of a point quark is
given by μi = qi/2mi , where qi is the charge and mi the effective mass of quark i.
Assume the magnetic moment of the proton to be given by the sum over valence
quark contributions

μp =

3∑
i=1
〈p1/2 | μiσ

i
3 |p1/2〉 ,

where |p1/2〉 denotes a proton in the MJ = J = 1
2 angular momentum state, and σi3

is a Pauli matrix operating on the spin wavefunction of the ith quark. Use the proton
wavefunction constructed in Problem 9.7 to show that the proton magnetic moment
is given by μp =

4
3μu − 1

3 ud , where μu and μd are magnetic moments of the up and
down quarks, respectively, and the u and d quark masses are assumed equal.

9.9 Construct a quark wavefunction for the neutron and proton, and use the results of
Problem 9.8 to show that for the ratio of magnetic moments for protons and neutrons,
μp/μn = − 3

2 , if we approximate mu = md .

9.10 Use Young diagrams to obtain the SU(6) Clebsch–Gordan series 6 ⊗ 6 ⊗ 6 = 56 ⊕
70 ⊕ 70 ⊕ 20 of Eq. (9.5) that is relevant for baryons, and the Clebsch–Gordan series
6 ⊗ 6 ⊗ 6 = 35 ⊕ 1 of Eq. (9.7) that is relevant for mesons.

9.11 Show that the if space, spin, and flavor are assumed to be the operative degrees
of freedom for particles in the baryonic 10 of Fig. 9.1(d), the ground states for the
spin- 3

2 baryons are in conflict with the Pauli principle (which requires a fermionic
wavefunction to be totally antisymmetric). Assume an additional degree of freedom
(color) associated with a new SU(3) symmetry of the quarks that is independent
of flavor SU(3), with the quarks transforming as fundamental representations under
the color SU(3) symmetry. Show that the Pauli principle can now be satisfied if the
particles of the baryon decuplet transform as a 10 with respect to flavor SU(3) but as
a 1 with respect to color SU(3). ***



10 Harmonic Oscillators and SU(3)

The three-dimensional harmonic oscillator is important in many areas of physics and it is
well known that the 3D quantum oscillator exhibits an unusually high level of degeneracy.
We have learned that non-accidental degeneracy is typical of a Hamiltonian invariant with
respect to some symmetry. The degeneracy of the oscillator exceeds that deriving from
rotational invariance, so it may be expected that the group associated with this symmetry
is larger than the SO(3) of angular momentum. In this chapter we demonstrate that the 3D
isotropic harmonic oscillator has an SU(3) symmetry. As one example of exploiting this
insight, this symmetry will be used to simplify the discussion of collective motion in light
atomic nuclei.

10.1 The 3D Quantum Oscillator

The Hamiltonian of the three-dimensional isotropic harmonic oscillator may be
expressed as

H =
1
2
(
p2 + r2

)
, (10.1)

where the coordinate is r , the momentum is p, and natural units M = � = ω = 1, with M
the effective mass and ω the oscillator frequency, have been used.

10.1.1 Eigenvalues

It is convenient to introduce the operator a and its hermitian adjoint a† through the relations

a† ≡ 1
√

2
(r − ip) a ≡ 1

√
2

(r + ip). (10.2)

From the usual commutation rules for the coordinates and momenta, it is easy to show that
the operators a† and a satisfy the bosonic commutation relations[

ai , a†j
]
= δi j

[
ai , a j

]
=
[
a†i , a†j

]
= 0, (10.3)

where indices refer to the cartesian axes for the oscillator. The Hamiltonian is then

H = a† · a + 3
2

, (10.4)

which has energy eigenvalues E = n + 3
2 , where n = 0, 1, 2, . . . ,∞.

174
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10.1.2 Wavefunctions

Commutators for components of a† and a with the Hamiltonian are given by

[ aq , H ] = aq [ a†q , H ] = −a†q . (10.5)

These may be proved easily using Eq. (10.3), as illustrated in Example 10.1.

Example 10.1 Utilizing Eqs. (10.3) and (10.4)

[ a†q , H ] = a†q
∑
p

a†pap −
∑
p

a†papa†q

=
∑
p

a†pa†qap −
∑
p

a†p (δpq + a†qap)

=
∑
p

a†pa†qap − a†q −
∑
p

a†pa†qap

= −a†q .

By an analogous proof, [ aq , H ] = aq .

From the commutators (10.5), we conclude in Problem 10.1 that, if Hψ = Eψ, then

H (aqψ) = (E − 1)(aqψ) H (a†qψ) = (E + 1)(a†qψ).

Therefore, a†q raises the oscillator energy by one unit, through creation of an oscillator
quantum along the q-axis, and aq lowers the energy by one oscillator unit, through
annihilation of an oscillator quantum along the q-axis. These operators are termed creation
and annihilation operators because of this property. The normalized wavefunctions
|n1n2n3〉 may be expressed using the creation operators as [224]

|n1n2n3〉 =
3∏
i=1

(
a†i
)ni

√
ni!
|000〉 , (10.6)

where the vacuum state |000〉 satisfies ai |000〉 = 0, and where the total number of oscillator
quanta is N = n1 + n2 + n3. This implies a high degeneracy for the 3D oscillator, since
various combinations of n1, n2, and n3 can give the same total N defining an energy state.

10.1.3 Unitary Symmetry

To find the symmetry associated with the high level of oscillator degeneracy it is useful to
define nine shift operators Ãi j by the anticommutation relations

Ãi j ≡
1
2
{
a†i , a j

}
=

1
2
(
a†i a j + a ja

†
i

)
. (10.7)

The Ãi j are called shift operators because they act to annihilate an oscillator quantum along
one axis and to create one along another axis. They satisfy

[ Ãi j , Ãkl ] = δ jk Ãil − δil Ãk j , (10.8)
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so they are closed under commutation and form a Lie algebra. The algebra is found to be
U(3), which is not semisimple because the diagonal operators Ãii form a self-commuting
set and H ≡ Ã11 + Ã22 + Ã33 commutes with all other operators, [ H , Ãkl ] = 0. If H
is omitted from the set of nine operators the algebra is restricted to the special unitary
subgroup, U(3) ⊃ SU(3). The omitted generator implements unitary transformations of the
form U0 = eiλH , which modify the basis functions by a phase and are not of physical
significance if the total energy of the system (number of oscillator quanta) is fixed.
Therefore, SU(3) will be taken as the 3D oscillator symmetry.

That we are dealing with a U(3) or SU(3) symmetry also could be inferred from
the general arguments about many-particle states and single-particle unitary multiplets
used in Ch. 8. For the 3D isotropic oscillator there are three degenerate fundamental
states, each corresponding to a single oscillator quantum along one of the three axes,
from which more complicated states can be built. If n quanta are distributed on these
N = 3 states the situation is as discussed in Section 8.6 and Box 8.1, and we expect
a U(3) ⊃ SU(3) symmetry for the corresponding many-body problem. Collecting the
preceding observations, the generators of SU(3) may be taken to be

Ai j ≡ Ãi j −
H
3
δi j (i, j = 1, 2, 3), (10.9)

with the understanding that only eight are linearly independent. We may then write

C =
∑
i j

Ai j Aji (10.10)

for the quadratic SU(3) Casimir operator C.

10.1.4 Angular Momentum Subgroup

The orbital angular momentum operator is L = r × p = ia × a†, with components

L
k
= iε

i jk
aia

†
j , (10.11)

where the second-quantized form follows from the definitions (10.2) and the completely
antisymmetric rank-3 tensor εi jk has the properties summarized in Table 3.2. Therefore,
the operators for cartesian components of the angular momentum are

Lx = i(A32 − A23) = i
(
aya†z − aza†y

)
,

Ly = i(A13 − A31) = i
(
aza†x − axa†z

)
,

Lz = i(A21 − A12) = i
(
axa†y − aya†x

)
.

(10.12)

These angular momentum components form an SO(3) algebra under commutation and they
commute with the oscillator Hamiltonian (see below). Therefore the isotropic harmonic
oscillator in three dimensions is rotationally invariant and its states may be classified in
terms of an SO(3) subgroup of SU(3). This means that we can form linear combinations of
the SU(3) generators Ai j that simultaneously have definite transformation properties under
both SU(3) and the angular momentum SO(3) subgroup (they will be spherical tensors).
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10.1.5 SO(3) Transformation Properties

Using the commutation relations (10.3), it is easy to show that

[ Li , a†j ] = iε
i jk

a†
k
, (10.13)

with a similar relation for ai . Comparing with Eq. (6.59), we see that the oscillator creation
and annihilation operators transform as rank-1 tensors (vector operators) under SO(3), and
the nine bilinear products a†i a j transform under the orbital angular momentum subgroup
as the SO(3) direct product

D(1) ⊗ D(1) = D(0) ⊕ D(1) ⊕ D(2) . (10.14)

Thus, linear combinations of SU(3) generators may be constructed that transform as SO(3)
spherical tensors of rank zero, one, and two. The SO(3) tensor of rank zero is essentially
the Hamiltonian H =

∑
q a†qaq+

3
2 . The rank-1 tensor is just the angular momentum, which

has spherical components

L+1 =
1
√

2
(A13 − A31) +

i
√

2
(A23 − A32),

L−1 =
1
√

2
(A13 − A31) − i

√
2

(A23 − A32) L0 = i(A21 − A12),
(10.15)

the rank-2 or quadrupole tensor has the spherical components

Q1 = −
√

6
2

(A13 + A31) − i

√
6

2
(A23 + A32),

Q−1 =

√
6

2
(A13 + A31) − i

√
6

2
(A23 + A32),

Q2 =

√
6

2
(A11 − A22) + i

√
6

2
(A21 + A12),

Q−2 =

√
6

2
(A11 − A22) − i

√
6

2
(A21 + A12),

Q0 = −A11 − A22 + 2A33,

(10.16)

and the additional generator for U(3) is the SO(3) scalar

H0 = A11 + A22 + A33. (10.17)

Using Eq. (10.8), these spherical tensors are found to satisfy the commutation relations

[ Lk , Lq ] = −
√

2 〈1k1q | 1(k + q)〉 Lk+q [ Qk , Lq ] = −
√

6 〈2k1q | 2(k + q)〉Qk+q ,

[ Qk , Qq ] = 3
√

10 〈2k2q | 1(k + q)〉 Lk+q [ H , Lk ] = [ H , Qk ] = 0. (10.18)

In terms of the spherical tensors L and Q, Eq. (10.10) may be used to write

CSU(3) =
1
6
Q · Q,+

1
2
L · L, (10.19)

for the quadratic SU(3) Casimir operator.
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10.1.6 Group Structure

The operators (L0, L±) form an SO(3) subgroup and L0 may be chosen as the generator of
an SO(2) subgroup of SO(3), so the group structure for the 3D isotropic oscillator is

U(3) ⊃ SU(3) ⊃ SO(3) ⊃ SO(2), (10.20)

where the SO(2) subgroup is relevant only if spatial isotropy is broken by a field. By
virtue of this subchain decomposition, harmonic oscillator states may be labeled by a total
oscillator quantum number N associated with U(3), the quantum numbers (λ, μ) associated
with the SU(3) subgroup, and the angular momentum quantum numbers (L, M) associated
with the SO(3) subgroup. Additional quantum numbers may come from symmetries
that are direct products with the U(3) symmetry. For example, parity will be a good
quantum number for oscillator states because space inversion commutes with the oscillator
generators (see Box 22.6). These additional quantum numbers will not be displayed in the
present discussion unless specifically required.

10.1.7 Many-Body Operators

An important application of the preceding discussion is to the motion of a particle moving
in a 3D potential with a linear restoring force in the three cartesian directions. If the “spring
constant” is assumed to be the same in all three directions, we refer to such a potential as
an isotropic oscillator potential. Since such linear restoring terms appear in the low-order
expansion of arbitrary well-behaved potentials about a minimum, the oscillator potential is
a useful first approximation in many quantum-mechanical problems involving the motion
of particles in potential wells. The simplest example involves the motion of a single particle
in such a potential, with the particle carrying one oscillator quantum along one of the three
independent axes. In more complicated situations a single particle may carry more than one
oscillator quantum and there may be more than one particle in the system. The results just
discussed generalize in a straightforward fashion to many-body operators that are sums of
the corresponding single-particle operators. For an A-particle system,

H =
A∑
t=1

H (t) Ai j =

A∑
t=1

Ai j (t) Lq =

A∑
t=1

Lq (t) Qq =

A∑
t=1

Qq (t). (10.21)

The single-particle operators on the right sides and the many-body operators on the left
sides of these equations both obey the previous equations for the oscillator group structure.

10.2 SU(3) and the Nuclear Shell Model

The nuclear many-body problem is greatly simplified by the shell model (mean field)
approximation in which the nucleons are described by a Hamiltonian
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H = T0 + V0 +UR UR =
∑
i

Vi +
∑
i< j

Vi j , (10.22)

where T0 is the kinetic energy, V0 is the average single-particle potential, and UR is the
residual interaction, simplified here to contain only one-body terms Vi and two-body
terms Vi j .1 For light nuclei (say atomic mass number A < 30), the potential V0 is well
approximated by a 3D isotropic harmonic oscillator potential V0 � �ω0

(
x2 + y2 + z2) =

�ω0r2. This approximation fails for heavier nuclei because the radial shape of the potential
at the nuclear surface deviates substantially from the harmonic-oscillator form, and (most
importantly) because a spin–orbit contribution to the potential can no longer be neglected
relative to the spatial part. Figure 10.1(a) compares the radial shape of a realistic single-
particle nuclear potential with the harmonic approximation; Fig. 10.1(b) compares the
single-particle energy levels in the harmonic approximation with more realistic ones that
include a more correct shape for the radial potential and a spin–orbit interaction.

The residual interaction UR � VP + VQ is dominated by short-range pairing correlations
VP and longer-range quadrupole correlations VQ. Pairing correlations are of particle–
particle or hole–hole type (created by a†a† or aa).2 They favor spherical symmetry,
dominate UR near closed shells, and are responsible for effects such as the appearance of
a pairing gap in the single-particle spectrum and large modifications of moments of inertia
from that expected for independent particles. Quadrupole correlations are of particle–hole
type (created by a†a) and tend to dominate UR further from the closed shells. They abet
the formation of a deformed intrinsic mean field and are responsible for the low-lying
collective vibrations and rotations that are seen in many nuclei.

10.3 SU(3) Classification of SD Shell States

If the nuclear single-particle potential is approximated by an isotropic oscillator, we
may expect that the states can be classified according to SU(3) oscillator symmetry.
Figure 10.1(b) suggests that the most fruitful area for applying this idea is in the shell
containing the 2s and 1d harmonic oscillator levels. In nuclear physics this is called the SD
shell; it is the valence shell being filled for both neutrons and protons between 16O and 40Ca
in the chart of isotopes. For the lower 1p shell the application of SU(3) symmetry yields lit-
tle new insight, while for heavier shells spin–orbit interaction alters the level scheme from
that of an oscillator potential, invalidating the conditions for application of the symmetry.
Accordingly, we consider the nuclear shell model in harmonic oscillator approximation for
the SD shell in the examples to be addressed in this chapter. As discussed in Box 10.1,

1 The restriction of UR to no more than two-body forces is motivated by the average separation of nucleons
implied by the density of nuclear matter being sufficiently large compared with the range of the residual
interaction to make three-body or higher interactions less likely.

2 The operator a† creates a particle and the operator a destroys a particle, or equivalently creates a “hole”
(absence of a particle). Thus the “particle–particle operator” a†a† creates two particles, the “hole–hole
operator” aa creates two holes, and the “particle–hole operator” a†a creates a particle and a hole.
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Fig. 10.1 (a) Comparison of a spherical oscillator potential with a realistic shell model potential. (b) Energy levels in light
nuclei for an oscillator potential (left) and for a realistic potential including spin–orbit interaction (right).
Oscillator levels are labeled by the oscillator shell number and letters s, p, d, f, g denoting orbital angular momenta
0, 1, 2, 3, 4, respectively. Levels in the realistic potential are labeled by letters for orbital angular momentum and a
subscript giving total angular momentum. Shell gaps are indicated by circled nucleon numbers. A more realistic
shell model extending to heavier nuclei will be given in Fig. 31.1.

we shall consider symmetries built on more general nuclear degrees of freedom that are
applicable to a broader range of nuclear structure problems in later chapters.

10.3.1 Classification Strategy

Accounting for the (2L + 1) orbital angular momentum degeneracy of the orbitals, the SD
shell in harmonic approximation consists of six degenerate orbitals: five associated with
the 1d level and one with the 2s level in Fig. 10.1(b). By the considerations of Ch. 8, with
six orbitals available the orbital symmetry of the shell is expected to be U(6) ⊃ SU(6),
where restriction to the special unitary group follows from the now familiar procedure of
neglecting an overall phase in the transformations. Since we assume the particles to move
in an oscillator potential, it must also be possible to classify states in the SD shell according
to the SU(3) oscillator chain (10.20). Therefore, the oscillator symmetry SU(3) must be a
subgroup of the orbital SU(6) symmetry (see Harvey [106], Appendix E), and we will
classify states according to

SU(6) ⊃ SU(3) ⊃ SO(3) ⊃ SO(2). (10.23)
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Box 10.1 Groups, Algebras, and Nuclear Structure

In this book we will discuss several ways in which symmetries have been used to simplify the nuclear
many-body problem. The Elliott Model discussed in this chapter assumes that the quadrupole portion of the
residual interaction is dominant. The Quasispin Model introduced in the problems of Ch. 31 assumes that the
nucleon pairing dominates the residual interaction. The Fermion Dynamical Symmetry Model described in
Ch. 31 assumes that both the pairing and quadrupole interactions are important in the residual interaction. All
of these are attempts to solve the nuclear shell model problem by algebraic means (use of Lie algebras and Lie
groups to compute matrix elements of observables) assuming the nucleons to be fermions. A fourth algebraic
approach that we will mention for nuclear structure but not discuss in depth is the Interacting Boson Model,
which replaces the fermion problem by one that is less realistic but easier to solve: interacting pairs of nucleons
that are assumed to obey boson statistics rather than the fermion statistics of the individual nucleons. In the
remainder of this chapter we describe the Elliott model, with these other methods discussed in the chapters
indicated above.

Our procedure will be to classify according to the permutation group Sn for n particles in
the SD shell, since this is equivalent to a classification with respect to the SU(6) orbital
symmetry. Then we will classify with respect to the permutation group SN , where N
is the number of oscillator quanta carried by the particles, since this is equivalent to a
classification with respect to the SU(3) oscillator symmetry. Finally, we will classify these
states according to their orbital angular momentum content.

10.3.2 Orbital and Spin–Isospin Symmetry

The orbital symmetry expected in light nuclei may be deduced from the net attractive
nature of the nucleon–nucleon interaction at the relevant energies and the generalized Pauli
exclusion principle, which states in this context that if the total wavefunction is written as
a product of a space (orbital) part and a spin–isospin part, ψ = ψorbital ·ψspin–isospin, then the
product of the permutation symmetries for the orbital and spin–isospin symmetries must
be antisymmetric. Considerable insight may be obtained by assuming the nucleon–nucleon
interaction to be (1) charge independent (see Section 3.4.4) and (2) spin independent. The
first assumption is rather good; the second is not as good but not unreasonably so for the
light nuclei. A single nucleon with (T = 1

2 , S = 1
2 ) can be in any of four states,




 1
2 , 1

2

〉 


 1
2 ,− 1

2
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− 1
2 , 1

2
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− 1
2 ,− 1

2

〉
,

conveniently labeled by the third components of spin and isospin |T3, S3〉. If the nucleon–
nucleon interaction is independent of both spin and isospin, these will be degenerate in
energy and form the basis of a four-dimensional fundamental representation of SU(4) [by
analogy with the SU(6) flavor–spin symmetry discussed in Section 9.5]. This spin–isospin
unitary symmetry is termed the Wigner supermultiplet theory [209]. Thus, at this level of
approximation the spin–isospin symmetry is SU(4) and the orbital symmetry is SU(6).
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10.3.3 Permutation Symmetry

Orbital and spin–isospin variables represent independent degrees of freedom for the same
particle, so the total wavefunction will transform as the direct product of Sn representations
associated with SU(4) and SU(6), as discussed in Section 4.5.1. But the antisymmetry
requirement for the total wavefunction and the rules for forming the direct product of
permutation group representations permit this only if the two Sn representations are asso-
ciate (related by interchanging rows and columns in their Young diagrams). Since SU(4)
diagrams can have no more than four boxes in each column, the associate SU(6) orbital
symmetry diagrams are restricted to having no more than four boxes in any row, if the
total wavefunction is to be antisymmetric. The general result for wavefunctions where the
effective interaction is attractive between particles is that the lowest-energy orbital states
are the ones that are maximally symmetric, subject to required overall antisymmetry for the
total wavefunction. This is because symmetric many-body orbital states tend to maximize
the time that particles spend near each other, which is optimal if the net interaction is attrac-
tive.3 Therefore, for spin–isospin independent forces the lowest-energy states will have
orbital symmetry corresponding to the most symmetric Young diagrams, but antisymmetry
restricts these to having no more than four boxes per row. Example 10.2 illustrates.

Example 10.2 For six particles in the SD shell

are the SU(4) diagrams having four boxes in a column and the four-column graphs

are the associate U(6) diagrams.

Since only the product of associate diagrams gives completely antisymmetric wavefunc-
tions and the attractive nucleon–nucleon interaction favors symmetric orbital configura-
tions, SU(6) irreps corresponding to partitions [42] and [411] are expected to lie lowest in
energy for six particles in the SD shell. We shall see that this is the observed situation.

10.3.4 Example: Two Particles in the SD Shell

As an example of the general classification scheme, let us consider the states resulting from
placing two particles in the SD shell.

3 In atomic physics similar considerations lead to Hund’s rules, but in that case the electrons interact by a net
repulsive effective interaction and prefer antisymmetric orbital states that minimize the time particles spend
near each other.
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SU(6) Classification: The classification with respect to the SU(6) symmetry is equivalent
to the classification for irreps of the permutation group S2 for the two particles distributed
on the six available orbitals (Section 8.6). Since this is a two-particle state, the SU(6)
dimensionality of the allowed Young diagrams is (Section 8.8)

Dim
(
[2]
)
= Dim

( )
= 21 Dim

(
[11]

)
= Dim

( )
= 15.

The total dimensionality is 21 + 15 = 36, corresponding to the 62 = 36 independent states
that may be formed by placing two particles in six orbitals. From the preceding considera-
tions, we expect the symmetric partition [2] to lie lower in energy than the [11] partition.

SU(3) Classification: Now let us classify according to the SU(3) oscillator symmetry for
these two-particle states. For a single-particle state with N = 0, 1, 2, . . . oscillator quanta,
the corresponding SU(3) representations are (λ, μ) = (0, 0), (1, 0), (2, 0), . . . , as may be
seen in the following way. The SU(3) symmetry refers to the oscillator quanta, so the
boxes in the Young diagrams for SU(3) denote the number of oscillator quanta, not the
number of particles as was the case for the SU(6) orbital symmetry. For the SD shell
N = 2, so each particle in the 2s or 1d orbital carries two oscillator quanta and we expect
that single-particle states correspond to two-box SU(3) diagrams,

However, the second diagram is not permitted because a one-particle state cannot be
antisymmetrized, as illustrated explicitly in the following example.

Example 10.3 Suppose a state with one oscillator quantum in the x direction and one in the
y direction. The symmetric one-particle state is ψS � a†xa†y but the antisymmetric state is
ψA � a†xa†y − a†xa†y = 0. Only the symmetric combination is non-zero.

Hence, for the N = 2 oscillator shell the one-particle SU(3) state is the symmetric two-
oscillator quantum state = (2, 0). Now n-particle SU(3) states can be constructed
from the direct product of single-particle states, and they are generally reducible to
SU(3) irreps by exploiting the outer product of the permutation groups, as described in
Section 8.9. Since each particle in an N�ω shell carries N oscillator quanta, an n-particle
state corresponds to (n× N )-box Young diagrams. Specifically, for two particles (n = 2) in
the SD shell (N = 2) the SU(3) Clebsch–Gordan series is, in several alternative notations,

⊗ 1 1 = 1 1 ⊕ 1
1 ⊕ 1 1

(2, 0) ⊗ (2, 0) = (4, 0) ⊕ (2, 1) ⊕ (0, 2), (10.24)
6 ⊗ 6 = 15 ⊕ 15 ⊕ 6.

Because from Eq. (10.23) the oscillator symmetry SU(3) is a subgroup of the orbital
symmetry SU(6), these SU(3) representations must fit into the SU(6) representations
15 and 21 in such a way that each SU(3) representation is contained entirely in a single
SU(6) representation. For simple cases these assignments can often be done by inspection.
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Fig. 10.2 Classification for two particles in the SD shell. (a) Classification with respect to SU(6) ⊃ SU(3). (b) Classification
with respect to the SO(3) orbital angular momentum subgroup of SU(3).

Example 10.4 In Eq. (10.24) the (4, 0) representation consists of a horizontal row of boxes,
so it must be symmetric and must correspond to the symmetric SU(6) partition [2]. This
accounts for 15 of the 21 states transforming as the [2]. The remaining six states of the
[2] must correspond to the SU(3) representation (0, 2), leaving the 15-dimensional (2, 1)
representation of SU(3) to be assigned to the 15-dimensional SU(6) partition [11].

In summary, for two particles in the SD shell the complete classification with respect to
the group chain SU(6) ⊃ SU(3) is given in Fig. 10.2(a). By a similar procedure we may
classify all SD shell n-particle states. Such classifications may be found in Refs. [53, 55].

SO(3) Classification: The n-particle states of the SD shell have been classified according
to the symmetry SU(6) ⊃ SU(3). The classification with respect to the SO(3) orbital
angular momentum subgroup of SU(3) is summarized in Fig. 10.2(b), where N represents
the number of oscillator quanta, (λ, μ) specifies the SU(3) representation, and L labels
the SO(3) representation. Thus, a one-oscillator quantum state transforms as the L = 1
representation of SO(3), while a two-oscillator quantum state can correspond to either the
(2, 0) or the (0, 1) representation of SU(3), with L = 0, 2 in the former case and L = 1
in the latter case (which is possible only for multiparticle states since the diagram is
antisymmetric).

These results may be obtained in several ways. One notes that the dimensionalities of
the SU(3) representations (1, 0), (2, 0), and (0, 1) are 3, 6, and 3, respectively, and that the
dimensionalities of the SO(3) representations are 2L + 1, which requires the assignments
in Fig. 10.2(b) if the representations of the SO(3) subgroup are to fit completely within
the SU(3) representations. Also, one notes that the operators a†q and aq that create and
annihilate the oscillator quanta transform as vector operators under SO(3), so single-
quantum states must correspond to L = 1 and states with two oscillator quanta correspond
to L = 0, 1, 2, with L = 0, 2 belonging to the symmetric representation and L = 1 to
the antisymmetric representation, by dimensionality arguments. Proceeding in this way,
a general rule may be obtained for the orbital angular momentum quantum numbers that
occur for an SU(3) representation (λ, μ) under the reduction SU(3) ⊃ SO(3),

L = K , K + 1, . . . , K +max(λ, μ) (K � 0),
L = max(λ, μ), max(λ, μ) − 2, . . . , 1 or 0 (K = 0),

K ≡ min(λ, μ), min(λ, μ) − 2, . . . , 1 or 0,
(10.25)

with min(λ, μ) the minimum and max(λ, μ) the maximum value of the pair λ and μ.
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Example 10.5 If there are four particles in the SD shell an SU(3) representation (4, 2) occurs
in the reduction of the orbital symmetry. Applying Eq. (10.25), we find that K = 0, 2, with
L = 0, 2, 4 for K = 0 and L = 2, 3, 4, 5, 6 for K = 2.

The reduction under SO(3) ⊃ SO(2) is obvious, since each value of L that labels a (2L+1)-
dimensional SO(3) representation implies 2L + 1 one-dimensional irreps of the subgroup
SO(2), each labeled by the magnetic quantum number ML . Therefore, we have outlined a
method of labeling n-particle states for the SD shell under the subgroup chain

SU(6)orbital ⊃ SU(3)oscillator ⊃ SO(3)L ⊃ SO(2)ML
. (10.26)

As will be seen, this symmetry and the corresponding labeling of states permits a spectrum
to be obtained analytically.

10.4 SU(2) Subgroups and Intrinsic States

In our discussion of SU(3) flavor symmetries in Ch. 9, several SU(2) subgroups that are
of mathematical and sometimes physical importance were considered. The SU(3) flavor
symmetries do not contain orbital angular momentum as a subgroup, since the flavor
symmetries are assumed to act on internal (not spacetime) degrees of freedom of the
strongly interacting particles.4 If a group chain is constructed in the oscillator model that
is the analog of the isospin decomposition of flavor SU(3), the chain does not contain the
angular momentum SO(3) subgroup and the corresponding states do not have a definite
value of the physical angular momentum. In many-body physics, a state that does not
have a definite value of the total angular momentum (or some other normally conserved
quantum number) is called an intrinsic state. Such states are useful because states with
good quantum numbers can be recovered from intrinsic states using projection integrals
(see Ch. 22), and because intrinsic states acquire a physical meaning in the classical limit.
Such states are examples of spontaneous symmetry breaking, which will be discussed
extensively later.

10.4.1 Weight Space Operators and Diagrams

Let us establish a connection between oscillator SU(3) operators and the flavor SU(3)
operators of Ch. 8. As shown in Problem 10.7, from Eqs. (8.2) and (8.7)–(8.8), we find
relations like

T3 ≡
1
2

(Nx − Ny ) T+ = a†xay ,

T− = a†yax Y ≡ 1
3

(Nx + Ny − 2Nz ),
(10.27)

4 The Lorentz spacetime symmetries, including rotational invariance, would be treated as a direct product with
the SU(3) flavor symmetry. Flavor SU(3) has subgroups with the angular momentum SU(2) algebra but
the interpretation of the generators for these subgroups is not that of physical angular momentum [see the
discussion of SU(6) flavor–spin symmetry in Ch. 9].
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Fig. 10.3 Weight diagrams for two particles in the nuclear SD shell. These correspond to (a) (λ, μ) = (4, 0),
(b) (λ, μ) = (0, 2), and (c) (λ, μ) = (2, 1) representations of SU(3).

where T3 and Y label the states and the T± are stepping operators moving horizontally
in the SU(3) oscillator representations by one unit of T3, analogous to the isospin raising
and lowering operators in flavor SU(3). As an example of constructing weight diagrams,
consider two particles in the SD shell, which leads to the SU(3) representations (4, 0),
(0, 2), and (2, 1). The corresponding weight diagrams are shown in Fig. 10.3, with each
site in the weight diagram labeled by the integers (Nx , Ny , Nz ). These diagrams have
been constructed using the methods in Ch. 8, and the identifications in Eq. (10.27) and
Problem 10.7 [56, 193].

Example 10.6 In the (4, 0) representation of Fig. 10.3(a) the maximal weight state is given
by Eq. (8.13): T3 = 2 and Y = 4

3 , and since the number of oscillator quanta is N = 4 for two
particles in the SD shell and Nx + Ny + Nz = N , the upper right occupied site corresponds
to (Nx , Ny , Nz ) = (400). Using the properties of the stepping operators worked out in
Problem 10.7 (for example, application of T− decreases Nx by one and increases Ny by
one), Fig. 10.3(a) is easily constructed.

The weight diagram of Fig. 10.3(b) for the (0, 2) representation and of Fig. 10.3(c) for the
(2, 1) representations can be constructed in a similar way as for Example 10.6.

10.4.2 Angular Momentum Content of Multiplets

The angular momentum content for states in each of these multiplets may be determined
as follows [56]. The angular momentum operator Lz = L3 is
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Lz = −i
(
a†xay − a†yax

)
= −i (T+ − T−)

= −i(Tx + iTy − Tx + iTy )

= 2Ty . (10.28)

Hence, within a representation (λ, μ) eigenvalues of Lz equal those of 2Ty , and this set of
eigenvalues is the same as the set for 2T3. Thus eigenvalues for Lz are the same as those
for 2T3 = Nx − Ny , which may be read from the weight diagrams. Once Lz values are
enumerated, the SO(3) highest-weight algorithm gives the values of L in the SU(3) irrep.

Example 10.7 Occupied sites for the (4, 0) irrep in Fig. 10.3(a) correspond to Lz =

{4, 3, 2, 2, 1, 1, 0, 0, 0, −1, −1, −2, −2, −3, −4}, so by the highest-weight algorithm of
Section 3.3.4 we obtain L = 0, 2, and 4. Likewise, L = 0, 2 for the (0, 2) representation of
Fig. 10.3(b) and L = 1, 2, 3 for the (2, 1) representation of Fig. 10.3(c). These agree with
Eq. (10.25).

We emphasize that the angular momentum decomposition for the oscillator wavefunctions
described here is not the same process as the restriction from flavor SU(3) to isospin SU(2)
described in Section 9.4. The generators of angular momentum SO(3) and those of isospin
SU(2) have the same Lie algebra, but the microscopic structure and corresponding physical
interpretation of their generators differ fundamentally.

10.5 Collective Motion in the Nuclear SD Shell

Certain atomic nuclei having valence particles in the SD shell exhibit a rotational spectrum
E � J (J + 1) for states of angular momentum J, with electromagnetic transitions between
these states strongly enhanced relative to that for uncorrelated single-particle motion.
A major triumph of the Elliott model was a microscopic explanation of these collective
modes using the SU(3) oscillator symmetry. In this section we consider an approximate
solution of the shell model Hamiltonian for the SD shell that exploits the symmetries we
have discussed to provide a description of the low-lying states in the SD shell.

10.5.1 Hamiltonian

The residual interaction UR may be approximated in the SD shell by

UR = aVM +
1
4

b Q · Q, (10.29)

where a and b are parameters and VM is a Majorana potential of the form

VM =
1
4

V0(1 + σ1 · σ2)(1 + τ1 · τ2). (10.30)
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In this expression, σ denotes Pauli spin operators and τ denotes the corresponding Pauli
isospin operator. Thus VM is both a spin and isospin scalar. The second term in Eq. (10.29)
is the quadrupole–quadrupole interaction, with

Q · Q =
A∑
i=1

Q(i) · Q(i) +
∑
i�j

Q(i) · Q( j). (10.31)

The first term contributes to the effective single-particle energy and the second term is the
two-body quadrupole–quadrupole interaction, which is the most important part of the long-
range residual nucleon–nucleon interaction. Absorbing the first term into the single-particle
energy H0 and utilizing Eq. (10.19) for the SU(3) quadratic Casimir operator CSU(3)

Q · Q =
∑
i�j

Q(i) · Q( j) = 6CSU(3) − 3L · L.

Therefore, an approximate shell model Hamiltonian for the SD shell is

H = H0 +UR = H0 + aVM +
3
2

b CSU(3) −
3
4

b L · L, (10.32)

where H0 is a single-particle energy contribution.

10.5.2 Group-Theoretical Solution

The Hamiltonian (10.32) is composed of scalars with respect to the group chain (10.23).
This means that it is diagonal in the basis labeled by the quantum numbers of the chain
and eigenvalues can be found analytically if H0 and the coefficients a and b are specified.
First, consider the Majorana operator (10.30). For Young diagrams with no more than four
columns (the maximum allowed for total antisymmetry if the forces are spin and isospin
independent) a general formula can be derived for its expectation value in a state of definite
permutation symmetry [49]

〈VM〉 = n2 + 2n3 + 3n4 −
1
2

4∑
i=1

ni (ni − 1), (10.33)

where ni is the number of boxes in the column i.

Example 10.8 For two particles in the SD shell the expectation values of the Majorana
operator in the irreps labeled by the partitions [2] and [11] are 〈VM〉[2] = 1 and 〈VM 〉[11] =

−1. Here, as for the general case, the Majorana term favors the more symmetric state if the
coefficient a in (10.32) is negative, as the data require.

The expectation value of the SU(3) quadratic Casimir operator in the state (λ, μ) is

〈C〉λμ = 4
(
λ2 + μ2 + λμ + 3λ + 3μ

)
. (10.34)

Because the constant b is required by data to be negative, SU(3) configurations that
maximize 〈C〉 are expected to lie lowest in energy. Finally, for states of good orbital angular
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momentum 〈L · L〉 = L(L + 1) and the energy of an SD shell state may be written in this
approximation as

E = E0 + a〈VM〉 +
3
2

b〈C〉λμ −
3
4

bL(L + 1), (10.35)

where 〈VM〉 is given by Eq. (10.33) and 〈C〉λμ is given by Eq. (10.34).

10.5.3 The Theoretical Spectrum

Figure 10.4 illustrates a typical calculation retaining only the lowest representations from
the spectrum (10.35). In the left column the Majorana term splits the orbital SU(6)
degeneracy, favoring the more symmetric orbital representations. In the second column the
addition of the SU(3) Casimir term splits the SU(6) multiplets, with the representations
of SU(3) within a given SU(6) multiplet that maximize the expectation value of the
Casimir operator lying lowest in energy. Finally, the third column adds the splitting of the
degeneracy within an SU(3) multiplet by the 〈L2〉 ∼ L(L+1) term. The right column shows
the experimental low-energy spectrum observed in 20Ne. The calculation is seen to be in
qualitative agreement with observations. In particular, a rotational spectrum is produced
and further calculations within the model demonstrate that these are collective states, with
enhanced electromagnetic transition probabilities similar to those observed experimentally
(see Fig. 11.6). Calculations for higher-lying states that include additional representations
exhibit qualitative agreement with data but reproduce details less well.

The procedure outlined in this chapter for an approximate solution of the nuclear shell
model is powerful, and is a prototype for even more ambitious applications of groups and
algebras to the many-body problem that will be discussed in subsequent chapters. As for
the relatively simple example discussed here, if we can classify states with respect to some

Fig. 10.4 Low-energy states for the nucleus 20Ne, calculated using Eq. (10.35). The parameter b is negative. States in the last
two columns are labeled by angular momentum and parity (±).
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group chain and can construct an effective Hamiltonian entirely from invariant operators
of that group chain, the resulting eigenvalue problem can be solved analytically. We shall
see that by expanding to larger groups that encompass more physics, a highly satisfactory
agreement with data is often possible for many-body problems in a variety of fields.

Background and Further Reading

Much of this chapter derives from the seminal work of Elliott [55], which is discussed
well in the review article by Harvey [106], and in the books by Wybourne [224], and by
Eisenberg and Greiner [53]. The papers by Wigner [209] on symmetry properties of the
nuclear Hamiltonian, and by Elliott [55] on SU(3) symmetries in light nuclei, broke fertile
new ground in the application of algebraic and group-theoretical techniques to physical
problems. The influence of that work extends far beyond its origins in specific nuclear
physics applications.

Problems

10.1 Prove that because of the commutation relations (10.5), a†q may be interpreted as a
creation operator and aq as an annihilation operator for oscillator quanta. ***

10.2 Demonstrate that the shift operators Ãi j obey the commutation relations (10.8). ***

10.3 Prove that the 3D harmonic oscillator orbital angular momentum operators are given
by L = ia × a†. Show that the components Lk obey the commutator (10.13).

10.4 For three particles in the nuclear SD shell, classify the lowest states according to the
irreps of SU(6) ⊃ SU(3) ⊃ SO(3) ⊃ SO(2). For this problem, assume that the forces
are spin and isospin independent, and consider only the lowest two orbital states.

10.5 Find the relationship of the eight SU(3) operators T±, V±, U±, T3, and Y defined in
Eqs. (8.2) and (8.7)–(8.8), and the nine oscillator operators (Aj

i )kl ≡ δikδ jl −
1
3 δkl ,

with a constraint A1
1 + A2

2 + A3
3 = 0. ***

10.6 For four particles in the nuclear SD shell the lowest-energy orbital symmetry
partition and its SU(3) (λ, μ) content are [4] : (8, 0), (4, 2), (0, 4), (2, 0). Deduce the
angular momentum content of these representations. Assuming an attractive Q · Q
quadrupole interaction, order these SU(3) irreps with respect to energy.

10.7 Establish the connections of Eq. (10.27) by comparing the oscillator operators of
Ch. 10 with the flavor matrix operators in Eqs. (8.2) and (8.7)–(8.8). ***

10.8 For four particles in the SD shell the SU(3) representation (λ, μ) = (8, 0) occurs in
the Elliott model. What is the angular momentum content of this representation?

10.9 In Fig. 10.1(b) the N = 3 oscillator shell consists of the 2p and 1f orbitals (this is
called the fp shell in nuclear physics). Use Young diagrams to classify the Elliott
model orbital and SU(3) states for two particles in this oscillator shell. ***
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Chapter 6 described how to use the technology of Clebsch–Gordan coefficients and the
Wigner–Eckart theorem to calculate matrix elements for the groups SU(2) and SO(3). In
this chapter we wish to extend those methods to a more complicated group and illustrate
some general means for calculating matrix elements when a symmetry and associated
group structure of physical interest can be attached to a problem. We choose the group
SU(3) for this purpose because it is complicated enough to illustrate general principles, but
simple enough so as not to obscure those principles by overly complicated mathematics,
and because there are varied and important physical applications of SU(3) symmetries in
many fields of physics.

11.1 Clebsch–Gordan Coefficients for SU(3)

The Clebsch–Gordan series for the group SU(3) is of the form

(λ1μ1) ⊗ (λ2μ2) =
∑

(λμ)⊕
Mλμ · (λμ), (11.1)

where Mλμ is the multiplicity associated with a representation (λμ) in the series and ⊕
reminds us that the sum on the right side is a direct sum of irreducible representations.

The SU(3) Clebsch–Gordan coefficients relate basis vectors in the “uncoupled
representations” on the left side to those in the “coupled representations” on
the right side of Eq. (11.1). This generalizes the SU(2) Clebsch–Gordan series
(3.21), which relates a product of two angular momenta defined in an uncoupled
basis to a sum of states in a coupled basis of good total angular momentum.

An SU(3) state requires more labels to specify it than are required for SU(2). Let us
illustrate using members of the SU(3) octet representation displayed in Fig. 11.1(a).

1. First, two SU(3) quantum numbers are needed to specify the irrep. A convenient choice
is (λ, μ), but we will often use a single Greek letter for compact notation.

2. Next, individual members of the irrep (λ, μ) must be labeled. From Fig. 11.1(a), the
weights Y and T3 are not sufficient because the center site is degenerate and an additional
quantum number is required. One convenient choice for flavor SU(3) is to give the
SU(2) isospin T as well as Y and T3. This distinguishes the two states at the central site
of the 8 because one belongs to a T = 0 and one to a T = 1 isospin multiplet.

191



192 11 SU(3) Matrix Elements

Using a more complete set of quantum numbers, the SU(3) Clebsch–Gordan series (11.1)
becomes 


λ1μ1T1(T3)1y1

〉
⊗ 


λ2μ2T2(T3)2y2

〉
=
∑
⊕

Mλμ



λμTT3y

〉
, (11.2)

which may be inverted using unitarity to express the coupled representation as


λμTT3y
〉
=
∑
q1

∑
q2

∑
ρ

〈
λ1μ1T1(T3)1y1; λ2μ2T2(T3)2y2




 λμTT3yρ
〉

× 


λ1μ1T1(T3)1y1
〉 


λ2μ2T2(T3)2y2

〉
, (11.3)

where the symbols qn ≡ {λn, μn, Tn, (T3)n, yn} denote composite summation labels, ρ
distinguishes representations with multiplicity greater than one, and the first factor is the
SU(3) Clebsch–Gordan coefficient. Equations like (11.3) contain a lot of indices, so a more
concise notation is sometimes useful. For example, consider the product 3⊗ 3 = 8⊕ 1. For
the 8 we may write in highly schematic notation |8〉 =

〈
3, 3


 8〉 |3〉 


3〉, where

〈
3, 3


 8〉 is

the SU(3) Clebsch–Gordan coefficient in a rather terse form.

11.2 Constructing SU(3) Clebsch–Gordan Coefficients

The wavefunctions and Clebsch–Gordan coefficients for SU(3) representations may be
determined by a process analogous to that considered previously for SO(3) [141].

Example 11.1 Consider the product of SU(3) fundamental representations,

3 ⊗ 3 = 6 ⊕ 3 = ⊕

The basis states corresponding to the 3 and 3 representations of SU(3) are illustrated in
Fig. 11.1(b) and the corresponding quantum numbers are given in Table 11.1. For the

–

–

–
–

–

–

Fig. 11.1 (a) The SU(3) representation (1, 1) or 8. (b) The 3 and 3 representations for SU(3).
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Table 11.1. The 3 and 3 basis states for SU(3)

ui t t3 y vi t t3 y

u1
1
2

1
2

1
3 v1

1
2

1
2 − 1

3

u2
1
2 − 1

2
1
3 v2

1
2 − 1

2 − 1
3

u3 0 0 − 2
3 v3 0 0 2

3

product 3 ⊗ 3 there are nine two-particle states uiu j (i, j = 1, 2, 3). For the symmetric 6
occurring in the product, use of the Young projectors (Section 4.4) and normalizing gives

1 1 = u1u1 ≡ ψ(6)
1 1 2 =

1
√

2
(u1u2 + u2u1) ≡ ψ(6)

2 ,

2 2 = u2u2 ≡ ψ(6)
3 1 3 =

1
√

2
(u1u3 + u3u1) ≡ ψ(6)

4 ,

2 3 =
1
√

2
(u2u3 + u3u2) ≡ ψ(6)

5 3 3 = u3u3 ≡ ψ(6)
6 ,

and for the antisymmetric 3,

1
2 =

1
√

2
(u1u2 − u2u1) ≡ ψ(3̄)

1
1
3 =

1
√

2
(u1u3 − u3u1) ≡ ψ(3)

2 ,

2
3 =

1
√

2
(u2u3 − u3u2) ≡ ψ(3)

3 .

The corresponding SU(3) Clebsch–Gordan coefficients are just the coefficients of terms
in the preceding nine equations, which may be extracted by taking overlaps with
wavefunctions. For example, we obtain the SU(3) Clebsch–Gordan coefficient

〈
λ1μ1T1(T3)1y1; λ2μ2T2(T3)2y2




 λμTT3y
〉
=
〈
10 1

2
1
2

1
3 ; 10 1

2 −
1
2

1
3




 2010 2
3

〉
=

1
√

2
,

from the expression given above for ψ(6)
2 .

Example 11.2 Consider the SU(3) wavefunctions for 3 ⊗ 3 = 8 ⊕ 1. Using the graphical
method of Section 8.10 (see Problem 8.7) and the basis vectors of Fig. 11.1(b) gives the
results of Fig. 11.2. The states of the octet and singlet wavefunctions resulting from 3⊗3 =
8 ⊕ 1 are displayed in Fig. 11.3 (see Problem 11.3),and Clebsch–Gordan coefficients again
can be obtained from overlaps with these wavefunctions. For the center states in Fig. 11.3,

1. ψ(8)
5 is an isosinglet (T = 0),

2. ψ(8)
4 is part of a T = 1 isotriplet that also contains ψ(8)

3 and ψ(8)
6 , and

3. ψ(1) is the single state for the 1,

and these states are all mutually orthogonal.
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Fig. 11.2 Graphical construction of 3 ⊗ 3 for SU(3). Tips of arrows in the left diagram correspond to weights for the nine
states of the product 3 ⊗ 3 = 8 ⊕ 1. Center states in the product [(T3, Y) = (0, 0)] are triply degenerate, with
two states belonging to the 8 and one to the 1.

Fig. 11.3 SU(3) wavefunctions for 3 ⊗ 3 = 8 ⊕ 1. Center statesψ(8)
4 ,ψ(8)

5 , andψ(1) are mutually orthogonal.
Coefficients in the equations are the Clebsch–Gordan coefficients .

Wavefunctions and Clebsch–Gordan coefficients for other representations may be obtained
in a similar way, as illustrated in Problems 11.1–11.3 and 11.9. For example, Fig. 11.4
displays the wavefunctions for the 10 in the product 6 ⊗ 3 = 10 ⊕ 8. Lichtenberg [141]
may be consulted for further discussion.
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ψ1    = u1u1u1
(10)

ψ4   = u2u2u2
(10)

ψ2    = 
1

3
(u1u1u2 + u1u2u1 + u2u1u1)

(10)
ψ3    =   1

3
(u1u2u2 + u2u1u2 + u2u2u1)

(10)

ψ10   =  u3u3u3
(10)

ψ5    = 
1

3
(u1u1u3 + u1u3u1

(10)

+ u3u1u1)

ψ8    = 
1

3
(u1u3u3 + u3u1u3 + u3u3u1)

(10)ψ9    =  1

3
(u2u3u3 + u3u2u3 + u3u3u2)

(10)

ψ7    = 
1

3
(u2u2u3 + u2u3u2 

(10)

+ u3u2u2)

ψ6  = 
1

6
(u1u2u3 + u1u3u2 + u2u1u3

+ u2u3u1 + u3u1u2 + u3u2u1)

(10)

Fig. 11.4 Display in the weight space of the SU(3) wavefunctions for the 10 in the product 6 ⊗ 3 = 10 ⊕ 8. The
coefficients in the equations are the Clebsch–Gordan coefficients.

11.3 Matrix Elements of Generators

The results obtained in preceding sections may be used to calculate the matrix elements of
generators within a representation. For example, using the state labeling in Fig. 11.3,〈

ψ(8)
5




 V−



ψ(8)

1

〉
=
〈
ψ(8)

5



 V−




u1v3
〉
=
〈
ψ(8)

5



 u3v3

〉
+
〈
ψ(8)

5



 u1v2

〉
=

2
√

6
〈u3v3 | u3v3〉 +

1
√

6
〈u1v2 | u1v2〉 =

√
3
2

, (11.4)

where the action of V− from Fig. 8.1 was used on Fig. 11.1(b). Matrix elements for the 8 and
10 are summarized in Fig. 11.5 (Problems 11.4 and 11.5). Matrix elements of generators
are important because transition operators must be proportional to generators if they are
not to break the symmetry dynamically by causing transitions out of a representation.

11.4 Isoscalar Factors

Let us label the members of an SU(3) multiplet by ψ(α)
y t t3

, where α denotes the represen-
tation and y, t, and t3 denote the hypercharge, isospin, and third component of isospin,
respectively, obtained from the group chain SU(3)flavor ⊃ SU(2)isospin. Now consider direct
products of SU(3) irreps. We can form states of good isospin from the product tensors,
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Fig. 11.5 Matrix elements of the SU(3) shift operators T±, V±, and U± in the 8 (left) and 10 (right) representations. Dashed
lines in the left figure are for transitions to the isosinglet (T = 0 state) of the SU(3) octet representation.

φ(T )
yty′t′ =

∑
t3t
′
3

〈
tt3t ′t ′3




 TT3〉ψ(α)
ytt3
ψ

(β)
y′t′t′3

, (11.5)

where
〈
tt3t ′t ′3




 TT3〉 is an SU(2) Clebsch–Gordan coefficient. This is an eigenstate of SU(2)
but not of SU(3). Eigenstates of SU(3) may be formed by taking linear combinations of
these isospin functions:

ψ
(γ,ρ)
YTT3

=
∑
yy′tt′
〈αyt; βy′t ′ ||γρYT〉φ(T )

yty′t′ , (11.6)

where α, β, and γ are irrep labels and ρ is an additional label required to distinguish
representations when two equivalent ones occur in the SU(3) direct product. The coefficient
〈αyt; βy′t ′ ||γρYT〉 is termed the isoscalar factor. But we may also write

ψ
(γ,ρ)
YTT3

=
∑
ytt3

∑
y′t′t′3

〈
αytt3; βy′t ′t ′3




 γρYTT3
〉
ψ(α)

ytt3
ψ

(β)
y′t′t′3

, (11.7)

where the expansion coefficient is an SU(3) Clebsch–Gordan coefficient. Comparing with
the preceding expressions, we see that the SU(3) Clebsch–Gordan coefficient may be
written as a product of an SU(2) Clebsch–Gordan coefficient and an isoscalar factor:〈

αytt3; βy′t ′t ′3



 γρYTT3

〉
= 〈αyt; βy′t ′ ||γρYT〉

〈
tt3t ′t ′3




 TT3〉 . (11.8)

The isoscalar factor does not depend on the weights for the SU(2) isospin subgroup of
SU(3); thus, the isoscalar factors for all states in an isospin multiplet [horizontal row in
the SU(3) weight space] are equivalent. This is the origin of the adjective “isoscalar.”
Isoscalar factors are elements of a unitary transformation and obey the usual orthogonality
and symmetry conditions associated with such transformations; see Wybourne [224] for
particulars.
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11.4.1 Racah Factorization Lemma

The preceding factorization of the SU(3) Clebsch–Gordan coefficient into a Clebsch–
Gordan coefficient for its SU(2) subgroup and an isoscalar factor independent of SU(2)
weights is a specific example of the Racah factorization lemma.

Racah Factorization Lemma: If G1 ⊃ G2, then C1 = f C2, where f is the
G1 ⊃ G2 isoscalar factor, C1 is the Clebsch–Gordan coefficient for G1, and C2 is
the Clebsch–Gordan coefficient for G2.

Generally, for a nested chain of subgroups, G1 ⊃ G2 ⊃ G3 ⊃ · · · ⊃ Gn, the Clebsch–
Gordan coefficient of G1 may be factored as C1 = f2C2 = f2 f3C3 = f2 f3 · · · fnCn.
Hence, evaluation of a matrix element in a subgroup chain reduces to determination of three
distinct quantities: (1) the reduced matrix element, (2) the Clebsch–Gordan coefficients for
the last group, and (3) the isoscalar factors for each step in the chain.

11.4.2 Evaluating and Using Isoscalar Factors

The relationship among the SU(3) Clebsch–Gordan coefficients C1, the SU(2) Clebsch–
Gordan coefficients C2, and the corresponding isoscalar factor f is of the schematic form
C1 = f C2. It follows that we may construct the isoscalar factor from this definition, if
we know the SU(2) and SU(3) Clebsch–Gordan coefficients. The solution of Problem 11.8
illustrates for the states of the 8 in the SU(3) product 3 ⊗ 3 = 8 ⊕ 1. Conversely, given
the isoscalar factors, SU(3) Clebsch–Gordan coefficients may be constructed from SU(2)
Clebsch–Gordan coefficients. Various tabulations and computer codes give the isoscalar
factors for G1 ⊃ G2, where the groups G1 and G2 are of physical interest. For SU(3) ⊃
SU(2) or SU(3) ⊃ SO(3), Refs. [192, 202] give useful compilations.

11.5 SU(3)⊃ SO(3) Tensor Operators

In an obvious generalization of SO(3) spherical tensors, irreducible tensors T (α, ν) under
SU(3) ⊃ SO(3) may be defined through the commutation requirement [cf. Eq. (6.55)]

[ Fi , T (α, ν) ] =
∑
σ

T (α, σ) 〈ασ | Fi |αν〉 , (11.9)

where Fi is an SU(3) generator, the index α labels irreps, and ν labels states of an irrep.
In terms of the SU(3) operators Lν and Qρ introduced in Section 10.1.5, this takes the
form [202][

Lν , T
λμ
κLM

]
=
∑
κ′L′

〈
(λμ)κ′L′(M + ν)


 Lν




(λμ)κLM
〉

T
λμ
κ′L′M+ν , (11.10)

[
Qρ, T

λμ
κLM

]
=
∑
κ′L′

〈
(λμ)κ′L′(M + ρ)


 Qρ




(λμ)κLM
〉

T
λμ
κ′L′M+ρ, (11.11)
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where κ is an additional quantum number introduced to distinguish SU(3) states uniquely.
From these definitions the generators themselves are tensors transforming according to
the adjoint or (1, 1) representation. By analogy with the corresponding situation in SO(3)
which is discussed in Section 6.5, SU(3) operators transforming according to the adjoint
irrep are termed vector operators. The explicit (1, 1) tensors T

λμ
LM may be chosen as

T11
11 = −

1
√

2
L+ = L1 T11

10 = L0,

T11
1−1 =

1
√

2
L− = L−1 T11

2ρ = −
1
√

3
Qρ,

(11.12)

where we have defined

L± = Lx ± iLy L1 = −
1
√

2
L+ L−1 =

1
√

2
L−, (11.13)

and where phases are chosen so that the T
λμ
1ν coincide with the normal definitions of angular

momentum tensors given in Section 6.5.

Example 11.3 Consider the commutation of L0 with T11
11 . For ν = 0,〈

(λμ)κ′L′(M + ν)


 Lν



(λμ)κLM

〉
= Mδκκ′δLL′ .

For L = M = 1 and ν = 0, Eq. (11.10) gives
[

L0, T11
LM

]
= MT11

LM = T11
11 , but from Eq.

(10.18), [
L0, T11

11
]
= [ L0, L1 ] = −

√
2 〈1011| 11〉 L1 = L1 = T11

11 .

Therefore, T11
11 satisfies Eq. (11.10) for ν = 0.

The commutation with other components of L may be checked in a similar way and all
satisfy Eq. (11.10). Therefore, T11

11 is a vector operator (Problem 11.6).

11.6 The SU(3) Wigner–Eckart Theorem

As for SU(2), it is often useful to factor SU(3) matrix elements into a part containing the
dynamics and a factor that is essentially “geometrical” in nature. Thus, we wish to write
a Wigner–Eckart theorem for SU(3) and, by analogy, for other more complicated groups.
This is a relatively straightforward formal generalization. For example, consider a set of
states labeled by the chain SU(3)flavor ⊃ SU(2)isospin. For an SU(3) tensor operator Tγ

YT3
the

corresponding SU(3) Wigner–Eckart theorem takes the form [compare Eq. (6.69)]

〈αytt3 | T
γ
YT3




βy′t ′t ′3〉 =∑
ρ

〈
αytt3; βy′t ′t ′3




 γρYTT3
〉
〈αt || Tγ || βt ′〉ρ, (11.14)

where ρ is an index labeling different occurrences of the same irrep if the product is not
simply reducible. Just as SU(2) reduced matrix elements are independent of SU(2) weights,
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the SU(3) reduced matrix element 〈αt || Tγ || βt ′〉ρ is independent of the weight quantum
numbers y and t3. Equation (11.14) also may be expressed in terms of isoscalar factors
〈αyt; βy′t ′ ||γρYT〉 and SU(2) Clebsch–Gordan coefficients

〈
tt3t ′t ′3




 TT3〉,

〈αytt3 | T
γ
YT3




βy′t ′t ′3〉 =∑
ρ

〈αyt; βy′t ′ ||γρYT〉
〈
tt3t ′t ′3




 TT3〉 〈αt || Tγ || βt ′〉ρ. (11.15)

As was the case for SU(2), if the sum over ρ in (11.14) or (11.15) involves a single term the
reduced matrix element may be inferred by (1) determining the matrix element appearing
on the left side of these expressions, either for the simplest theoretical situation or from
a measurement, and then (2) inverting the equation using the unitarity of the coefficients
to solve for the reduced matrix element. If the direct product is not simply reducible so
that the sum over ρ involves more than one term, this procedure leads instead to a set of
equations that must be solved simultaneously for the reduced matrix elements.

11.7 Structure of SU(3) Matrix Elements

The preceding considerations suggest that the evaluation of a matrix element for a system
described by some subgroup chain reduces to the determination of three quantities:

1. the reduced matrix element,
2. the Clebsch–Gordan coefficients for the last group in the group chain, and
3. the isoscalar factors for each step in the group chain.

We know how to determine each of these, but before proceeding let us give some con-
sideration to the general structure of the matrix elements to be calculated. This will often
simplify the calculations, on the one hand, and provide useful physical insight on the other.

Suppose that the state |A〉 transforms as the irrep DA, the state |B〉 transforms as the irrep
DB, and the state |C〉 transforms as the irrep DC , all of some group G. The matrix element
〈A| B |C〉 is a number, so it transforms as a group scalar. This implies that the number of
independent reduced matrix elements contributing to 〈A| B |C〉 is the number of times that
the scalar irrep 1 appears in the direct product D̄A ⊗ DB ⊗ DC , where the bar denotes the
conjugate representation (because 〈A| transforms as the conjugate of |A〉). Alternatively, it
is the number of times that DA is contained in the direct product DB ⊗ DC , since D̄A ⊗ DA

contains a single 1. For SU(2) this product is simply reducible and DA can appear no more
than once in the product; thus, the summation over α in (6.69) has only a single term,
leading to Eq. (6.71). For a group that is not simply reducible things are more complicated
because an irrep can appear more than once in the direct product. Examples 11.4 and 11.5
illustrate.

Example 11.4 Consider an SU(3) matrix element of the form〈
(λ1μ1)


 Tλμ 


(λ2μ2)

〉
= 〈(1, 1) | T (11) |(1, 1)〉 .
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That is, the two states and the operator in the matrix element each transform as the
8-dimensional (λ, μ) = (1, 1) adjoint representation of SU(3). Since from Example 8.5,

(1, 1) ⊗ (1, 1) = (2, 2) ⊕ (0, 3) ⊕ (3, 0) ⊕ (1, 1) ⊕ (1, 1) ⊕ (0, 0),

there will be two distinct reduced matrix elements, corresponding to the two octets (1, 1)
appearing in the direct product.

Example 11.5 Consider matrix elements 〈(3, 0) | T (11) |(3, 0)〉 of T (11) between states of the
10-dimensional SU(3) irrep (3, 0). Since

(1, 1) ⊗ (3, 0) = (4, 1) ⊕ (2, 2) ⊕ (3, 0) ⊕ (1, 1),

〈(3, 0) | T (11) |(3, 0)〉 receives contributions from only a single reduced matrix element.

The possibility of more than one reduced matrix element for particular representations
arises because there are two independent sets of SU(3) tensor operators that satisfy
Eq. (11.9) for vector operators. One set consists of the generators Fi [just as the generator
Ji is a vector operator for SU(2)]. The additional set is composed of the operators Di ,

Di ≡
2
3

∑
jk

di jkFjFk , (11.16)

with the coefficients di jk defined through the anticommutator

{ λi , λ j } =
4
3
δi jI + 2di jkλk , (11.17)

where Fi =
1
2λi , the Gell-Mann matrices λi are given in Eq. (8.2), and I is the unit

matrix. The di jk are completely symmetric in their indices; non-zero values were listed
in Table 8.2.

The SU(2) Wigner–Eckart theorem implies that the matrix elements of a vector operator
between states of good angular momentum are proportional to a matrix element of a
generator. For example, 〈JM ′ | r |JM〉 = α(J) 〈JM ′ | J |JM〉 , where α(J) is a constant
depending on the representation but not on the SU(2) weight quantum number M . The
generalization of this result to SU(3) is that the matrix elements of a vector operator (one
transforming like the adjoint representation) taken between good SU(3) states has the form〈

α′ν

 T11
i |αν〉 = C1(α)

〈
α′ν

 Fi |αν〉 + C2(α)

〈
α′ν

 Di |αν〉 (11.18)

where α is the irrep index, ν labels members of an irrep, and the constants C1 and C2

depend on the representation.

11.8 The Gell-Mann, Okubo Mass Formula

The masses within hadronic SU(3) flavor multiplets exhibit deviations from the average
mass of the multiplet as large as 20%, indicating considerable symmetry breaking
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(see Fig. 9.2). The Gell-Mann, Okubo hypothesis is that the mass operator in an SU(3)
flavor representation is of the form M = M0 + M ′, where M0 transforms as an SU(3) scalar
and M ′ is a perturbation breaking the full SU(3) symmetry that transforms as the eighth
component of an SU(3) octet; that is, M ′ transforms like the hypercharge operator
F8 =

√
3

2 Y of Eq. (8.7). This assumption is motivated by noting that mass splittings in
hadronic multiplets are small within isospin multiplets, but increase approximately linearly
with the hypercharge quantum number.

Let us illustrate application of the Gell-Mann, Okubo hypothesis by considering the
masses in the SU(3) irrep 8, which will be given by

Mν =
〈
ψ11
ν




 M 


ψ11
ν

〉
= M (0)

ν +
〈
ψ11
ν




 M ′ 


ψ11
ν

〉
. (11.19)

Now M ′ transforms as a component of an SU(3) tensor T (11) (that is, it transforms as a
generator). We have seen in Section 11.7 that two reduced matrix elements will contribute
when the Wigner–Eckart theorem is applied to the second term for the 8, and the octet mass
formula takes the form

Mν = M (0)
ν + C1

〈
ψ11
ν




 F8



ψ11

ν

〉
+ C2

〈
ψ11
ν




 D8



ψ11

ν

〉
. (11.20)

Explicitly, we have from Eqs. (8.7) and (11.16),

F8 =

√
3

2
Y D8 =

1
√

3

(
T2 − 1

3
F2 − 1

4
Y 2
)

,

T2 =

3∑
i=1

FiFi F2 =

8∑
i=1

FiFi = CSU(3),

as shown in Problem 11.7. Thus, the matrix elements are diagonal in the SU(3) ⊃ SU(2)
basis and the mass formula for the octet takes the general form

Mν = a + bY + c

(
T (T + 1) − 1

4
Y 2
)

, (11.21)

where a, b, and c are empirical constants for a given representation. Equation (11.21)
implies testable relations among masses within an octet, as illustrated in the Example 11.6.

Example 11.6 Application of Eq. (11.21) to the hadrons in the nucleon octet of Figs. 9.2
and 9.5 leads to predictions like 1

2 (MN + MΞ) = 3
4 MΛ + 1

4 MΣ, where the masses are the
averages for the isospin multiplets. Experimentally it is found that [141]

1
2

MN +
1
2

MΞ0 = 1127.2 ± 0.7 MeV
3
4

MΛ +
1
4

MΣ0 = 1134.8 ± 0.2 MeV,

which is in rather good agreement with this prediction of Eq. (11.21).

As another illustration, you are asked to show in Problem 11.13 that the mass formula for
the Δ decuplet of Fig. 9.1 is

Mν = M (0)
ν + C1

〈
ψ30
ν




 F8



ψ30

ν

〉
= a + bY , (11.22)
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Box 11.1 Prediction of theΩ− Particle

When the SU(3) flavor model was proposed theΩ− at the bottom of the 10 in Fig. 9.1(d) had not yet been
discovered. The mass formula of Eq. (11.22) indicates that there should be constant spacing between isospin
multiplets of the 10, and the known masses of the other members suggest that this spacing between isospin
multiplets is about 150 MeV. The mass of theΞ∗ is about 1530 MeV, so Gell-Mann

1. predicted a new particle at 1530 + 150 = 1680 MeV, and
2. predicted that its dominant decay mode would be by weak interactions because of its mass and quantum

numbers.

The subsequent discovery of the Ω− at 1672 MeV and its decay by the predicted modes was spectacular
vindication of the SU(3) phenomenology. This led to broad acceptance of the SU(3) flavor model, which
in turn motivated the quark hypothesis and eventually the gauge theory of strong interactions, quantum
chromodynamics.

where a and b are parameters to be determined. The implications of this result are of some
historical importance, as described in Box 11.1.

11.9 SU(3) Oscillator Reduced Matrix Elements

As another illustration of tensor methods for SU(3) matrix elements, let us consider the
construction of reduced matrix elements for operators in the SU(3) ⊃ SO(3) oscillator
symmetry discussed in Ch. 10. We begin with the reduced matrix element for the creation
operator a† and its adjoint destruction operator a. Since other operators of interest can be
formed from combinations of a† and a, this will provide a means to construct reduced
matrix elements for a variety of cases.

11.9.1 Spherical Operators

Let us switch from the cartesian representation employed in much of Ch. 10 to spherical
operators defined by

a±1 = ∓
1
√

2
(ax ± iay ) a0 = az a†±1 = ∓

1
√

2
(a†x ± ia†y ) a†0 = a†z (11.23)

[compare Eqs. (11.12) and (11.13)], which obey the commutation relations (Problem 11.10)

[ ap , a†q ] = (−1)pδp,−q
[

ap, aq

]
=
[

a†p, a†q
]
= 0, (11.24)

for p and q equal to (0,±1). As shown in Problem 11.11, these new operators transform as
vectors under SU(2). The SU(3) operators that were introduced in Ch. 10 may be rewritten
in terms of these components, as illustrated in Table 11.2.
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Table 11.2. SU(3) ⊃ SO(3) tensors

Operator Tensor notation Cartesian components Spherical components

a†x − 1√
2

(T10
11 − T10

1−1) a†x − 1√
2

(a†1 − a†−1)

ax − 1√
2

(T01
11 − T01

1−1) ax − 1√
2

(a1 − a−1)

a†y
i√
2

(T10
11 + T10

1−1) a†y
i√
2

(a†1 + a†−1)

ay
i√
2

(T01
11 + T01

1−1) ay
i√
2

(a1 + a−1)

a†z T10
10 a†z a†0

az T01
10 az a0

a†±1 T10
1±1 ∓ 1√

2
(a†x ± ia†y ) a†±1

a†0 T10
10 a†z a†0

a±1 T01
1±1 ∓ 1√

2
(ax ± iay ) a±1

a0 T01
10 az a0

−1√
3

(
H − 3

2

)
T00

00
−1√

3

(
a†xax + a†yay + a†zaz

)
1√
3

(
a†−1a1 + a†1a−1 − a†0a0

)
L0 T11

10 i(axa†y − aya†x ) a1a†−1 − a−1a†1

L±1 T11
1±1

1√
2

(a†xaz − a†zax ) ∓(a†±1a0 − a†0a±1)

± i√
2

(a†yaz − a†zay

Q0 T11
20 −a†xax − a†yay + 2a†zaz 2a†0a0 + a†1a−1 + a†−1a1

Q±1 T11
2±1 ±

√
6

2 (a†xaz + a†zax ) −
√

3(a†±1a0 + a†0a±1)

− i
√

6
2 (a†yaz + a†zay )

Q±2 T11
2±2

√
6

2 (a†xax − a†yay )
√

6 (a†±1a±1 )

± i
√

6
2 (a†yax − a†xay )

11.9.2 Matrix Elements for Creation and Annihilation Operators

The general SO(3) scalar that can be constructed from the product of two vectors is given
by Eq. (6.61). If this is to be an SU(3) scalar too, it must be of the form a†a or aa†, since

a† � 3 a � 3 3 ⊗ 3 = 8 ⊕ 1,

but neither 3 ⊗ 3 nor 3 ⊗ 3 yields a scalar (the irrep 1). Thus,

T00
00 =

1
√

3

(
a†−1a1 + a†1a−1 − a†0a0

)
(11.25)
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Table 11.3. Oscillator reduced matrix elements [224]

〈N L || T00
0 || N L〉 = − 1√

3

√
2L + 1 N

〈N + 1, L + 1 || T10
1 || N L〉 = −

√
(N + L + 3)(L + 1)

〈N + 1, L − 1 || T10
1 || N L〉 =

√
(N − L + 2)L

〈N L || T11
1 || N L〉 =

√
L(L + 1)(2L + 1)

〈N L || T11
2 || N L〉 = −(2N + 3)

√
L(L + 1)(2L + 1)
(2L − 1)(2L + 3)

〈N , L + 2 || T11
2 || N L〉 = −

√
6(L + 1)(L + 2)(N − L)(N + L + 3)

(2L + 3)

Other SU(3) reduced matrix elements may be obtained from

〈N L || Tλμ || N ′L′〉 = (−1)L−L
′ 〈N ′L′ || (Tλμ)† || N L〉

is the most general SO(3) and SU(3) scalar. From Eq. (10.4), the Hamiltonian is

H = −a†1a−1 − a†−1a1 + a†0a0 +
3
2
= −
√

3
(
T00

00 −
√

3
2

)
, (11.26)

and the scalar (11.25) may be expressed in terms of the Hamiltonian,

T00
00 =

−1
√

3

(
H − 3

2

)
. (11.27)

As shown in Problem 11.12, this result may be used to construct the reduced matrix
elements for the oscillator creation and annihilation operators,

〈N + 1, L + 1 || a† || N L〉 = −
√

(L + 1)(N + L + 3),

〈N − 1, L − 1 || a || N L〉 =
√

(N + L + 1)L.
(11.28)

These reduced matrix elements for a† and a may be used to construct more complicated
SU(3) reduced matrix elements. Some important ones are summarized in Table 11.3.

11.9.3 Electromagnetic Transitions in the SD Shell

As was discussed in Ch. 10, there is experimental evidence for collective rotational bands
in light atomic nuclei having valence particles that fill the �ω = 2 harmonic oscillator
shell (the SD shell). This evidence takes the form of bands of states connected by strong
electromagnetic transitions that have approximate J (J + 1) energy spectra, where J is the
angular momentum of the state. Figure 11.6 gives an example of such a collective band
in 20Ne. For nuclei containing even numbers of neutrons and protons the lowest energy
rotational bands correspond to angular momentum sequences J = 0, 2, 4, . . ., and the strong
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Fig. 11.6 Data indicating termination of the ground state rotational band in 20Ne. Integers below points indicate angular
momentum J; numbers near points represent ratios of electromagnetic transition strength for J → J − 2 to that
expected for a rigid collective rotor.

electromagnetic transitions correspond to emission of radiation with electric quadrupole
(E2) character and connecting states J and J − 2. Within the SU(3) oscillator symmetry
the natural operators responsible for these E2 transitions are the quadrupole generators T11

2q
defined in Table 11.2. They can change the angular momentum by two units but they are
generators and can cause transitions only between states in the same SU(3) representations
[from Ch. 10, members of a rotational band are naturally assigned to the same SU(3)
irrep]. Therefore, the reduced E2 transition rates R(J + 2 → J) are expected to be of
the form

R(J + 2→ J) ∝ 〈N , J + 2 || T11
2 || N , J〉2

� (J + 1)(J + 2)(N + J + 3)(N − J)
2J + 3

, (11.29)

where Table 11.3 was used. We notice three characteristic predictions of SU(3) symmetry.

Rotational Spectrum: The spectrum is of the form J (J+1) [see Fig. 10.4 and Eq. (10.35)],
which is characteristic of a collective rotational band.

Collectively Enhanced Transition Rates: Electromagnetic transitions are enhanced (are of
greater than single-particle strength) for low-lying states.

1. For fixed J, electromagnetic rates vary as � N2.
2. For low-lying SD shell states, irreps are (λ, μ) � (2N , 0) for nuclei filling the first half

of the shell and (λ, μ) � (0, 2N ) for nuclei filling the second half of the shell. These
states have the largest expectation values of the second-order Casimir operator.
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Thus, for low-lying states larger particle number n implies larger average oscillator number
N and the transition rate increases roughly quadratically with valence particle number.

Band Terminations: The factor N − J in Eq. (11.29) implies an angular momentum cutoff,
ultimately because finite angular momentum is available from the single-particle states
of the valence space. For example, 20Ne has two protons and two neutrons in the SD
shell. The ground-band irrep is (8, 0) and the maximum angular momentum from orbital
motion results from placing each particle in a d orbital (L = 2), and aligning them to
give 4 × 2� = 8� of angular momentum. The SU(3) ground state band then terminates
at angular momentum 8� because N = 8 for this case. There is evidence for such band
terminations. For example, Fig. 11.6 shows data for 20Ne. We see that the ground band is
not observed beyond J = 8�, the rotational spectrum near band termination is beginning
to be distorted, and the E2 transition strength is increasingly suppressed as the band
termination is approached.

11.10 Lie Algebras and Many-Body Systems

We conclude from this chapter and Ch. 10 that the Elliott SU(3) model gives a reasonable
description of both the spectrum and the transition rates for low-energy states in light
nuclei, as a consequence of the group theory of SU(3) and its angular momentum
subgroups, independent of details. This model is limited to light nuclei for which a
harmonic oscillator potential is reasonable, but it gives a concrete example suggesting that
Lie groups and Lie algebras may have relevance for the description of complex many-body
systems. We will explore that possibility extensively in later chapters.

Background and Further Reading

The methods of this chapter are discussed in Lichtenberg [141], Wybourne [224], Harvey
[106], Gasiorowicz [66], and Vergados [202].

Problems

11.1 Construct the wavefunctions and Clebsch–Gordan coefficients for the irrep 10 in the
SU(3) Clebsch–Gordan series 6 ⊗ 3 = 10 ⊕ 8. Hint: See Fig. 11.4. ***

11.2 Construct the wavefunctions and Clebsch–Gordan coefficients for the SU(3) irrep 8
in 6 ⊗ 3 = 10 ⊕ 8. Hint: The upper right state of the octet in the following figure
(indicated by the arrow) has the same weight as ψ(10)

2 .
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Construct a wavefunction with this weight that is orthogonal to ψ(10)
2 . Then proceed

as in Problem 11.1. ***

11.3 Construct the wavefunctions and Clebsch–Gordan coefficients for the product states
of 3 ⊗ 3 = 8 ⊕ 1 illustrated graphically in Fig. 11.2. Hint: The six states on the
boundary of the product diagram in the left part of Fig. 11.2 clearly belong to the 8
and can be made in only one way each from the basis vectors (u1, u2, u3) of the 3
and (v1, v2, v3) of the 3. Construct the remaining states starting from these and
requiring that the three center states be mutually orthogonal and normalized, with
two belonging to the 8 and one to the 1. ***

11.4 Calculate the non-vanishing matrix elements of the six SU(3) raising and lowering
operators U±, V±, and T± between states of the octet representation Hint: The
required wavefunctions are given in Fig. 11.3.

11.5 Calculate the non-vanishing matrix elements of the six SU(3) raising and lowering
operators U±, V±, and T± between states of the decuplet representation arising in
6 ⊗ 3 = 10 ⊕ 8. Hint: The required wavefunctions are given in Fig. 11.4.

11.6 Show that in the Elliott SU(3) model in Ch. 10, the operator

T11
11 = −

1
√

2
(Lx + iLy )

is a vector operator [it transforms as the SU(3) adjoint representation]. Hint: Part of
the problem is already worked in Example 11.3. ***

11.7 Beginning with Eq. (11.16), prove that

D8 =
1
√

3

(
T2 − 1

3
F2 − 1

4
Y 2
)

,

where we have defined

F2 ≡
∑
i

FiFi T2 ≡ F2
1 + F2

2 + F2
3 Y ≡ 2

√
3

F8.

Show that this leads to Eq. (11.21) with the Gell-Mann, Okubo assumptions.
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11.8 Calculate the isoscalar factors for the irrep 8 that is contained in the SU(3) direct
product 3 ⊗ 3̄ = 8 ⊕ 1. ***

11.9 Determine the Clebsch–Gordan coefficients for the SU(4) product 4 ⊗ 4 = 10 ⊕ 6.

11.10 Show that the operators aq and a†p defined in Eq. (11.23) obey the commutators given
in Eq. (11.24). ***

11.11 Find the commutators of the spherical operators a†0,±1 defined in Eq. (11.23) with
the angular momentum operators. Thus show that they transform as rank-1 spherical
tensors under SO(3). Hint: See Eqs. (6.56)–(6.58).

11.12 Use Eq. (11.27) to construct the reduced matrix elements given in Eq. (11.28). Hint:
Use 〈H〉 = 〈N LM | H |N LM〉 = N + 3

2 and the SU(3) Wigner–Eckart theorem. ***

11.13 Show that the Gell-Mann, Okubo mass hypothesis of Section 11.8 leads to the mass
formula (11.22) for the baryon SU(3) flavor representation (3, 0).



12 Introduction to Non-Compact Groups

Most of the groups dealt with to this point have been compact, meaning loosely that
their parameter spaces have finite volume because they are closed and bounded. We have
mentioned some non-compact groups such as the translation group and the Lorentz group,
but have not dwelled on them. This chapter and the next three take a more systematic
look at non-compact groups. As we shall see, compact and non-compact groups share
many properties but non-compact groups have certain features that are very different from
those of compact groups. These can have significant implications for both the mathematical
analysis and the interpretation of such groups in physical applications.

12.1 Review of the Compact Group SU(n)

Let us introduce a simple non-compact group by first recalling some basic features of the
compact group SU(n). For an element U in a matrix representation of SU(n), U†U = 1.
Consider the action of U on an n-dimensional vector ξ,

ξ′ = Uξ = U
������
ξ1
ξ2
...
ξn

������
, (12.1)

where ξi are complex components of the vector. But

(ξ′)†ξ′ = (Uξ)†Uξ = ξ†U†Uξ = ξ†ξ (12.2)

and the norm of the vector |ξ | is preserved under SU(n) transformations:

|ξ | ≡
√
|ξ1 |2 + |ξ2 |2 + · · · + |ξn |2 = 

ξ′

 . (12.3)

Let us write this condition in the form

|ξ | =
√
ξ†gξ, (12.4)

where the metric tensor g is an n× n matrix. Obviously, for this case g is just the n× n unit
matrix I(n) ,

g = I(n) ≡ Diag(1, 1, 1, . . .), (12.5)
209
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and (12.4) seems just a pedantic way of writing (12.3). However, the form of Eq. (12.4)
suggests a generalization of a preserved norm through insertion of a non-trivial metric
tensor g.

12.2 The Non-Compact Group SU(l, m)

Now let us define a new Lie group that we shall label SU(l, m) with l + m = n, such that
the elements of the new group preserve the “norm”

|ξ | ≡
√
ξ†g ξ =

√
|ξ1 |2 + |ξ2 |2 + · · · + |ξl |2 − |ξl+1 |2 − |ξl+2 |2 − · · · − |ξn |2, (12.6)

where the metric tensor g may be written as an (l + m) × (l + m) diagonal matrix

g =

(
I(l) 0
0 −I(m)

)
, (12.7)

with I(k) representing a k × k unit matrix. The argument (l, m) of SU(l, m) then indicates
that the metric has l diagonal entries of positive sign and m of negative sign.

12.2.1 Signature of the Metric

If the matrix representing the metric tensor is diagonalized and the number of positive and
negative eigenvalues counted, it is said to be (1) positive definite if all signs are positive,
(2) negative definite if all signs are negative, and (3) indefinite if some signs are positive
and some are negative. Thus, the metric (12.7) is indefinite, while the metric (12.5) is
positive definite. The signature of a metric is an indication of the number of positive and
negative entries when diagonalized. In the present example the signature can be denoted
by (l, m).

Example 12.1 For SU(1, 1) the explicit group transformations are of the form(
ξ′1
ξ′2

)
= U

(
ξ1

ξ2

) 

ξ′1

2 − 

ξ′2

2 = |ξ1 |2 − |ξ2 |2 ,

with the restriction det U = 1 [the “S” designation in SU(l, m)]. Since

(ξ′)†gξ′ = ξ†U†gUξ = ξ†gξ,

we have that

U†gU = g g =

(
1 0
0 −1

)
= σ3,

where σ3 is given in Eq. (3.11). Therefore, the SU(1, 1) matrices satisfy U†σ3U = σ3,
which we recognize as a generalization of the usual unitarity condition U†U = 1.

Thus the metric for SU(1, 1) is indefinite, with signature (1, 1).
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12.2.2 Parameter Space for SU(1, 1)

Let us now parameterize a general element of SU(1, 1) in the form

U =

(
a b
c d

)
U† =

(
a∗ c∗

b∗ d∗

)
,

where a, b, c, and d are complex numbers. Then the requirement U†gU = g implies that(
a∗ c∗

b∗ d∗

) (
1 0
0 −1

) (
a b
c d

)
=

(
1 0
0 −1

)
,

and upon multiplying out the matrices on the left side,(
a∗a − c∗c a∗b − c∗d
b∗a − d∗c b∗b − d∗d

)
=

(
1 0
0 −1

)
.

This matrix equation and the constraint det U = 1 impose the conditions

a∗a − c∗c = 1 a∗b − c∗d = 0 b∗b − d∗d = −1 ad − cb = 1,

which require that b∗ = c and a = d∗. Hence the most general form of U for SU(1, 1) is

U =

(
a b
b∗ a∗

)
.

Writing the complex numbers a = x1 + ix2 and b = x3 + ix4 in terms of the four real
quantities xi permits an arbitrary element U of SU(1, 1) to be parameterized as

U =

(
x1 + ix2 x3 + ix4

x3 − ix4 x1 − ix2

)

= x1

(
1 0
0 1

)
+ ix2

(
1 0
0 −1

)
+ x3

(
0 1
1 0

)
− x4

(
0 −i
i 0

)
= x1σ0 + x3σ1 − x4σ2 + ix2σ3,

where the σi are the unit matrix and the 2 × 2 Pauli matrices defined in Eq. (3.11). Then
the condition det U = 1 requires that x2

1 + x2
2 − x2

3 − x2
4 = 1. This is the equation of

an hyperboloid and defines an unbounded manifold, implying that the parameter space of
SU(1, 1) is not compact. This result may be compared with a similar analysis for SU(2),
where the parameter space was found to be that of a sphere S3 and thus compact [see Eq.
(6.77)]. The crucial difference between the manifolds of SU(2) and SU(1, 1) is seen to lie
in the difference between the positive definite metric (12.5) and the indefinite metric (12.7).

12.3 The Non-Compact Group SO(l, m)

The preceding discussion may be generalized to other groups. For example, recall from
Section 6.1 that SO(n) leaves invariant the length of a vector x = (x1, x2, . . . , xn) in
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n-dimensional euclidean space, |x | =
√

xTgx =
√

xT x, where g = I(n) is the n × n unit
matrix. Let us now define a group SO(l, m) such that its transformations instead leave
invariant

|x | =
√

xTgx g =

(
I(l) 0
0 −I(m)

)
, (12.8)

with a restriction that the transformation matrices have unit determinant. This group will
be non-compact because of the indefinite metric in (12.8). For example, we shall explore
in Ch. 13 the non-compact group of Lorentz transformations that leave the quadratic form
t2− x2− y2− z2 invariant. In this notation the Lorentz group is SO(3, 1), with the argument
indicating that the metric diagonal has three entries of one sign and one with opposite sign.
(Strictly one could distinguish the groups SO(3, 1) or SO(1, 3), depending on the metric
signature in use.)

12.4 Euclidean Groups

The group of symmetry transformations in n-dimensional euclidean space Rn is termed the
euclidean group En. This group is composed of the continuous linear transformations that
preserve the length of vectors, which are of two general types: (1) uniform translations, and
(2) rotations. Because translations are unbounded, the groups En are non-compact. The
euclidean groups are of interest for several reasons. First, they are associated with both
classical and quantum dynamics in euclidean space, as elaborated in Box 12.1. Second,
they illustrate many features common to non-compact groups. Finally, they introduce
terminology and mathematical techniques that will be important in analysis of the Lorentz
and Poincaré groups that underlie the full four-dimensional spacetime of special relativity.

12.4.1 The Euclidean Group E3 for 3D Space

In 3D euclidean space the momentum and angular momentum operators are (� = 1 units)

Pj = −i
∂

∂x j
L j = −i ε jkm xk

∂

∂xm
, (12.9)

where ε jkm is the antisymmetric rank-3 tensor with properties given in Table 3.2. By
explicit commutation these six operators generate the E3 Lie algebra (Problem 12.1),

[ Li , L j ] = iεi jkLk [ Pi , L j ] = iεi jkPk [ Pi , Pj ] = 0. (12.10)

An analysis of E3 may be found in Tung [199]. Here we restrict consideration to the
subgroup E2 of euclidean motions in a plane.

12.4.2 The Euclidean Group E2 for 2D Space

The euclidean group E2 preserves the length of all vectors in theR2 plane. The most general
transformation may be expressed as x ′i = Ri j x j + bi (sum on repeated indices), where the
first term corresponds to a rotation implemented by the two-dimensional orthogonal matrix
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Box 12.1 Dynamics in Euclidean Spaces

In classical and quantum physics the dynamical content of a system is embodied in its Hamiltonian, which is
a sum of kinetic and potential energy contributions.

Kinetic Energy

The classical kinetic energy is of the form

T =
1
2

∑
i

miv
2
i =

1
2

∑
i

mi

(
dxi
dt

)2

,

where xi is the coordinate, mi is the mass, andvi is the velocity of particle i. It is invariant under all euclidean
transformations because the differential dxi is the difference of two coordinates and so is not changed by
translations, while v2

i is obviously invariant under rotation. A similar conclusion follows for the quantized
version of T , by correspondence principle arguments.

Potential Energy

The classical potential energy V is a function of the coordinates but the assumed homogeneity of space
implies that V should be independent of coordinate origin; thus an acceptable potential energy can depend
only on xi j = xi − x j . Likewise, isotropy of space implies that the potential energy cannot depend on
orientation, so xi j can enter the potential energy only in rotationally invariant combinations. For two-
particle systems, this implies that the potential must be central, depending only on the magnitude of the
coordinate separation: V → V (r), with r = |x1 − x2 |. Again, the correspondence principle implies
similar conclusions for the quantized theory.

Euclidean Symmetry and Dynamics

Therefore, symmetries of the euclidean group are connected intimately with the dynamics of classical and
quantum systems. As discussed in Section 2.1, these symmetries lead directly to conservation laws like those
of linear momentum and angular momentum in the corresponding dynamical systems.

R and the second term represents a translation by a distance bi in the direction i. For R2

the explicit forms of these transformations represent the generalization of the 2D rotations
introduced in Section 6.2.1 to include uniform translations in the plane [199],

x ′1 = x1 cosφ − x2 sinφ + b1 x ′2 = x1 sinφ + x2 cosφ + b2.

The corresponding group multiplication law for elements g(b,φ) is

g(b2,φ2)g(b1,φ1) = g(b3,φ3) b3 ≡ R(φ2) b1 + b2 φ3 ≡ φ1 + φ2, (12.11)

where bn is a two-dimensional translation vector. The multiplication law (12.11) is
characteristic of semidirect product groups.
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12.4.3 Semidirect Product Groups

Letting ⊗s denote the semidirect product, we will show below that E2 may be written as

E2 = T2 ⊗s U(1), (12.12)

where T2 is the two-element group of translations in the plane that forms an abelian
invariant subgroup of E2, and U(1) ∼ SO(2) is the group of 2D rotations. The semidirect
product nature of such groups is the basis for a standard way of constructing their
representation theory called the method of induced representations, to be considered below.
Other semidirect product groups of physical interest include the semidirect product of
translations and rotations in three dimensions, E3, and the Poincaré group of Ch. 15, which
is the semidirect product of the Lorentz group and the group of 4D spacetime translations.
The group multiplication law (12.11) implies that a general group element g(b,φ) of E2

may be factored, for if we denote a pure rotation by R(φ) and a pure translation by T (b),

g(b,φ)R−1(φ) = g(b,φ)g(0,−φ)

= g
(
R(φ) · 0 + b,φ − φ)

= g(b, 0) = T (b),

where R−1(φ) = R(−φ) was used in line one and Eq. (12.11) was used in line two.
Therefore, multiplying from the right by R(φ),

g(b,φ) = T (b)R(φ), (12.13)

and a 2D euclidean transformation factors into a product of a translation and a rotation.

12.4.4 Algebraic Properties of E2

From the commutation relations (12.10) for E3, the E2 algebra may be written as

[ J, Pk ] = iεkmPm [ P1, P2 ] = 0 (k = 1, 2), (12.14)

where J is the angular momentum generator and εkm is the antisymmetric tensor with
components ε11 = ε22 = 0 and ε12 = −ε21 = 1, and satisfying εi jε jk = δik . As you are
asked to show in Problem 12.2, P2 ≡ P2

1 + P2
2 commutes with all generators and thus acts

as a Casimir operator for E2. Let us next introduce the operators P± through

P± ≡ P1 ± iP2. (12.15)

From (12.14), these have the commutation properties

[ J, P± ] = ±P±, (12.16)

and if J |m〉 = m |m〉, then J
(
P± |m〉

)
= (m ± 1)

(
P± |m〉

)
, as shown in Problem 12.3.

Thus P± acts as a raising and lowering operator for eigenvalues of J.
These results bring to mind the similar role of J± for SU(2) described in Section 3.3.3,

with one big difference [125]. For SU(2) the spectrum generated by repeated application
of J± is constrained by
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〈
J2

3
〉 ≤ 〈J2〉 = 〈J2

1 + J2
2 + J2

3
〉
,

because J1, J2, and J3 are components of a single vector. For E2 there is no relation between
J and the components of P, so application of P+ generates an infinite tower of J eigenvalues
that differ by integers. But the individual eigenvalues can be integer or half-integer (as
expected for physical eigenvalues) only if allowed physical states are zero eigenvalues
of the Casimir P2 = P2

1 + P2
2 , so it is necessary to require that P1 |m〉 = P2 |m〉 = 0.

Thus, any physical representations associated with E2 will have zero eigenvalues of P2,
and will be characterized by a single quantum number J taking on integer or half-integer
values and having the dimensions of angular momentum. We shall return to this discussion
of the representation space of E2 in considering the Poincaré group in Ch. 15. There it
will be seen that the zero eigenvalues of the E2 Casimir operator P2 are associated with
massless particles, and that the single eigenvalue J characterizing the physical states of
those particles will be interpreted as the helicity (projection of angular momentum in the
direction of motion) for the massless particle.

12.4.5 Invariant Subgroup of Translations

The commutation relations (12.14) mean that Pk transforms like the components of a vector
operator (compare discussion in Section 6.4 for 3D rotations),

e−iJφPkeiJφ = Pm R(φ)mk , (12.17)

where J is an angular momentum generator and R(φ) is a rotation matrix. It follows that

e−iJφP · b eiJφ = e−iJφPkeiJφbk = PmR(φ)mkbk ≡ P · b′,

where b′m ≡ R(φ)mkbk = R(φ)b. Since P1 and P2 commute with each other, the most
general translation can be written T (b) = e−iP1b1 e−iP2b2 = e−iP ·b , which implies that

R(φ)T (b)R(φ)−1 = e−iJφT (b)eiJφ

= e−iJφe−iP·beiJφ

= e−iP·(R (φ)b)

= T
(
R(φ)b

)
. (12.18)

That is, rotating a translation is equivalent to translating a rotation. As shown in
Problem 12.4, the preceding relations mean that the translations T (a) form an abelian
invariant subgroup of E2, because translations conjugated with arbitrary group elements
give translations (see Sections 2.12 and 2.14):

g(b,φ)T (a)g(b,φ)−1 = T
(
R(φ)a

)
. (12.19)

Since E2 has an abelian invariant subgroup it is not simple or semisimple. Thus, it cannot
be written as a direct product of simple groups. In fact, as noted above, E2 is the semidirect
product of the translation subgroup and the group of rotations in the plane. Finally, E2 is
not compact because the translation parameters are unbounded.

These observations suggest that the representation theory of E2 will exhibit new features
not found in our discussion of compact groups. Indeed, one such feature was encountered
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already in the infinite tower of J eigenstates discussed in Section 12.4.4. We will not pursue
the detailed representation theory of E2, since it is of limited intrinsic significance for
our purposes. However, let us develop briefly one aspect of E2 representation theory: the
method of induced representations, which will be essential to our analysis of the Poincaré
group in Ch. 15. We introduce the method in the present context because its application to
E2 is simpler than for the full Poincaré group, thus affording a pedagogical introduction to
the method that will make its later application to the Poincaré group more transparent.

12.5 Method of Induced Representations for E2

The method of induced representations was introduced by Frobenius for finite groups, but
our primary interest here traces to original work by Wigner on the representation theory of
the Poincaré group that has had a powerful influence on the development of both modern
physics and the mathematical discipline of group representation theory. This approach
and its generalizations have become a standard tool for the analysis of representations for
continuous groups having an abelian invariant subgroup. In essence, the method generates
all members of a representation for the full group by the action of group generators starting
from a representative vector defined in the invariant subspace; this works because a vector
defined in an invariant space may be reoriented by subsequent group operations but its
length is invariant because it is associated with the eigenvalue of a Casimir operator that is
the same for all members of the irrep. More extensive discussions may be found in Ch. 15
and Refs. [19, 199]; here we summarize only the main features.

12.5.1 Generating the Representation

The method of induced representations consists of the following steps [199].
(1) Identify the invariant subgroup and choose a representative vector in the subspace.
For E2 the invariant subgroup is the translation group T2, with generators P1 and P2.
These may be viewed as components of a vector operator P = (P1, P2) having eigenvalues
p = (p1, p2). Within this subspace, we select a standard vector p0. For E2 ⊃ T2,

p0 = (p, 0) with

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
P1 

p0

〉
= p 

p0

〉
P2 

p0

〉
= 0

P2 

p0
〉
= p2 

p0

〉
is an appropriate choice.
(2) Identify the factor group G/H . Elements of the factor group are cosets of E2 with respect
to the subgroup H = T2 (with left and right cosets equal since H is invariant):

E2/T2 = {T · g(b,φ)}.

But from Eq. (12.13) a general element of E2 may be written g(b,φ) = T (b)R(φ) and

E2/T2 = {T · T (b)R(φ)} = {T R(φ)},
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since the product of two translations is a translation. Thus, E2/T2 is labeled by a single
continuous parameter φ and must be isomorphic to the one-parameter group of rotations,
E2/T2 ∼ SO(2) ∼ U(1), with a single generator J.

(3) Find the dimensionality of the subspace corresponding to the standard vector. This
step turns on whether there are operators in the factor group that leave the standard vector
invariant or, equivalently, on whether there are generators in the factor group that commute
with the generator of the standard vector. All elements in the factor group that leave the
standard vector invariant form a subgroup called the little group. For E2 the factor group is
isomorphic to SO(2), which has a single generator J that does not commute with P1 since
[ J, P1 ] = iε1kPk = iP2. Hence, the little group for E2 is null. More generally, the little
group will be non-trivial. For example, the little group for E3 is SO(2) and we shall find in
Ch. 15 that for the Poincaré group the little group is SO(3) for massive particles and E2 for
massless particles.

(4) Generate the full irreducible invariant space. This may be accomplished by operating
on the standard vector with the group generators that do not commute with the generator
of the standard vector P to produce new eigenvalues of P. For the present example this is
R(φ) = e−iJφ and we must examine R(φ) 

p0

〉
. As shown in Problem 12.5, the momentum

content of R(φ) 

p0
〉

is given by

PkR(φ) 

p0
〉
= R(φ) 

p0

〉
pk . (12.20)

Thus, Pk |p〉 = pk |p〉, where |p〉 ≡ R(φ) 

p0
〉
, and the set |p〉 is closed under all group

operations since

T (b) |p〉 = e−iP ·b |p〉 R(θ) |p〉 = R(θ)R(φ) 

p0
〉
= R(θ + φ) 

p0

〉 ≡ 

p′〉 .

Therefore, {|p〉} is the basis of a vector space that is invariant under E2, and it is irreducible
because it was generated by group operations starting from a minimal invariant subspace.
These irreps are unitary because the operators are hermitian, but they are of infinite
dimension by virtue of the continuous label p. This example illustrates a fundamental
difference between compact and non-compact groups that is discussed in Box 12.2.

Box 12.2 Representations for Compact and Non-Compact Groups

Section 12.5.1 introduces a distinction of fundamental importance between representations of compact and
non-compact groups. For compact (or finite) groups it is always possible to choose a unitary representation
(see Section 3.5). For non-compact groups we no longer have this luxury.

Irreducible representations of a non-compact group can be chosen finite, or they can be chosen
unitary, but they cannot be both at the same time.

This leads to complications in applications of non-compact groups because one is forced to give up either
unitarity or finite dimensionality in the analysis.
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(5) Normalize the basis vectors. In this example there is a one to one correspondence
between basis vectors and the subgroup SO(2), so it is natural to normalize using the
invariant measure of SO(2). From Eq. (6.21), dgSO(2) =

1
2π dφ and the relation〈

p′

 p〉 = 〈p′,φ′


 p,φ
〉
= 2πδ(φ′ − φ) (12.21)

expresses the orthonormality of the basis vectors.

12.5.2 Significance of the Abelian Invariant Subgroup

We conclude this short introduction to the method of induced representations by noting
that the presence of the abelian invariant subgroup was essential.

1. The basis can be labeled by p because T2 is abelian.
2. The invariant subgroup property was used in generating all |p〉 from the standard vector.

Hence, it is expected that similar methods may be employed for other groups with abelian
invariant subgroups. We shall use this technique again for the Poincaré group in Ch. 15.

Background and Further Reading

Tung [199] gives extensive discussions for a variety of non-compact groups.

Problems

12.1 Show that in 3D the translation operators Pj and rotation operators L j given by
Eq. (12.9) generate the non-abelian Lie group E3, with the commutators (12.10). ***

12.2 Show that P2 ≡ P2
1 + P2

2 is a Casimir operator for the euclidean group E2.

12.3 Show that P± defined in Eq. (12.15) for E2 obey the commutation relation (12.16),
and that if J |m〉 = m |m〉, then J

(
P± |m〉

)
= (m ± 1)

(
P± |m〉

)
. Thus prove that P±

act as raising and lowering operators for eigenvalues of J. Hint: This is analogous
(but not identical) to a problem for SU(2) that is discussed in Section 3.3.3. ***

12.4 Prove that the translations form an abelian invariant subgroup of the euclidean group
E2 by deriving the result (12.19).

12.5 Show that (12.20) gives the momentum content of R(φ) 

p0
〉
. Hint: Eq. (12.17).

12.6 SO(2, 1) is the analog in two spatial dimensions of the Lorentz group SO(3, 1)
described in Ch. 13. Its generators (X1, X2, X3) obey the Lie algebra [ Xi , X j ] =
cki j Xk

with

[ X1, X2 ] = X3 [ X2, X3 ] = −X1 [ X3, X1 ] = X2.
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Use the metric tensor computed from Eq. (7.19) to show that SO(2, 1) is semisimple
and non-compact. Hint: Compare Problem 7.6 for SO(3).

12.7 Show that the E2 algebra (12.14) can be rewritten in the form (7.18) as

[ X1, X2 ] = X3 [ X1, X3 ] = −X2 [ X2, X3 ] = 0,

through the mappings P1 → iX2, P2 → iX3, and J → iX1. Compute the metric tensor
(Cartan–Killing form) using Eq. (7.19) to show that E2 is not semisimple. Hint: See
Section 7.2.2 and Problems 7.6 and 12.6. ***

12.8 Using g(b,φ) = T (b)R(φ) from Eq. (12.13), show that R(φ)T (b)R(φ)−1 =

T
(
R(φ)b

)
from Eq. (12.18) implies the multiplication rule (12.11) for the group

E2. Hint: Evaluate g(a, θ)g(b,φ).
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Non-compact groups were introduced in Ch. 12. The most important non-compact group
in physics is SO(3, 1), because it is isomorphic to the group of Lorentz transformations
that underlie special relativity and relativistic quantum field theory. We now investigate
the Lorentz group as a non-compact group of physical interest, and as the basis for
understanding spacetime symmetries and (when extended to the Poincaré group) the
meaning of spin and mass for elementary particles. This chapter discusses basic properties
of the Lorentz group, Ch. 14 discusses Lorentz covariance for wave equations and fields,
and Ch. 15 extends the Lorentz group to include translations, leading to the Poincaré group.

13.1 Spacetime Tensors

It is useful to introduce spacetime tensors and a formalism that exhibits Lorentz invariance
in an obvious manner. We neglect gravity so that special relativity is valid and physics can
be formulated in inertial frames (coordinate systems in which Newton’s first law holds).
The corresponding spatially flat manifold is termed Minkowski spacetime.

13.1.1 A Covariant Notation

Let us introduce some conventions that will make it more apparent whether a given
equation is consistent with Lorentz invariance, utilizing the notation summarized in
Box 13.1.

Vectors, Dual Vectors, and Metrics: In an inertial frame, let us introduce cartesian
coordinates with unit vectors e0, e1, e2, and e3 pointing in the t, x, y, and z directions,
respectively. Spacetime vectors will be called 4-vectors and an arbitrary 4-vector A can be
expanded as

A =
∑
μ

Aμeμ ≡ Aμeμ = A0e0 + A1e1 + A2e2 + A3e3,

where we use the Einstein summation convention: any index repeated once as a lower and
once as an upper index in a term implies a summation on that index.1 The upper-index

1 For manifolds with positive definite metrics (Section 12.2.1) and orthogonal coordinate systems, the placement
of indices in upper or lower positions is not crucial, but it will be for this and other chapters that use the
indefinite metric of spacetime because then upper and lower indices on tensors generally are not equivalent.
Thus for 4D spacetime the summation convention will always involve one upper and one lower repeated index.

220
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Box 13.1 Notation and Conventions for Spacetime Tensors

In the spacetime tensor notation introduced here we adopt a convention where

1. Greek letters (μ, ν, . . .) denote indices that can range 0–3 (either timelike or spacelike coordinates),
2. Roman letters (i, j , . . .) denote indices that range only 1–3 (spacelike coordinates only).

Thus for xμ the index can take the values 0, 1, 2, 3 but for xi the index can take only the values 1, 2, 3. In our
notation,

1. normal math font will be used for 4-vectors,
2. bold math font will be used for the usual 3-vectors.

As is conventional, a notation such as xμ can stand for either a particular component of a 4-vector or the full
4-vector, depending on the context.

quantities Aμ = (A0, A1, A2, A3) are the contravariant components of the 4-vector and we
will call Aμ a vector. Then the scalar product of 4-vectors A and B may be expressed as

A · B = B · A = (Aμeμ) · (Bνeν) = eμ · eνAμBν ≡ ημνAμBν , (13.1)

where the metric tensor components ημν are defined by the scalar products of basis vectors,

ημν ≡ eμ · eν . (13.2)

Assuming coordinates (ct, x, y, z) ≡ xμ = (x0, x1, x2, x3), the metric tensor can be written

ημν =
������
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

������
≡ diag (1,−1,−1,−1), (13.3)

where we adopt a (+ − −−) sign-pattern convention, corresponding to positive timelike
(ct) and negative spacelike (x, y, z) coefficients.2 The metric tensor obeys the relations

ημν = ηνμ = η
μν ημλη

λν = ηνμ = δ
ν
μ, (13.4)

where δνμ is the 4 × 4 unit matrix (Kronecker delta). The metric ημν determines the
geometry because the infinitesimal distance along a curve is given by the line element

ds2 = c2dτ2 = ημνdxμdxν = c2dt2 − dx2 − dy2 − dz2, (13.5)

2 In the curved spacetime of general relativity the metric tensor is typically denoted gμν , but for the special case
of flat Minkowski space it is conventional to reserve the symbol ημν for the metric components. A metric sign
pattern (− + ++) instead of (+ − −−) is also in common use. This is purely a matter of choice; what is
crucial is that the diagonalized spacetime metric has the (3, 1) signature discussed in Sections 12.2.1 and 12.3,
implying an indefinite metric with opposite signs for timelike and spacelike components in the metric. Most of
the unusual features of special relativity, and many of those for general relativity, derive from this indefinite
nature of the spacetime metric.
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where τ is the proper time (the time measured by a clock at rest in an inertial frame).
A lower-index quantity Aμ may be obtained by contraction of Aμ with the metric tensor
(setting an upper and lower index equal and doing the implied sum),

Aμ = ημνAν = (A0, A1, A2, A3) = (A0,−A1,−A2,−A3). (13.6)

We shall term Aμ = (A0, A1, A2, A3) the components of a dual vector.3 Then

A · B = AμAμ = A0B0 − A1B1 − A2B2 − A3B3, (13.7)

defines the 4-vector scalar product.

Higher-Rank Tensors: We may generalize to tensor components carrying any number of
upper or lower indices, with the tensor rank equal to the number of indices. For example,
the metric ημν and the Kronecker delta δνμ are rank-2 tensors. It is conventional to use the
adjectives contravariant to indicate upper indices, covariant to indicate lower indices, and
mixed if there are both upper and lower indices. Any index may be raised or lowered by
contraction with the metric tensor. For example, Fμν = ησνF

σ
μ lowers an index on the

mixed rank-2 tensor F
σ

μ and converts it to the covariant rank-2 tensor Fμν .

Derivative Notation: We will often use the following compact notation for derivatives

∂μ ≡ ∂

∂xμ
= (∂0, ∂1, ∂2, ∂3) =

(
∂

∂x0 ,−∇
)

,

∂μ ≡
∂

∂xμ
= (∂0, ∂1, ∂2, ∂3) =

(
∂

∂x0 ,∇
)

,

∇ ≡
(
∂

∂x1 ,
∂

∂x2 ,
∂

∂x3

)
= (∂1, ∂2, ∂3) = (−∂1,−∂2,−∂3).

(13.8)

For example, ∂1 = ∂/∂x1 and ∇ is the usual 3-divergence.

13.1.2 Tensor Transformation Laws

One practical way to define tensors is in terms of how they transform under a change of
coordinate system x → x ′. The transformation laws for some low-rank tensors are

φ′(x ′) = φ(x) (scalar),

A′μ (x ′) =
∂x ′μ

∂xν
Aν (x) (vector),

A′μ (x ′) =
∂xν

∂x ′μ
Aν (x) (dual vector),

T ′μν =
∂xα

∂x ′μ
∂xβ

∂x ′ν
Tαβ (covariant rank-2 tensor),

T ′νμ =
∂xα

∂x ′μ
∂x ′ν

∂xβ
T
β
α (mixed rank-2 tensor),

T ′μν =
∂x ′μ

∂xα
∂x ′ν

∂xβ
Tαβ (contravariant rank-2 tensor),

(13.9)

3 Some authors call Aμ a contravariant vector and Aμ a covariant vector, a co-vector, or a 1-form.
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Box 13.2 Spacetime Tensors and Tensor Fields

A tensor field corresponds to a tensor of particular type defined at every point of spacetime. Lorentz tensors
are a special case where the spacetime is flat Minkowski space, with the metric (13.3).a We have introduced
tensors in Eqs. (13.9) and (13.10) through the transformation properties of their components when they are
expressed in some basis. This is of great practical use, since in real problems it is often simplest to work with the
components of tensors expressed in a basis rather than with the tensors themselves. However, this obscures
considerable mathematical beauty and elegance associated with tensor properties being independent of
expression in any particular basis. Mathematicians prefer to define tensors geometrically (independent of
expression in a particular basis) in terms of linear maps to the real numbers. The two approaches embody
different tradeoffs between utility and elegance, but lead to the same physical results. A more extensive
introduction to spacetime tensors in possibly curved spacetime may be found in Ref. [88].
a The more general tensors in Eq. (13.9) are valid for curved spacetime and form the mathematical basis for the theory of general relativity. Here

we will restrict to problems where gravity (spacetime curvature) is not important and the simpler Lorentz tensors of Eq. (13.3) suffice. Also,
we will often use “tensor” loosely as shorthand for a tensor field defined at every point of the manifold.

where unprimed coordinates refer to the original coordinate system, primed coordinates
refer to the transformed coordinate system, and all partial derivatives depend on the
spacetime coordinates and are understood to be evaluated at a specific spacetime point
labeled by x in one coordinate system and by x ′ in the other.4 Generalizations for
higher-rank tensors are straightforward. The definitions (13.9) assume the general case
that derivatives may depend on the spacetime coordinates. In the special instance of
Minkowski space the derivatives are independent of the spacetime coordinates and Eq.
(13.9) reduces to

φ′ = φ (scalar),

A′μ = Λ
μ
νAν (vector),

A′μ = Λ
ν
μ Aν (dual vector),

T ′μν = Λ
γ
μ Λ

δ
νTγδ (covariant rank-2 tensor),

T
′μ
ν = Λ

μ
γΛ

δ
νT

γ
δ (mixed rank-2 tensor),

T ′μν = Λ
μ
γΛ

ν
δ Tγδ (contravariant rank-2 tensor),

(13.10)

where the matrices Λ involve constant derivatives (having the same value at all points).

4 A transformation where the point is unchanged but it is relabeled in a new coordinate system is termed a passive
transformation. The practice is common in physics but we are being sloppy mathematically by referring to
objects carrying indices and obeying particular transformation laws as tensors. The quantities appearing in Eq.
(13.9) are in reality tensor components expressed in a particular basis. Tensors are geometrical objects and
their properties are independent of expression in a particular basis, as explained further in Box 13.2.
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v

x' x

Fig. 13.1 Two inertial systems that differ by a relative velocity v along the x-axis.

13.2 Lorentz Transformations

Consider two inertial systems that move with a constant relative velocity v along the x-axis,
as illustrated in Fig. 13.1. From the special theory of relativity, the boost transformations
that connect these inertial frames are

x ′ =
x + vt

√
1 − v2/c2

y′ = y z′ = z t ′ =
t + vx/c2
√

1 − v2/c2
. (13.11)

To elucidate the group structure associated with these transformations it is desirable to
change to a new set of variables.

13.2.1 Lorentz Boosts as Minkowski Rotations

Introducing the variables β and γ through

γ ≡ 1
√

1 − v2/c2
β ≡ v

c
, (13.12)

and invoking the covariant notation introduced in Section 13.1.1, the Lorentz boost
transformations (13.11) take the form

x ′0 = γ(x0 + βx1) x ′1 = γ(βx0 + x1) x ′2 = x2 x ′3 = x3. (13.13)

Now observe that cosh2 α − sinh2 α = 1 and that

γ2 − (βγ)2 =
1

1 − v2/c2 −
v2/c2

1 − v2/c2 = 1,

suggesting the parameterization

γ = cosh ξ γβ = sinh ξ, (13.14)

with ξ related to the velocity v through

tanh ξ =
sinh ξ
cosh ξ

=
γβ

γ
= β =

v

c
. (13.15)
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In matrix form the x-axis Lorentz boost may then be expressed as x ′ = Bx x, where Bx is
the 4 × 4 boost matrix in the x direction. Explicitly, x ′ = Bx x is

������
x ′0

x ′1

x ′2

x ′3

������
=

������
cosh ξ sinh ξ 0 0
sinh ξ cosh ξ 0 0

0 0 1 0
0 0 0 1

������
������

x0

x1

x2

x3

������
. (13.16)

Similar boost matrices may be constructed for the y and z directions. With this param-
eterization boosts look like 4D rotations. However, ξ is defined in terms of hyperbolic
functions and is not a rotation angle in the usual sense. For example, Eq. (13.16) may be
viewed as implementing a rotation through an imaginary angle that mixes space and time
coordinates.

13.2.2 Generators of Boosts and Rotations

The elements U (α1, α2, . . . , αN ) of an N-parameter Lie group were written in Eq. (3.2) as

U (α1, α2, . . . , αN ) = eiαaXa = eiα1X1+iα2X2+· · ·+iαN XN , (13.17)

indicating that the infinitesimal group generators Xk are related to the group elements U
by differentiation with respect to the group parameters αk ,

Xk =
1
i
∂U
∂αk






αk=0
.

Thus, from Eq. (13.16) a Lorentz boost generator K1 in the x direction may be defined by

K1 ≡ Kx =
1
i
∂Bx

∂ξ






ξ=0
=

1
i

������
sinh ξ cosh ξ 0 0
cosh ξ sinh ξ 0 0

0 0 0 0
0 0 0 0

������ξ=0

=

������
0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0

������
.

Carrying out the same procedure for the y and z axes gives for the boost generators

Kx =

������
0 −i 0 0
−i 0 0 0
0 0 0 0
0 0 0 0

������
Ky =

������
0 0 −i 0
0 0 0 0
−i 0 0 0
0 0 0 0

������
,

Kz =

������
0 0 0 −i
0 0 0 0
0 0 0 0
−i 0 0 0

������
.

(13.18)

The boost generators are not hermitian since K � K†; they are antihermitian, K = −K†.
Explicit calculation shows that the commutator of two different boost generators is
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proportional to a 3-space angular momentum operator. Thus the boost generators Ki do not
close under commutation and closure of a Lie algebra requires boosts to be supplemented
by additional operators. The obvious choice is to add the set of (3-space) rotation operators
to the boosts. In our 4-vector notation the last three components of the 4-vector correspond
to the three spatial coordinates. Thus, the generators of 3D spatial rotations may be
specified in this spacetime basis by appending to the usual 3D rotation matrix generators
an extra null row at the top and an extra null column on the left:

Jx =

��������

0 0 0 0
0 0 0 0
0 0 0 −i

0 0 i 0

��������
Jy =

��������

0 0 0 0
0 0 0 i

0 0 0 0
0 −i 0 0

��������
Jz =

��������

0 0 0 0
0 0 −i 0
0 i 0 0
0 0 0 0

��������
. (13.19)

These matrices implement rotational transformations in the spatial coordinates only.

13.2.3 Commutation Algebra for the Lorentz Group

As may be verified by explicit calculation using the matrix representations (13.18) and
(13.19) given above, the set of operators (Kx , Ky , Kz , Jx , Jy , Jz ) closes under commutation,

[ Ji , Jj ] = iεi jk Jk [ Ji , K j ] = iεi jkKk [ Ki , K j ] = −iεi jk Jk , (13.20)

where the completely antisymmetric Levi-Civita symbols εi jk are defined in Table 3.2.

Example 13.1 From the algebra in Eq. (13.20),

[ Jx , Ky ] = iεxyzKz = iKz [ Kx , Ky ] = −iεxyz Jz = −i Jz [ Jx , Kx ] = −iεxxz Jz = 0,

where we have used that εi jk is +1 if the indices are cyclic, −1 if the indices are anticyclic,
and zero if any two indices are the same.

Thus, the set of rotations plus Lorentz boosts illustrated in Table 13.1 forms a six-parameter
Lie group, with a generator algebra given by Eq. (13.20). This Lie group is isomorphic to
the group SO(3, 1) introduced in Section 12.3, and is termed the proper Lorentz group.

Table 13.1. Proper Lorentz transformations

Physical interpretation Generators Parameters

Three boosts Kx , Ky , Kz Three velocities: vx , vy , vz
Three rotations Jx , Jy , Jz Three angles: θx , θy , θz
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13.3 Classification of Lorentz Transformations

The proper Lorentz transformations of the preceding section are continuous. More
generally, the full Lorentz group comprises all boosts, rotations, and inversions that leave
invariant the scalar product xμxμ. The general form of a Lorentz transformation is

x ′μ = Λ
μ
ν xν , (13.21)

where Λ is a 4 × 4 real matrix with components that satisfy ΛνλΛ
λ
μ = δ

ν
μ. The invariant

interval may be expressed as

xμxμ = xμημν xν = xTηx, (13.22)

with the matrix η defined in Eq. (13.3) and xT denoting the transpose of the matrix x
(interchange rows and columns). After a Lorentz transformation (13.21) on Eq. (13.22),

(x ′)Tηx ′ = xT(ΛTηΛ)x.

Thus, invariance of the spacetime interval requires the matrix condition

ΛTηΛ = η, (13.23)

or equivalently

ΛμρηλνΛ
μλ = ΛμρΛ

μ
ν = ηρν , (13.24)

when written out in terms of matrix components.

13.3.1 The Four Pieces of the Full Lorentz Group

The conditions (13.23) and that det g � 0 imply that (detΛ)2 = 1, and thus that detΛ = ±1.
Furthermore, in general either Λ0

0 ≥ 1 or Λ0
0 ≤ −1.

There are four categories of Lorentz transformations, illustrated in Table 13.2.
Each is associated with a disconnected piece of the full Lorentz group.

This reminds us of O(3), which has two disconnected pieces: the part containing the
identity that corresponds to continuous SO(3) rotations, and a second part associated
with discrete space reflections (Section 6.1). However, the relationship of the disconnected
pieces is more complex here. That the sign of the determinant fails to sort out the options,
as it would for an orthogonal transformation, traces to the indefinite metric (13.3). The
Lorentz transformations with detΛ = +1 are termed proper, while those with Λ0

0 ≥ 1
are termed orthochronous. Furthermore, the proper Lorentz group is commonly termed
homogeneous.

The Poincaré group that we shall discuss in Ch. 15 is obtained from the homogeneous
Lorentz group by appending the generators of spacetime translations; it is sometimes
termed the inhomogeneous Lorentz group. The term “Lorentz group” will be taken here to
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Table 13.2. Categories of Lorentz transformations

I detΛ = +1 Λ0
0 ≥ +1 Contains the identity

II detΛ = −1 Λ0
0 ≥ +1 Contains space inversion

III detΛ = −1 Λ0
0 ≤ −1 Contains time inversion

IV detΛ = +1 Λ0
0 ≤ −1 Contains spacetime inversion

mean the proper orthochronous Lorentz group, and we will use the term “Poincaré group”
for what is sometimes called the inhomogeneous Lorentz group.

13.3.2 Improper Lorentz Transformations

The proper (detΛ = +1), orthochronous (Λ0
0 ≥ 1) transformations corresponding to

category I of Table 13.2 are connected to the identity (which has unit determinant) by
continuous variation of the parameters. Space inversion5 (the parity operation) on the
4-vector basis is implemented by a matrix π and time inversion by a matrix τ, with

π =
������
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

������
= ημν τ =

������
−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

������
= −ημν (13.25)

in the basis we are employing. For space inversion det π = −1 and Λ0
0 = +1, which is in

category II, while for time inversion det τ = −1 and Λ0
0 = −1 which is in category III.

Combined spacetime inversion is then implemented by the matrix τπ, which has det π =
+1 and Λ0

0 = −1, and is in category IV of Table 13.2.

13.3.3 Lightcone Classification of Minkowski Vectors

The line element of Eq. (13.5) is of conic form and defines a lightcone that separates
spacetime into distinct regions, as illustrated in Fig. 13.2 for two space and one time
dimension.

1. Points with ds2 > 0 and x0 > 0 lie within the future lightcone. They can be reached
from the origin by a signal propagating at less than the speed of light.

2. Points having ds2 > 0 and x0 < 0 lie in the past lightcone. A signal from those points
can reach the origin traveling at less than the speed of light.

3. Points lying outside the lightcone have ds2 < 0. They cannot be reached from the origin
by signals traveling at the speed of light or less.

5 It is popular to describe parity as mirror reflection. In 3D space parity reflects in all three spatial axes, which
is not what a normal flat mirror does. However, parity is equivalent to mirror reflection in an axis and then a
rotation by π about that axis. If space is isotropic, rotational invariance means that no physical outcome can
depend on the final rotation, so in that sense mirror reflection and parity are equivalent operations in 3D space.
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Fig. 13.2 The lightcone for two spacelike and one timelike Minkowski dimensions.

4. Points lying on the lightcone can be reached from the origin or from each other by
signals traveling at exactly the speed of light.

For any point with ds2 < 0, a Lorentz transformation exists that can transform the
coordinate vector into one (0, x ′) having pure spacelike components. Therefore, points
outside the lightcone are said to have a spacelike separation from the origin. Conversely,
for any point lying within either the future or past lightcone there exists a Lorentz
transformation that can bring the coordinate vector to the form (t ′, 0). Thus, points inside
the lightcone are said to have a timelike separation from the origin. Points lying on the
lightcone are said to have a lightlike or null separation.

13.4 Properties of the Lorentz Group

The proper Lorentz group has some important properties that may be deduced without
difficulty.

1. The proper Lorentz group is non-compact. In the boost (13.16) the behavior of the
parameter ξ = tanh−1(v/c) is as illustrated in Fig. 13.3, and ξ has no bound as v → c.

2. The rotations in three spatial dimensions form a subgroup of the proper Lorentz group
since they close on themselves under commutation, [ Ji , Jj ] = iεi jk Jk .

3. The boosts alone do not close under commutation and therefore do not form a subgroup.
4. The boosts transform as vectors under spatial rotations, by virtue of Eq. (6.59) and the

commutators [ Ji , K j ] given in Eq. (13.20).

Box 13.3 discusses some physical consequences that follow from the failure of the set of
Lorentz boosts to close under commutation.
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Box 13.3 Thomas Precession and Spin–Orbit Coupling

The commutation relation [ Kx , Ky ] = −i Jz given in Eq. (13.20) for Lorentz boost generators implies that
the commutator of two infinitesimal boosts parameterized by the “angles”δη and δε is

eiKx δηeiKy δεe−iKx δηe−iKy δε = 1 − [ Kx , Ky ]δηδε + · · ·
= 1 + i JzΔθz + · · ·
∼ eiJzθz ,

whereΔθz ≡ δηδε. Commutation of two boosts gives a rotation! This is why Lorentz boosts alone cannot
form a Lie group. This is also the origin of Thomas precession, and ultimately is the reason that the spin–orbit
term of the relativistic Dirac equation is a factor of two smaller than the corresponding spin–orbit term for
non-relativistic quantum mechanics. These more technical issues are beyond the scope of this presentation
but the interested reader may consult Itzykson and Zuber [120] or Jackson [122] for further discussion of
these points.

Fig. 13.3 Dependence of the Lorentz boost parameter ξ on the velocity v/c. The value of ξ is unbounded as v/c → ±1,
implying that the Lorentz group is non-compact.

13.5 The Lorentz Group and SL(2,C)

The proper Lorentz group has six real parameters. Recall the matrix group SL(n, C) intro-
duced in Section 2.9.1 that corresponds to the group of n × n matrices of unit determinant
with complex entries. An n×n complex matrix has 2n2 real parameters and the requirement
det A = 1 imposes one complex constraint, implying that SL(2, C) has six real parameters,
just as for the Lorentz group. This is no coincidence: as we shall now demonstrate, there
is a homomorphism between SL(2, C) and the proper Lorentz group SO(3, 1) that may be
displayed by introducing an appropriate mapping between 4-vectors and 2 × 2 matrices.

13.5.1 A Mapping between 4-Vectors and Matrices

In a generalization of Problem 6.17, let us associate each point xμ in Minkowski spacetime
with a 2 × 2 hermitian matrix X through the mapping
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xμ → X ≡ xμσμ = η
μν xνσμ, (13.26)

with the definitions

σμ ≡ (σ0, σ1, σ2, σ3) σμ ≡ ημνσν = (σ0,−σ1,−σ2,−σ3),
xμ ≡ (x0, x1, x2, x3) xμ ≡ ημν xν = (x0,−x1,−x2,−x3),

where the σi are Pauli matrices, σ0 is the unit 2 × 2 matrix, and the metric tensor ημν is
given by Eq. (13.3). Explicitly,

X =

(
x0 − x3 −x1 + ix2

−x1 − ix2 x0 + x3

)
, (13.27)

as shown in Problem 13.6. Taking the determinant of (13.27) gives

det X = x2
0 − x2

1 − x2
2 − x2

3 ≡ x2, (13.28)

and preservation of x2 ≡ xμxμ = ημν xν xμ is equivalent to preservation of det X . Now
a Lorentz transformation on xμ will take the form x ′ = Λx of Eq. (13.21) and we can
associate a new 2 × 2 hermitian matrix X ′ with the transformed point x ′ through X ′ =
x ′μσμ. But there must be a 2 × 2 matrix A ≡ A(Λ) that can transform X into X ′,

X ′ = A(Λ)X A†(Λ), (13.29)

where X ′ is hermitian (Problem 13.6). From Eq. (13.29), det X ′ = (det A) (det X ) (det A†).
Now assume A to be an element of SL(2, C), so that (det A)(det A†) = 1 and det X ′ =
det X . Thus, x2 = xμxμ = det X is invariant under transformations of SL(2, C) matrices
and, since preservation of xμxμ is characteristic of the Lorentz group SO(3, 1), the groups
SL(2, C) and SO(3, 1) are homomorphic.

13.5.2 The Universal Covering Group of SO(3,1)

The homomorphism between SL(2, C) and SO(3, 1) is 2:1 because the considerations of
Section 13.5.1 specify A only up to a factor of ±1. For example, if Eq. (13.29) is valid for
A it is valid also for −A. Thus, for each proper Lorentz transformation matrixΛ ∈ SO(3, 1)
there are two SL(2, C) matrices ±A(Λ). In fact, SL(2, C) is the universal covering group
for SO(3, 1) and the relationship between the non-compact group SO(3, 1) and its covering
group SL(2, C) is similar to that between the compact group SO(3) and its covering group
SU(2) that was discussed in Section 6.9.

13.6 Spinors and Lorentz Transformations

The two-component representation vectors of the Lorentz group associated with the
SL(2, C) homomorphism may be termed spinors to distinguish them from three- or four-
component vectors. We may again consider the analogy between the SU(2) → SO(3) and
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SL(2, C) → SO(3, 1) homomorphisms described in Section 13.5.2. In each case, we can
say the following.

1. The homomorphism is 2:1, with two elements of the covering group [SU(2) or
SL(2, C)] mapped to a single element of the “orthogonal group” [SO(3) or SO(3, 1)].

2. The 2 × 2 unit-determinant (special) matrices of the covering group provide the lowest-
dimensional representations of the corresponding “orthogonal group.”

3. All finite-dimensional representations can be built from the direct products of spinor
representations for the covering group .

For SU(2) the fundamental representations are just the two-dimensional Pauli spinors
encountered in Section 3.3.1. For SL(2, C) the corresponding two-dimensional objects will
be termed Lorentz spinors, to distinguish them from Pauli spinors. We shall sometimes just
use the term “spinor” if the type of spinor is clear from the context.

13.6.1 SU(2)× SU(2) Representations of the Lorentz Group

The generators of a Lie algebra span a linear vector space, so any independent linear
combination of generators also constitutes a valid set of generators. Let us introduce a
new basis for the Lorentz generators by using Eqs. (13.18) and (13.19) to define

Ak ≡
1
2

(Jk + iKk ) Bk ≡
1
2

(Jk − iKk ) (k = 1, 2, 3). (13.30)

From the commutation relations given in Eq. (13.20), we find that (Problem 13.3)

[ Ai , Aj ] = iεi jk Ak [ Bi , Bj ] = iεi jkBk [ Ai , Bj ] = 0. (13.31)

Thus, the Lie algebra of the Lorentz group may be written as the direct product of two
SU(2) algebras, SU(2)A×SU(2)B, and states transforming under the Lorentz group may be
labeled by two “angular momenta,” (JA, JB), one associated with the operators Ak and one
with the operators Bk .6 Apart from the trivial (0, 0) representation, the lowest-dimensional
representations are ( 1

2 , 0) or (0, 1
2 ), with two degrees of freedom each.

13.6.2 Two Inequivalent Spinor Representations

As shown in Problem 13.4, the Lorentz commutation relations are satisfied by the choice

Ki = ±
i
2
σi Ji =

1
2
σi , (13.32)

where the σi are the Pauli matrices of Section 3.3.1. This corresponds to a special case of
the irreps of SU(2) × SU(2) where one of the “angular momenta” is zero and the other is
1
2 , and implies the existence of two basic types of Lorentz spinors [174].

6 Note that the Lie group SU(2) × SU(2) is compact but the Lorentz group SO(3, 1) is non-compact. They have
the same Lie algebra, but they have different group elements. This means that properties of the representations
such as unitarity may differ between the two groups.
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1. Type I Spinor ψR : Ki = − i
2σi and Ji = 1

2σi . Then

Ai =
1
2

(Ji + iKi) =
1
2
σi Bi =

1
2

(Ji − iKi) = 0 (JA, JB) → (JA, 0) =

(
1
2

, 0
)

.

2. Type II Spinor ψL : Ki =
i
2σi and Ji = 1

2σi . Then

Ai =
1
2

(Ji + iKi) = 0 Bi =
1
2

(Ji − iKi) =
1
2
σi (JA, JB) → (0, JB) =

(
0,

1
2

)
.

(The subscripts R and L stand for “right-handed” and “left-handed” respectively; their
meaning will be explained after we introduce the concept of chirality in Section 14.5.)
Thus, Lorentz spinors and Pauli spinors differ fundamentally.

Weyl Representations: Under rotations, two-component Pauli spinors transform
as spin- 1

2 irreps of SU(2), but under Lorentz transformations two inequivalent
two-component spinors transform as different SU(2) × SU(2) irreps:

• Type I, corresponding to the irrep ( 1
2 , 0), and

• Type II, corresponding to the irrep (0, 1
2 ).

These inequivalent spinor irreps are called Weyl representations.

In terms of the six Lorentz generators {K , J } with K = (Kx , Ky , Kz ) and J = (Jx , Jy , Jz ),
an element of the Lorentz group may be written [see (13.17)]

U = ei(J ·θ+K ·ξ) , (13.33)

with the parameters θ = (θ1, θ2, θ3) associated with rotations and the parameters ξ =
(ξ1, ξ2, ξ3) associated with boosts. For the spinors ψR and ψL the generators are given by
Eq. (13.32) and a proper Lorentz transformation on the two inequivalent spinors takes the
form

ψR = exp
[

i
2
σ · (θ − iξ)

]
ψR(0) ψL = exp

[
i
2
σ · (θ + iξ)

]
ψL(0). (13.34)

We must now understand why one type of Pauli spinor suffices for non-relativistic
quantum mechanics but two inequivalent sets of Lorentz spinors are required in relativistic
quantum mechanics. As will be shown in Ch. 14, the Dirac equation of relativistic quantum
mechanics is in fact a relationship between these two inequivalent spinors. However, before
we can understand that it is necessary to extend the discussion of the proper Lorentz group
to include the improper transformation of space inversion (parity symmetry).

13.7 Space Inversion for the Lorentz Group

The discrete operations of space inversion (parity) and time reversal for the full Lorentz
group are implemented by the operators π and τ in Eq. (13.25). Although these might
seem rather similar in form, the discussion of time reversal involves new features (the use
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Box 13.4 Parity and the Weak Interactions

Once it was believed that parity should be conserved in all physical processes, just like charge or energy or
angular momentum. Nature was of a different mind.

Decay of Neutral Kaons

In the 1950s high-energy physicists puzzled over particles called neutral kaons that decayed to products of
different parity. These data could be explained if the decays did not conserve parity, but few thought that
was likely because of strong experimental evidence supporting parity conservation. But that two different
elementary particles, one decaying to positive parity and one to negative parity products, should have exactly
the same mass and quantum numbers seemed a most suspicious coincidence. T. D. Lee and C. N. Yang looked
systematically at data and concluded that conservation of parity was indeed well supported for strong and
electromagnetic interactions, but that the evidence was sketchy for weak interactions.

The Fall of Parity

In 1956 Lee and Yang advanced the bold hypothesis that the weak interactions did not conserve parity
[140]. Their surmise was quickly confirmed when C. S. Wu and collaborators found evidence for parity non-
conservation in the β-decay of 60Co [219]. Subsequent experiments confirmed not only that parity was
violated by weak interactions, but that it was violated maximally. Thus parity is not universally conserved.
Electromagnetic and strong interactions are invariant under parity, but weak interactions are not, which has
large implications for elementary particle physics.

of antilinear operators) that make it considerably different from that of parity. Discussion
of time-reversal properties will be deferred until later. In this section we take up the issue
of how parity enters the Lorentz group. This is of more than academic interest because
weak interactions do not conserve parity (Box 13.4).

13.7.1 Action of Parity on Generators and Representations

To understand further the relationship between the Type I and Type II spinors introduced in
Section 13.6, consider the action of parity on the generators and wavefunctions. From Eq.
(13.25), the parity operator π inverts space but not time; thus the velocity and the boost
generators change sign under parity, v → −v and K → −K , but the angular momentum
operators commute with parity and are unaffected, J → J . Therefore (Problem 13.5),

πJiπ
−1 = Ji πKiπ

−1 = −Ki . (13.35)

Now consider the effect of space inversion on the finite-dimensional (non-unitary) irreps
of the Lorentz group introduced in Section 13.6. From Eq. (13.30), the generators Ak and
Bk , and corresponding Casimir operators A2 and B2 of the SU(2)A×SU(2)B symmetry are

Ak =
1
2

(Jk + iKk ) Bk =
1
2

(Jk − iKk ) A2 = Ak Ak B2 = BkBk .
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From Eq. (13.35), these transform as

πAkπ
−1 = Bk πBkπ

−1 = Ak πA2π−1 = B2 πB2π−1 = A2 (13.36)

under the parity operation.

The generators Ak and Bk of proper Lorentz transformations, and the correspond-
ing Casimir operators A2 and B2, are interchanged by parity. Hence eigenvalues
of A2 and B2 are no longer separately conserved under parity transformations.

Let us investigate the behavior of the parity transformed basis vectors for an irreducible
SU(2)A × SU(2)B representation (a, b) under the action of the proper Lorentz group
generators. If the basis vectors are denoted by |mamb〉 with

A2 |mamb〉 = a(a + 1) |mamb〉 B2 |mamb〉 = b(b + 1) |mamb〉 ,
A3 |mamb〉 = ma |mamb〉 B3 |mamb〉 = mb |mamb〉 ,

ma = {−a,−a + 1, . . . ,+a} mb = {−b,−b + 1, . . . ,+b},

then from Eq. (13.36)

A3π |mamb〉 = πB3 |mamb〉 = πmb |mamb〉 ,
B3π |mamb〉 = πA3 |mamb〉 = πma |mamb〉 ,
A2π |mamb〉 = πB2 |mamb〉 = πb(b + 1) |mamb〉 ,
B2π |mamb〉 = πA2 |mamb〉 = πa(a + 1) |mamb〉 .

(13.37)

Thus, for a basis vector |mamb〉 of the representation (a, b), the state π |mamb〉 transforms
like a basis vector for a (b, a) representation of the proper Lorentz group.

13.7.2 General and Self-Conjugate Representations

For the special case that a = b for the SU(2)A × SU(2)B Lorentz representation (a, b), one
says that the representation is self-conjugate. Then we can have basis vectors transforming
under parity like the original representation space of the proper Lorentz group. In general,
the action of the parity operation π on such a self-conjugate representation can introduce
a phase η = ±1.

Example 13.2 The scalar (0, 0) representation of the Lorentz group is self-conjugate.
Therefore, it may be characterized by a phase η = ±1 termed the intrinsic parity. For
example, all quarks and all leptons are assigned an intrinsic parity of +1. The parity of a
many-particle system is the product of parities for the individual particles and the Dirac
equation (Ch. 14) requires the intrinsic parity of antiparticles to be opposite to that of the
corresponding particles. Thus, since baryons have a qqq quark structure and mesons have a
qq̄ quark structure, baryons in the representations of Fig. 9.1 have positive intrinsic parity
and mesons have negative intrinsic parity.
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For a � b the representations are said to be general representations. For these cases the
parity transformed vectors {π |mamb〉} cannot be in the original space of (a, b) since they
form a new representation space (b, a) of the proper Lorentz group [see Eq. (13.37)]. The
minimal invariant subspace for the proper Lorentz group is now a direct sum of the two
subspaces: (a, b) ⊕ (b, a). The vectors of the two subspaces are related by the definition
|mbma〉 ≡ π |mamb〉 . Parity eigenstates may be defined by the linear combinations 


ψ±〉 =
|mamb〉 ± |mbma〉, such that the action of the parity operator is

π 


ψ±〉 = |mbma〉 ± |mamb〉 = ± 


ψ±〉 . (13.38)

However, 


ψ±〉 does not behave in a simple way under the A and B operators of the original
space of proper Lorentz transformations. The Type I and Type II spinors ( 1

2 , 0) and (0, 1
2 ),

respectively, of the preceding discussion provide examples of such general representations
that are not parity invariant. The present considerations suggest that the minimal subspace
of the proper Lorentz group for these spinors is the direct sum ( 1

2 , 0) ⊕ (0, 1
2 ). In summary,

there are two classes of finite-dimensional irreps of the Lorentz group extended by parity.

1. (2u + 1) × (2u + 1) dimensional self-conjugate representations (u = 0, 1
2 , 1, . . . ; η =

±1). These behave as (a, b) = (u, u) irreps under proper Lorentz transformations and
π |mamb〉 = η |mamb〉, with ma, mb = −u,−u + 1, . . . ,+u.

2. General representations with distinct parameters (a, b). The action of parity produces
new representations with respect to the proper Lorentz group and the minimal invariant
subspace under parity corresponds to a direct sum (a, b) ⊕ (b, a).

For the general representations parity is well defined for irreducible representations of the
full Lorentz group, but it is well defined only for certain reducible representations of the
subgroup of proper Lorentz transformation. The direct sum (a, b) ⊕ (b, a) is an irrep of the
Lorentz group extended by parity, but it is only a reducible representation of the subgroup
of continuous transformations that leave the scalar product invariant.

13.8 Parity and 4-Spinors

As shown in Section 13.7.1, under a parity transformation the generators are interchanged

Ak =
1
2

(Jk + iKk )
π←→ 1

2
(Jk − iKk ) = Bk ,

as are the Type I and Type II spinors
(
a, b)

π←→ (
b, a), because they are not self-conjugate

representations. Therefore, conservation of parity in a relativistic wave equation requires
spinor representations that are symmetric in the a and b quantum numbers. Let us introduce
a 4-component column vector called a Dirac 4-spinor,

ψ =

(
ψR

ψL

)
≡ ��

ψ
(

1
2 , 0
)

ψ
(
0, 1

2

)�� , (13.39)

with ψR a two-component ( 1
2 , 0) spinor and ψL a two-component (0, 1

2 ) spinor. The spinor
ψ corresponds to a reducible representation ( 1

2 , 0) ⊕ (0, 1
2 ) of the proper Lorentz group



237 13.9 Higher-Dimensional Lorentz Representations

that is termed the Dirac representation. It is a particular case of the general reducible
representation (a, b) ⊕ (b, a) introduced in the preceding section. We shall have much
more to say about this when we consider the Dirac equation in Section 14.2.

13.9 Higher-Dimensional Lorentz Representations

From Section 13.6, all finite-dimensional representations of the Lorentz group may be
constructed by compounding direct products of fundamental spinor representations.

Example 13.3 Using the Clebsch–Gordan series for the independent SU(2) factors of the
SU(2)A × SU(2)B Lorentz representations, we have in terms of Young diagrams,(

,
)
⊗
(

,
)
=

(
,

)
⊕
(

,
)

,

or in terms of the (JA, JB) representation labeling,
( 1

2 , 0
) ⊗ ( 1

2 , 0
)
= (0, 0)⊕ (1, 0). The first

term on the right side corresponds to a self-conjugate scalar representation (0, 0), while the
second representation (1, 0) corresponds to an antisymmetric rank-2 tensor.

Example 13.4 By analogy with Example 13.3, we may construct
(
0, 1

2
) ⊗ (0, 1

2
)
= (0, 0) ⊕

(0, 1), which corresponds again to the scalar representation (0, 0) plus a representation
(0, 1) corresponding to a rank-2 tensor.

Example 13.5 The electromagnetic field strength tensor Fμν that will be introduced in
Section 14.1.3 transforms as the six-dimensional reducible (1, 0) ⊕ (0, 1) representation,
with the reducible representation with respect to the proper Lorentz group following from
parity conservation of the electromagnetic field.

Example 13.6 The defining representation of the Lorentz group is ( 1
2 , 1

2 ), which is four-
dimensional and transforms like a 4-vector. We may construct a general rank-2 Lorentz
tensor by taking the product of two such 4-vectors. In terms of Young diagrams,(

,
)

︸�������︷︷�������︸
4-vector

⊗
(

,
)

︸�������︷︷�������︸
4-vector

=

(
,

)
︸�������︷︷�������︸

Scalar

⊕
(

,
)
⊕
(

,
)

︸���������������������������������︷︷���������������������������������︸
Antisymmetric rank-2 tensor

⊕
(

,
)

︸��������������︷︷��������������︸
Symmetric rank-2 tensor

.

This direct product may also be expressed using (JA, JB) representation-labeling notation,

( 1
2 , 1

2
)︸︷︷︸

4

⊗ ( 1
2 , 1

2
)︸︷︷︸

4

= (0, 0)︸︷︷︸
1

⊕
6︷��������������︸︸��������������︷

(0, 1)︸︷︷︸
3

⊕ (1, 0)︸︷︷︸
3

⊕ (1, 1)︸︷︷︸
9

,

where the dimensionality is indicated for each representation.
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The tensor product in Example 13.6 gives a one-dimensional scalar, a 3 + 3 =
6-dimensional reducible representation corresponding to an antisymmetric rank-2 tensor,
and a 9-dimensional representation (1, 1) corresponding to a symmetric rank-2 tensor.
Some physical examples are the following.

1. The scalar Klein–Gordon field transforms as a one-dimensional (0, 0) irrep.
2. As noted in Example 13.5, the electromagnetic field tensor Fμν transforms as a rank-2

antisymmetric tensor with six independent components.
3. The stress–energy tensor Tμν of special relativity transforms as a symmetric rank-2

tensor with nine components.

Example 13.6 may be viewed as the organization of the 16 independent components of
a general rank-2 tensor into (1) one trace (the scalar representation), (2) six independent
antisymmetric combinations of the (1, 0) ⊕ (0, 1) representation, and (3) nine symmetric
combinations independent of the trace that correspond to the (1, 1) representation.

13.10 Non-Unitarity of Representations

The SU(2)A×SU(2)B Lorentz representations considered above are of finite dimensionality
(2JA + 1) × (2JB + 1), but they are not unitary.

Example 13.7 The matrix corresponding to U = exp[ i2σ · (θ + i ξ)] is not unitary since

U−1 = exp[− i
2σ · (θ + i ξ)] U† = exp[− i

2σ · (θ − i ξ)]

and U† � U−1, ultimately because the generators of rotations may be chosen hermitian(
J = J†

)
, but then the generators of boosts are necessarily anti-hermitian

(
K = −K†

)
.

This example illustrates once more the point of Box 12.2 that irreducible representations
of non-compact groups can be finite or they can be unitary, but not both simultaneously.

13.11 Meaning of Non-Unitary Representations

The results of the preceding section raise an important issue with respect to physical
interpretation of Lorentz representations. In quantum theory observables are associated
with eigenvalues of hermitian operators, implying that the corresponding representation
matrices should be unitary. Then, how are non-unitary Lorentz representations related to
physical observables? The short answer is that this relationship follows from the comple-
mentarity of describing quantum systems in terms of particles (which are observable) or
fields (which are not observable). To elaborate on this we must
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1. explore the connections among Lorentz representations, quantum wave equations, and
equations of motion for fields in relativistic quantum field theory, and

2. introduce the Poincaré group by appending spacetime translations to the proper Lorentz
group.

In Ch. 14 we shall establish a connection between Lorentz spinor representations and
the Dirac equation of relativistic quantum mechanics, demonstrating that the information
content of the free-particle Dirac equation is equivalent to a knowledge of spinor
representation theory for the Lorentz group. Then, in Ch. 15 the full Poincaré group will
be introduced, which finally will allow the qualitative discussion of this section to be made
more rigorous.

Background and Further Reading

The Lorentz group is discussed in Jones [125], Ryder [174], Sternberg [185], and Tung
[199]. A more comprehensive discussion of tensors in both flat and curved 4D spacetime
may be found in Guidry [88].

Problems

13.1 Verify that the Lorentz transformation (13.16) leaves invariant the squared
Minkowski line element (13.5).

13.2 The indefinite metric of Minkowski space endows it with properties that seem strange
to our (euclidean-influenced) intuition. For example, show that if a Minkowski vector
is lightlike, it must be orthogonal to itself. Hint: The scalar product vanishes for
orthogonal vectors. ***

13.3 Derive the commutation relations (13.31) using Eq. (13.20). ***

13.4 Show that the Lorentz group commutation relations (13.20) are satisfied by the
choices Ki = ± i

2σi and Ji = 1
2σi , where the σi are Pauli matrices.

13.5 Show that the action of a parity transformation on a Lorentz boost Bi (ξ) is given
by πBi (ξ)π−1 = Bi (−ξ). Use this result to prove that the action of a parity
transformation on a boost generator Ki is given by πKiπ−1 = −Ki .

13.6 Show that Eq. (13.27) follows from Eq. (13.26). Prove that X ′ obtained by the
transformation in Eq. (13.29) is hermitian if X is hermitian. ***

13.7 Show that the mapping X = xμσμ given in Eq. (13.27) can be inverted to give
xμ = 1

2 Tr (Xσμ). Hint: Multiply X = xμσμ by σν , take the trace of both sides, and
use the properties in Table 3.1 for Pauli matrices. ***

13.8 Prove that Λ ν
μ = ημαη

νβΛαβ is the inverse of the Lorentz transformation Λμν .
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Perhaps the most important application of the Lorentz group is to relativistic quantum
field theory, where wave equations are interpreted as defining the motion of a classical
field. When the field equations are quantized, the resulting theory provides a powerful
description of physical reality in which the quantum fields interact through terms in the
Lagrangian densities, and the field quanta appear as physical particles or antiparticles.
Because such theories are (special) relativistic, the symmetries of the Lorentz group are
central to their use. In this chapter we discuss two representative examples of such field
theories and their associated wave equations: (1) the classical electromagnetic field, which
produces photons upon being quantized, and (2) the classical (that is, first-quantized) Dirac
wave equation, which produces fermions and antifermions upon second quantization. Our
emphasis in this chapter will be on the Lorentz covariance properties at the classical or
first-quantized level. Discussion of second-quantization for such fields and the formalism
of relativistic quantum field theory will be deferred until subsequent chapters. However,
we shall take up briefly in this chapter the group-theoretical relationship between particles
and fields, with a more complete discussion to follow in Ch. 15 and subsequent material.

14.1 Lorentz Covariance of Maxwell’s Equations

The Maxwell equations governing classical electromagnetic theory may be written in free
space with Heaviside–Lorentz, c = 1 natural units (see Appendix B) as

∇ · E = ρ (Gauss’ law), (14.1a)
∂B

∂t
+ ∇ × E = 0 (Faraday’s law), (14.1b)

∇ · B = 0 (No magnetic charges), (14.1c)

∇ × B − ∂E
∂t
= j (Ampère’s law, as modified by Maxwell), (14.1d)

where E is the electric field, B is the magnetic field, ρ is the charge density, and j is the
current vector, with the density and current vector satisfying the continuity equation

∂ρ

∂t
+ ∇ · j = 0 (14.2)

that ensures conservation of charge. The Maxwell equations (14.1) are consistent with
special relativity (covariant with respect to Lorentz transformations). However, in the

240
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form (14.1) this is not manifest (cannot be seen at a glance) because these equations
are formulated in terms of 3-vectors and separate derivatives with respect to space and
time.1 It will prove useful to reformulate the Maxwell equations so that they are manifestly
covariant with respect to Lorentz transformations.

14.1.1 Scalar and Vector Potentials

The electric and magnetic fields appearing in the Maxwell equations may be replaced by a
3-vector potential A and a scalar potential φ, through the definitions

B ≡ ∇ × A E ≡ −∇φ − ∂A
∂t

. (14.3)

Then, because of the vector identities ∇ · (∇ × B) = 0 and ∇ × ∇φ = 0, the second
Maxwell equation (14.1b) and the third Maxwell equation (14.1c) are satisfied identically.
Upon employing the vector identity ∇ × (∇ × A) = ∇(∇ · A) − ∇2A, the remaining two
Maxwell equations become the coupled second-order equations

∇2φ +
∂

∂t
(∇ · A) = −ρ, (14.4a)

∇2A − ∂
2A

∂t2 − ∇
(
∇ · A +

∂φ

∂t

)
= − j. (14.4b)

Now a fundamental symmetry of electromagnetism termed gauge invariance may be used
to decouple these equations.

14.1.2 Gauge Transformations

The preceding definitions of the potentials A and φ are not unique. Because of the identity
∇ × ∇φ = 0, the simultaneous transformations

A→ A + ∇χ φ → φ − ∂χ
∂t

(14.5)

for an arbitrary scalar function χ leave the E and B fields unchanged; thus, the Maxwell
equations are invariant under (14.5), which is termed a classical gauge transformation.
This invariance under gauge transformations may be used to decouple Eqs. (14.4).

Lorenz Gauge: For example, if we choose a set of potentials (A,φ) that satisfy

∇ · A +
∂φ

∂t
= 0, (14.6)

then Eqs. (14.4) decouple to yield the independent equations

∇2φ −
∂2φ

∂t2 = −ρ ∇2A − ∂
2A

∂t2 = − j. (14.7)

1 In special relativity space and time must enter on an equal footing. The use of 3-vectors instead of 4-vectors,
and of separate derivatives for space and time, obscures whether this condition is satisfied. Covariance of
the Maxwell equations with respect to Lorentz transformations means that their validity is unchanged by the
transformation.
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A constraint like (14.6) is termed a gauge-fixing condition, and imposing such a constraint
is termed fixing the gauge. The gauge choice implied by Eq. (14.6) is called the Lorenz
gauge.2

Coulomb Gauge: Another common gauge choice is the Coulomb gauge (also called the
radiation gauge), with a gauge-fixing condition ∇ · A = 0 that leads to the equations

∇2φ = −ρ ∇2A − ∂
2A

∂2t
= ∇
∂φ

∂t
− j. (14.8)

Covariant Gauge Conditions: Upon introducing the 4-vector potential Aμ, the 4-current
jμ, and the d’Alembertian operator�,

Aμ ≡ (φ, A) = (A0, A) jμ ≡ (ρ, j) � ≡ ∂μ∂μ, (14.9)

a gauge transformation takes the form

Aμ → Aμ − ∂μχ ≡ A′μ, (14.10)

and the preceding examples of gauge-fixing constraints become

∂μAμ = 0 (Lorenz gauge), (14.11)
∇ · A = 0 (Coulomb gauge). (14.12)

This notation makes clear that the gauge condition (14.11) is a covariant constraint but
the gauge condition (14.12) is not, because it involves only three of the components of a
4-vector: Aμ = (A0, A). The operator� is a Lorentz invariant, since from Eq. (13.10)

�′ = ∂ ′μ∂ ′μ = ΛνμΛ
μ
λ ∂ν∂

λ = ∂μ∂
μ = �.

Thus, the Lorenz-gauge wave equations (14.7) and the continuity equation (14.2) may be
expressed as

�Aμ = jμ ∂μ jμ = 0, (14.13)

which are manifestly covariant because they are formulated entirely in terms of objects that
are Lorentz tensors. The covariance of the Maxwell wave equation (14.13) in the Lorenz
gauge and the gauge invariance of electromagnetism suggests that the theory is generally
Lorentz covariant. However, this covariance may not be transparent in a choice of gauge
other than Lorenz gauge.

14.1.3 Manifestly Covariant Form of the Maxwell Equations

A manifestly covariant form of the Maxwell equations may be constructed by using Eqs.
(14.3) to express components of the electric and magnetic fields in terms of derivatives of
the potential components. For example, B2 = ∂1 A3 − ∂3 A1 = F13 = −F31. Proceeding in

2 The Lorenz gauge is named in honor of Ludvig Lorenz. It is a Lorentz-invariant condition (named in honor
of Hendrik Lorentz). Thus there is ample opportunity for confusion and the Lorenz gauge is often called the
Lorentz gauge in the literature.
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this manner, we find that the six independent components of E and B are elements of an
antisymmetric rank-2 electromagnetic field tensor (Problem 14.19)

Fμν = −Fνμ = ∂μAν − ∂νAμ, (14.14)

which may be written as the matrix3

Fμν =

������
0 −E1 −E2 −E3

E1 0 −B3 B2

E2 B3 0 −B1

E3 −B2 B1 0

������
. (14.15)

Now let us introduce the completely antisymmetric rank-4 tensor εαβγδ, which has the
value +1 for αβγδ = 0123 and cyclic permutations, −1 for odd permutations, and zero if
any two indices are equal, and satisfies εαβγδ = −εαβγδ. If we then define

F μν ≡ 1
2
εμνγδFγδ =

������
0 −B1 −B2 −B3

B1 0 E3 −E2

B2 −E3 0 E1

B3 E2 −E1 0

������
, (14.16)

where F μν is the dual field tensor, the Maxwell equations (14.1a) and (14.1d) become

∂μFμν = jν , (14.17)

and the Maxwell equations (14.1b) and (14.1c) become

∂μF
μν = 0. (14.18)

The Maxwell equations (14.17) and (14.18) are now formulated exclusively in terms of
Lorentz tensors, so they are manifestly covariant. From Eqs. (14.17) and (14.14), the
4-vector potential Aμ is required to obey (Problem 14.10)

�Aμ − ∂μ (∂νAν) = jμ. (14.19)

For the specific case of Lorenz gauge, ∂νAν = 0 and this reduces to �Aν = jν , which is
Eq. (14.13), but Eq. (14.19) is valid generally in any gauge.

14.2 The Dirac Equation

We shall now demonstrate that the representation theory of the Lorentz group that was
developed in Ch. 13 may be used to derive the free-particle Dirac equation of relativistic
quantum mechanics. This implies that Lorentz group representation theory and the free-
particle Dirac equation have equivalent physical content.

3 The electric field E and magnetic field B are each vectors under SO(3) transformations in 3D, but in 4D
Minkowski space their components together form the rank-2 tensor (14.14) under Lorentz transformations.
The rank-2 Lorentz tensor Fμν is also invariant under gauge transformations (see Ch. 16 and Problem 16.7).
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14.2.1 Lorentz-Boosted Spinors

Consider a pure Lorentz boost (θ = 0) for the spinor ψR in Eq. (13.34),

ψR = exp
(
− i

2
σ · (iξ)) ψR(0) =

(
cosh

ξ
2
+ σ · n sinh

ξ
2

)
ψR(0), (14.20)

where n is a unit vector in the direction of the boost and the second form follows from an
identity proved in Problem 14.1. Let the boosted spinor ψR(p) refer to a particle moving
with a momentum p and let the original (unboosted) spinor ψR(0) refer to the same particle
at rest. As shown in Problem 14.2, the corresponding boost transformation may be written

ψR(p) =
E + m + σ · p
√

2m(E + m)
ψR(0), (14.21)

where the energy E and the mass m of the particle are related through the Einstein equation
E2 = p2 + m2 (in c = 1 units). By a similar procedure

ψL(p) =
E + m − σ · p
√

2m(E + m)
ψL(0). (14.22)

We shall justify below that ψR and ψL define different helicities (spin components in
the direction of motion) for spin- 1

2 particles. For a particle at rest the two helicities are
indistinguishable and ψR(0) = ψL(0). As shown in Problem 14.5, this may be used in
conjunction with Eqs. (14.21) and (14.22) to establish a relationship between ψR(p) and
ψL(p),

ψR(p) =
E + σ · p

m
ψL(p) ψL(p) =

E − σ · p
m

ψR(p). (14.23)

Upon introducing a momentum 4-vector,

pμ =

(
E
p

)
=

������
E
p1

p2

p3

������
≡

������
p0

p1

p2

p3

������
pμ = ημνpν , (14.24)

these equations may be written in the matrix form(
−m p0 + σ · p

p0 − σ · p −m

) (
ψR

ψL

)
= 0. (14.25)

It may not yet be obvious but Eq. (14.25) is the Dirac equation of relativistic quantum
mechanics. This will become clear if we rewrite it in a more covariant notation.

14.2.2 A Lorentz-Covariant Notation

Define a Dirac 4-spinor [see Eq. (13.39)] in terms of two-component spinors ψR(p) and
ψL(p),

ψ(p) ≡
(
ψR(p)
ψL(p)

)
, (14.26)
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and introduce 4 × 4 matrices γμ satisfying the anticommutator

{ γμ, γν } ≡ γμγν + γνγμ = 2ημν (14.27)

that are termed the (Dirac) γ-matrices. A specific realization that is useful in the present
context is the Weyl representation (also termed the chiral representation) of the γ-matrices,

γ0 ≡
(
0 1
1 0

)
γi ≡

(
0 −σi
σi 0

)
, (14.28)

where i = 1, 2, 3, the σi = σi are the Pauli matrices given in Eq. (3.11), and a compact
notation is used with each entry being itself a 2 × 2 matrix. For example,

γ0 =

(
0 1
1 0

)
=

������
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

������
,

γ2 =

(
0 −σ2

σ2 0

)
=

������
0 0 0 i
0 0 −i 0
0 −i 0 0
i 0 0 0

������
,

where the horizontal and vertical lines indicate the 2× 2 submatrices. Let us also introduce
another 4 × 4 matrix γ5 through the definition

γ5 = γ
5 ≡ i γ0γ1γ2γ3. (14.29)

It is common to call γ5 the chirality operator, for reasons to be explained in Section 14.5.
In the Weyl representation (14.28), the explicit form of γ5 is

γ5 =

(
1 0
0 −1

)
. (14.30)

Important properties of the γ-matrices follow from the definition (14.27) and are summa-
rized in Table 14.1. Now from Eq. (14.24) we have γμpμ = γ0p0 + γipi and Eq. (14.25)
may be expressed as (Problem 14.3)

(γμpμ − m)ψ(p) = (iγμ∂μ − m)ψ(p) = 0, (14.31)

where we have made the standard quantum operator substitution pμ → i∂/∂xμ = i∂μ. This
is the Dirac equation in standard covariant notation, with � = c = 1 units.

14.3 Dirac Bilinear Covariants

Manifestly Lorentz-covariant theories must be formulated in terms of Lorentz tensors but
Dirac spinors are not tensors. However, physical observables involve forms bilinear in the
Dirac spinors and these bilinear covariants do transform as Lorentz tensors, as we shall
now discuss.
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Table 14.1. Properties of the Dirac γ-matrices

{ αi , α j } = 2δi j { αi , β } = 0 α2
i = β

2 = 1

γ0 = γ0 ≡ β γi ≡ γ0αi γ5 = γ5 ≡ iγ0γ1γ2γ3 σμν ≡ i
2 [ γμ, γν ]

{ γμ, γν } = 2ημν γ0γ
†
μγ0 = γμ { γ5, γμ } = 0 (γi )2 = −1

(γ0)2 = 1 (γ5)2 = 1 (γ0)† = γ0 (γi )† = −γi (γ5)† = γ5

Pauli–Dirac representation (4 × 4 matrices)

γ0 =

(
1 0
0 −1

)
γi =

(
0 σi
−σi 0

)
γ5 =

(
0 1
1 0

)
αi =

(
0 σi
σi 0

)

β =

(
1 0
0 −1

)
σi j = εi jk

(
σk 0
0 σk

)
σ0k = i

(
0 σk
σk 0

)

Weyl (chiral) representation (4 × 4 matrices)

γ0 =

(
0 1
1 0

)
γi =

(
0 −σi
σi 0

)
γ5 =

(
1 0
0 −1

)

Majorana representation (4 × 4 matrices)

γ0 =

(
0 σ2

σ2 0

)
γ1 =

(
iσ1 0
0 iσ1

)
γ2 =

(
0 σ2

−σ2 0

)

γ3 =

(
−iσ3 0

0 iσ3

)
γ5 =

(
σ2 0
0 σ2

)

Standard Pauli matrices (2 × 2 matrices)

σ1 =

(
0 1
1 0

)
σ2 =

(
0 −i
i 0

)
σ3 =

(
1 0
0 −1

)

14.3.1 Covariance of the Dirac Equation

Let us examine the covariance of the Dirac equation (14.31) expressed in the form(
i γμ

∂

∂xμ
− m

)
ψ(x) = 0. (14.32)

Under a Lorentz transformation to a new (primed) coordinate system the principle of
covariance requires this equation to retain the same form:4(

iγμ
∂

∂x ′μ
− m

)
ψ′(x ′) = 0,

4 The matrices γ and γ′ are equivalent up to a unitary transformation, so we drop primes on the γ-matrices.
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where ψ(x) and ψ′(x ′) describe the same physical state and x and x ′ are related through
a Lorentz transformation (13.21). The transformation between ψ and ψ′ is assumed to be
implemented by a matrix S, and to be linear,

ψ′(x ′) = Sψ(x), (14.33)

and invertible. In terms of these transformations, the original Dirac equation is(
iSγμS−1 ∂

∂xμ
− m

)
ψ′(x ′) = 0,

and after employing a Lorentz transformation on the derivatives,(
iSγμS−1Λνμ

∂

∂x ′ν
− m

)
ψ′(x ′) = 0.

Comparing this result with Eq. (14.32), form invariance requires that

SγμS−1Λνμ = γ
ν , (14.34)

which defines the 4 × 4 matrix S that transforms the wavefunction according to (14.30).5

14.3.2 Transformation Properties of Bilinear Products

There are five independent bilinear forms in ψ and ψ† that have definite Lorentz tensor
properties. Let us look at some examples.

Example 14.1 Consider ψψ, where the adjoint spinor is defined by ψ(x) ≡ ψ†γ0, with the
Lorentz transformation behavior

ψ′(x ′) = ψ(x)S−1. (14.35)

From (14.30) and (14.35), ψ′ψ′ = ψS−1Sψ = ψψ, which is the transformation law for a
Lorentz scalar [see Eq. (13.10)]. Under parity, for which we may take S = S−1 = γ0, this
quantity is also unchanged, so it transforms as a true scalar.

Example 14.2 Consider the combination ψγ5ψ under proper Lorentz transformations:

ψ′γ5ψ′ = ψS−1γ5Sψ = ψγ5ψ,

where the last step follows from a general result that γ5 always commutes with S for proper
Lorentz transformations. Now consider the action of the parity operator γ0,

ψγ0γ5γ0ψ = −ψγ5γ0γ0ψ = −ψγ5ψ,

5 The 4×4 matrices S and γμ shuffle the spinor indices (of which there are four). The 4×4 matrix Λ shuffles the
spacetime indices (of which there are also four). However, these correspond to matrix operations in completely
different spaces, so one should always be aware that in an equation such as this there are both (explicit or
implicit) spacetime and spinor indices, and they are associated with independent degrees of freedom.
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Table 14.2. Dirac bilinear covariants

Bilinear form Transforms as Lorentz Components

ψψ Scalar 1
ψγ5ψ Pseudoscalar 1
ψγμψ Vector 4
ψγμγ5ψ Axial vector 4
ψσμνψ Antisymmetric tensor 6

where we have used the properties (γ0)2 = 1 and { γ5, γμ } = 0 from Table 14.1. Thus,
ψγ5ψ transforms as a scalar under proper Lorentz transformations but changes sign under
a parity transformation; it is said to transform as a pseudoscalar.

Example 14.3 The Dirac current jμ = ψγμψ is important in many field-theory applications.
As shown in Problem 14.13, for proper Lorentz transformations j ′μ = Λ

μ
ν jν , which

from Eq. (13.10) is the transformation law for a 4-vector. Furthermore, under a parity
transformation, j0 → j0 and jk → − jk . Thus ψγμψ is a true 4-vector.

Example 14.4 As you are asked to show in Problem 14.7, the bilinear form ψσμνψ, with
σμν ≡ i

2 [ γμ, γν ], transforms as an antisymmetric rank-2 tensor.

The complete set of bilinear covariants is summarized in Table 14.2. As discussed in
Box 14.1, the 16 components of these bilinear products satisfy an anticommutator algebra
called a Clifford algebra, long known to mathematicians in the study of quaternions.

14.4 Weyl Equations and Massless Fermions

Let us return to Eq. (14.25); doing the matrix multiplication gives the coupled equations

mψR = (p0 + σ · p)ψL mψL = (p0 − σ · p)ψR. (14.36)

These equations decouple in the limit m → 0 to yield the Weyl equations,

(p0 + σ · p)ψL = 0 (p0 − σ · p)ψR = 0, (14.37)

and the corresponding wavefunctions are termed Weyl spinors. For relativistic particles
E2 − p2 = m2 and for massless particles E = p0 = |p |, so

σ · p = σ · |p | p̂ = p0(σ · p̂)

where p̂ is a unit momentum vector and the Weyl equations take the decoupled form

(σ · p̂)ψL = −ψL (σ · p̂)ψR = ψR. (14.38)
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Box 14.1 Quaternions and Clifford Algebras

The total number of components for the bilinear covariants in the last column of Table 14.2 is 16, which is the
number of entries in a 4 × 4 matrix. Thus, the products of γ matrices contained in the bilinear covariants
form a basis for the expansion of arbitrary 4× 4 matrices. The algebra obeyed by these products is known as a
Clifford algebra, which was studied by mathematicians within the theory of quaternions long before the Dirac
equation was introduced.

Quaternions: Quaternions are a generalization of complex numbers, a + bi
(

where i =
√
−1
)

, to

a + bi + cj + dk,

where a, b, c, and d are real numbers and i, j, and k may be interpreted as unit vectors along the three
spatial axes. The multiplication formula for quaternions is

i2 = j2 = k2 = ijk = −1.

They were discovered by Irish mathematician and physicist William Rowan Hamilton in 1843, when he realized
how the idea that complex numbers can be represented by points in a 2D plane could be generalized to define
the kind of number that points in a 3D space represent.a Quaternions do not commute under multiplication,
which means that some standard formulas of linear algebra that are valid for real and complex numbers
(which do commute) are no longer valid for quaternions.

Quaternions fell out of favor in physics with the rise of modern forms of vector analysis in the late 1800s,
which could describe the same problems to which quaternions had been applied with simpler notation and
greater transparency. They enjoyed a revival in the late twentieth century, particularly in animated computer
graphics where they were found to have some speed advantages for rotation of 3D objects over standard
formulations using rotation matrices parameterized by Euler angles.

Clifford Algebras: Clifford algebras have a broader and more abstract definition in mathematics, but
in the physics applications discussed in this chapter a Clifford algebra is assumed be be defined by the
anticommutation relation

{ γμ , γν } = 2ημν (μ, ν = 0, 1, 2, 3),

among Diracγ-matrices that is given in Eq. (14.27) and Table 14.1, and is associated specifically with the (3, 1)
indefinite metric of 4D Minkowski spacetime.
a Hamilton was appointed to a chair professorship at Trinity College, Dublin, while he was still an undergraduate student. He considered himself

to be a mathematician but made many important contributions to physics in the areas of mechanics and optics. For example, his reformulation
of Newtonian mechanics is now taught in all physics departments as Hamiltonian mechanics, and as one legacy of that work the Hamiltonian
operator of quantum mechanics bears his name. In mathematics Hamilton is best known for quaternions.

Thus, for massless fermions the Type I spinors ψR and the Type II spinors ψL defined
in Section 13.6.2 obey separate relativistic wave equations. Since by the discussion in
Section 13.7 a parity-conserving state must be a superposition of ψR and ψL, we have
the following result.
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Parity is not conserved by the Weyl equations for massless fermions because
they propagate ψR and ψL independently.

Failure to conserve parity was initially a motivation for rejecting the Weyl equations, but
the discovery that weak interactions break parity symmetry brought them to the fore as a
possible description of the (nearly) massless neutrinos participating in such interactions.

14.5 Chiral Invariance

Consider the chiral operator γ5 introduced in Eq. (14.29) . To appreciate its significance,
let us turn to a more detailed examination of spin in Lorentz-invariant wave equations.

14.5.1 Helicity States for Fermions

We begin by introducing a 4 × 4 matrix operator

S ≡
(
σ 0
0 σ

)
, (14.39)

where σ ≡ (σ1, σ2, σ3) denotes a vector of 2 × 2 Pauli matrices. A helicity operator h may
then be introduced through

h ≡ 1
2
S · p̂ = 1

2

(
σ 0
0 σ

)
· p̂ = 1

2

(
σ · p̂ 0

0 σ · p̂

)
, (14.40)

where p̂ ≡ p/ |p |, and by explicit multiplication,

σ · p =
(

p3 p1 − ip2

p1 + ip2 −p3

)
. (14.41)

Choosing the z-axis parallel to the momentum, the free-particle Dirac spinors u(α) are
eigenstates of this operator with6

hu(α) (p) =

(
1
2
S · p̂

)
u(α) (p) = λαu(α) (p), (14.42)

where α = (1, 2) and the allowed values of λα for spin- 1
2 are λ1 = +

1
2 and λ2 = − 1

2 . The
helicity quantum number λ may be interpreted physically as the projection of the spin on
the direction of motion. It is a constant of motion because it commutes with the Dirac
Hamiltonian, as will be shown below. It is a 3-vector scalar product, so it is rotationally
invariant, but it is not Lorentz invariant (for finite-mass particles) because it involves only

6 In this section we assume positive-energy solutions of the Dirac equation, denoted by u(α) , with α labeling
the helicity. There also are two negative-energy solutions, denoted by v(α) , which will be interpreted later as
antiparticle spinors. Each of these spinors is a 4-component column vector but the spinor component indices
will be suppressed in most contexts.
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the 3-momentum p and not the full 4-momentum. This failure of Lorentz invariance can
be understood intuitively.

Because helicity is the component of spin in the direction of motion, it can
be reversed for a massive particle by boosting to a new Lorentz frame with
speed greater than the particle but still less than c. Thus helicity is not generally
conserved in a Lorentz transformation for particles with finite mass.

However, if m → 0 the helicity becomes Lorentz invariant since then no boost to a faster
frame is possible because massless particles move at light velocity in all frames.

14.5.2 Dirac Equation in Pauli–Dirac Representation

Another useful form for the Dirac equation results from a new representation of the γ-
matrices termed the Pauli–Dirac representation.7 For this representation (see Table 14.1),

γ0 = β =

(
1 0
0 −1

)
α ≡

(
0 σ
σ 0

)
,

γi = βαi =

(
0 σi
−σi 0

)
γ5 =

(
0 1
1 0

)
,

(14.43)

which serves to define the new matrices αi and β in this representation. In terms of these
matrices the Dirac equation (14.31) may be written as

i
∂ψ

∂t
(x, t) = (α · p + βm)ψ(x, t) ≡ Hψ(x, t), (14.44)

where α · p = −i α · ∇ = −iαk∂k . This is termed the “Hamiltonian form” of the Dirac
equation because Eq. (14.44) looks like a non-relativistic Schrödinger equation with
a Hamiltonian operator H . The single-particle spectrum that results is illustrated in
Fig. 14.1(a).

Such an interpretation is legitimate only for weak, slowly varying fields, because the
Dirac equation has properties like negative-energy solutions and a spectrum with no lower
bound that have no counterpart in non-relativistic quantum mechanics. In the electronic
ground state the negative-energy states are assumed all filled and the positive-energy states
are assumed empty, with an energy gap of 2mc2 between filled and empty states. If an
energy of at least 2mc2 is supplied in the ground state, a particle in a negative-energy state
can be promoted to a positive-energy state where it is interpreted as an electron and the
hole left behind is interpreted as a positron, giving an electron–positron pair; Fig. 14.1(b)
illustrates. For strong fields many pairs can be created as in Fig. 14.1(b) and the single-
particle picture fails. Then the Dirac equation must be viewed as describing a relativistic
field that creates and annihilates fermions and antifermions. This is not a book about

7 Different representations of the γ-matrices such as the Weyl, Pauli–Dirac, or Majorana representations
displayed in Table 14.1 correspond to choice of different bases for the γ-matrices. Thus representations A

and B for the γμ are related by a basis transformation γμ
A
=Uγ

μ
BU

†, where U is a unitary 4 × 4 matrix.
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Fig. 14.1 (a) Positive-energy and negative-energy states in the spectrum that results from the Dirac equation (14.44).
(b) Particle–antiparticle pair creation. The hole in the negative-energy sea acts as an antiparticle. A minimum
energy E = 2mc2 is required to create the pair.

field theory but later chapters will introduce sufficient relativistic quantum field theory
to describe such a system (see also Appendix A).

14.5.3 Helicity and Chirality for Dirac Fermions

Let us investigate now the commutation properties of the helicity and chirality opera-
tors with respect to the Dirac Hamiltonian. From Problem 14.15, the helicity operator
h = 1

2S · p̂ defined in Eq. (14.40) commutes with the Dirac Hamiltonian, [ h, H ] = 0, so its
eigenvalues can be used to label the spinor eigenstates. Now let us consider commutation of
the chirality operator γ5 with the Dirac Hamiltonian. Utilizing Eq. (14.44) and αi = γ0γi ,

H = (α · p + βm) = −iαipi + βm = −iγ0γ
ipi + γ0m. (14.45)

As shown in Problem 14.12, chirality commutes with this Hamiltonian only in the limit
of vanishing fermion mass. Thus for massless Dirac fermions chirality and helicity
are interchangeable labels for the “handedness” of spin- 1

2 particles, as summarized in
Box 14.2. However, as shown in Problem 14.15, this is no longer true for massive
fermions.

For free massive fermions chirality is Lorentz invariant but it is not conserved,
while helicity is conserved but it is not Lorentz invariant.

Thus neither helicity nor chirality characterizes uniquely a massive fermion described by
the free-particle Dirac equation because neither is a constant of motion that has the same
value in all Lorentz frames.

14.5.4 Projection Operators for Chiral Fermions

From Box 14.2 and Eq. (14.42), for massless Dirac particle spinors u and antiparticle
(negative-energy) spinors v,
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Box 14.2 Relationship between Chirality and Helicity

In the limit of vanishing mass a direct relationship may be established between chirality and helicity. From Eq.
(14.31), the massless Dirac equation is

γμpμψ(p) = (γ0p0 − γ · p)ψ(p) = 0,

which we multiply by γ5γ0 and use γ0γ0 = 1 and αi = γ0γi to write as

(γ0p0 − γ · p)ψ = (γ5p0 − γ5γ0γipi)ψ = (γ5p0 − γ5αipi)ψ = 0,

and insert explicit matrices in the Pauli–Dirac representation to obtain[
γ5p0 −

(
0 1
1 0

) (
0 σ · p
σ · p 0

)]
ψ = 0,

which is equivalent to

|p |
(
σ · p̂ 0

0 σ · p̂

)
ψ = γ5p0ψ,

where p̂ = p/|p |. But E = p0 = ±
√
p2 + m2 and for m → 0,

E = ±
√
p2 = ± |p | = p0.

Therefore, for the positive-energy and negative-energy solutions of the massless Dirac equation, respectively,

(S · p̂)ψ = γ5ψ (positive energy) (S · p̂)ψ = −γ5ψ (negative energy).

The eigenvalues ofS· p̂ andγ5 are equal for positive-energy particle solutions of the massless Dirac equation,
and of equal magnitude but opposite sign for the corresponding negative-energy or antiparticle solutions.
Thus chirality and helicity are interchangeable labels only for massless fermions. For massive fermions, neither
helicity nor chirality is simultaneously conserved and independent of Lorentz frame.

γ5uR = uR γ5uL = −uL γ5vR = −vR γ5vL = vL, (14.46)

where right-handed massless particles (R) are associated with helicity + 1
2 , left-handed

massless particles (L) with helicity − 1
2 , right-handed massless antiparticles with helicity

− 1
2 , and left-handed massless antiparticles with helicity + 1

2 . Now let us introduce new
operators P± through

P± ≡
1 ± γ5

2
. (14.47)

As demonstrated in Problem 14.9, these have the properties

P2
± = P± P+ + P− = 1 P−P+ = P+P− = 0 P±γ

μ = γμP±. (14.48)

The first three relations imply that the P± are projection operators, with P+ projecting right-
handed and P− projecting left-handed chiral components for particles (and the opposite for
antiparticles). Wavefunctions may be decomposed into left and right chiral components:
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u = uL + uR = P−u + P+u =

(
1 − γ5

2

)
u +

(
1 + γ5

2

)
u. (14.49)

This chiral decomposition is always possible, but only for vanishing mass can the uL and
uR components be identified with the helicities − 1

2 and + 1
2 , respectively.

14.5.5 Interactions and Chiral Symmetry

For free massless fermions chirality is a good quantum number, so it is of interest to know
whether fermion interaction terms conserve chiral symmetry. Such terms typically involve
the bilinear covariants listed in Table 14.2. Decomposing the wavefunction into left-handed
and right-handed components gives

ψ = R + L ≡ uR + uL = P+ψ + P−ψ. (14.50)

This implies for the corresponding adjoint wavefunction ψ ≡ ψ†γ0,

1
2
ψ(1 + γ5) = ūL

1
2
ψ(1 − γ5) = ūR (14.51)

where ū ≡ u†γ0 (see Problem 14.8), and we may write

ψ = R̄ + L̄ = ψP− + ψP+. (14.52)

Therefore, from (14.50) and (14.52),

ψψ = R̄L + L̄R, (14.53)

where the properties (14.48) have been used (see Problem 14.11). Thus, terms of the form
ψψ, which typically enter relativistic quantum field theory as mass terms for fermions or
as the interaction of fermion fields with scalar fields, break chiral symmetry by mixing
left-handed and right-handed components. However, from Problem 14.11

ψγμψ = R̄γμR + L̄γμL ψγμγ5ψ = R̄γμγ5R + L̄γμγ5L, (14.54)

so vector (γμ) and axial vector (γμγ5) interactions conserve chiral symmetry.

14.6 The Majorana Equation

The Majorana equation is a variation on the Dirac equation that can be written

iγμ∂μψ − mψc = 0. (14.55)

It differs from the Dirac equation (14.32) in the presence of ψc, which is the charge
conjugate of ψ. In the Majorana representation of the γ-matrices given in Table 14.1,
ψc ≡ iψ∗, where ψ∗ is the complex conjugate of ψ. In relativistic quantum field theory ψc

is associated with the antiparticle of the particle that corresponds to ψ. Because both ψ and
ψc appear in Eq. (14.55), a field described by the Majorana equation cannot be charged:
the antiparticle of a charged particle has the opposite charge and coupling of the Majorana
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equation for charged particles to the electromagnetic field would violate conservation of
electrical charge.8

The Majorana equation is viable only for neutral particles that carry no electrical
or other gauge charge, which allows for two classes of solutions: a neutral
particle field and its corresponding neutral antiparticle field.

If a spin- 1
2 particle carries no conserved charge of any kind, it may be viewed as its own

antiparticle and ψ = ψc. Such particles are said to be Majorana spinors. These stringent
conditions raise the question of whether the Majorana equation is a suitable description of
any physical particles, or whether it is just a mathematical curiosity.

14.6.1 Dirac and Majorana Masses

All particles of the Standard Model displayed in Fig. 19.1 carry one or more gauge
charges, except for neutrinos and antineutrinos. Neutrinos were thought originally to be
massless, parity-conserving particles described by the Dirac equation (14.32) with m = 0.
Then when parity violation of the weak interactions was discovered in the late 1950s,
the parity non-conserving Weyl equations (14.37) – valid only for massless particles –
gained favor as a description of neutrinos. More recently, observation of neutrino flavor
oscillations indicates that neutrinos have a tiny but non-zero mass and the Weyl equations
are only approximately valid for neutrinos. Thus we may ask whether neutrinos are more
properly described by the Dirac equation or the Majorana equation. The mass m appearing
in Eq. (14.55) is called the Majorana mass, to distinguish it from the Dirac mass of
Eq. (14.32).

Standard Model particles other than neutrinos cannot have Majorana masses but
neutrinos could have Dirac or Majorana masses; present data are inconclusive.

One fundamental distinction between Dirac and Majorana neutrinos is that Dirac processes
conserve lepton number but Majorana processes do not.9 Section 14.6.2 describes an
experiment that has the potential to settle the issue of whether neutrinos are Dirac fermions
described by Eq. (14.32), or Majorana fermions described by Eq. (14.55).

8 This statement applies also to generalizations of electrical charge. Broadly, a charge is a generator of a
continuous symmetry, since Noether’s theorem (Section 16.2.1) implies a corresponding conserved current
representing flow of the charge that can be integrated over all space to define the total charge. Examples are the
gauge charges associated with the Standard Model such as the SU(3) color charge or the SU(2) weak isospin
charge; see the discussion in Chs. 16 and 19.

9 Lepton number is L ≡ n − n̄, where n is the number of leptons and n̄ is the number of antileptons. Lepton
number is conserved within generations of the Standard Model of Ch. 19, so Majorana neutrinos would entail
physics beyond the Standard Model.
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- -

Fig. 14.2 (a) Normal double β-decay and (b) neutrinoless double β-decay in terms of Feynman diagrams (see Box 14.3)
[89]. Here neutron β− decay is viewed at the quark level, with a down quark (d) converted into an up quark (u),
transforming a neutron (udd quark content) into a proton (uud quark content). Reproduced with permission from
Cambridge University Press: Stars and Stellar Processes, M. Guidry (2019).

14.6.2 Neutrinoless Double β-Decay

In rare instances certain nuclei can undergo double β-decay, where two neutrons are
converted to two protons by weak interactions. Figure 14.2 illustrates in terms of the
Feynman diagrams described in Box 14.3. In the normal double β-decay process of
Fig. 14.2(a), two neutrons are converted to two protons, two e−, and two ν̄e; it is a very
unlikely process but it has been observed in a few cases. If neutrinos are Majorana particles
(which are their own antiparticles), then the neutrinoless double β-decay illustrated in
Fig. 14.2(b) is possible. This process has not been observed yet but if it occurs it would
show that neutrinos are Majorana particles, which would imply physics beyond the
Standard Model because neutrinoless double β-decay does not conserve lepton number
(Problem 14.16).

The existence of Majorana neutrinos would permit an interesting conjecture that is
described in Box 14.4 and explored in Problem 14.14. The seesaw model gives pos-
sible (phenomenological) reasons for several otherwise puzzling aspects of the weak
interactions.

1. Observed neutrinos are left-handed and have tiny but non-zero masses. Reason: these
are characteristics of the lowest-mass seesaw eigenstate X−.

2. No right-handed neutrinos are observed. Reason: the high-mass seesaw eigenstate X+
requires much more energy to produce than is available in accelerators or cosmic rays.

3. Weak interactions violate parity maximally. Reason: at low energy, right-handed
neutrinos are too massive to participate at all, breaking parity to the greatest extent
possible.
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Box 14.3 Feynman Diagrams

Intuitive pictorial representations of interaction matrix elements (probability amplitudes) called Feynman
diagrams are extremely useful in quantum field theory.

A Feynman diagram implies a corresponding quantum matrix element and a matrix element
implies a corresponding Feynman diagram.

Examples of Feynman diagrams for some weak interaction matrix elements:

W�

e�

�ee�

�e (b) e �

e �
Z 0

(c)

W� e�

�e(a)n

p

Feynman diagrams are evaluated quantitatively by a highly technical formalism, but they can be interpreted
qualitatively using only a few simple rules.

1. Solid lines denote (fermion) matter fields.
2. Wiggly or coiled lines denote gauge bosons.
3. A point where two or more lines meet (a vertex) represents an interaction.
4. Open-ended lines like νe are external lines denoting real detectable particles.
5. Lines with no open ends as for W± are internal lines; they represent virtual particles that are not

observable because of the uncertainty principle.
6. These rules illustrate concisely that exchange of virtual gauge bosons mediates the forces between

fermionic matter fields.

For example, reading from the bottom, diagram (a) above represents an interaction in which a neutron n
exchanges a virtual W− vector boson with an electron neutrino νe, which converts the neutron n to a proton
p and the neutrino νe to an electron e−. We will seldom need to evaluate the actual matrix elements but
various phenomena discussed in this book will be described qualitatively using Feynman diagrams.

4. Neutrino masses are much smaller than quark masses. Reason: the mass scale for
observed neutrinos has been driven down from its natural value by the seesaw
mechanism.

Thus the seesaw mechanism suggests plausible explanations of various weak interaction
puzzles, though no direct experimental evidence supports it yet.

14.7 Summary: Possible Spinor Types

Non-relativistic spin- 1
2 particles are described by SO(3) Pauli spinors, but there are three

possible SL(2, C) spinors for spin- 1
2 particles in Lorentz-invariant quantum field theories.
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Box 14.4 Neutrino Masses and the Seesaw Conjecture

An explanation for why parity symmetry is broken because only left-handed neutrinos and right-handed
antineutrinos enter the weak interactions is possible if neutrinos are Majorana particles that are their own
antiparticles.

Right-Handed and Left-Handed Neutrinos

This explanation begins by speculating that there actually is a right-handed component of the neutrino (and
a left-handed component of the antineutrino) but that it is very massive relative to the tiny mass of the left-
handed neutrino and so has no influence in our low-energy world. This leads to maximal violation of parity
in weak interactions because parity conservation requires equal mixtures of right-handed and left-handed
particles. It follows that if the temperature of the Universe were much higher (as in the early GUTs period
discussed in Ch. 34), the average energy of left-handed and right-handed neutrinos could be comparable since
total energy would dwarf restmass energy and they would enter the weak interactions on equal terms, thus
restoring parity symmetry.

The Seesaw Mechanism

By arguments from quantum field theory, the mass matrix M describing the interactions of a very heavy
Majorana neutrino (which violates lepton number conservation) and a much lighter Dirac neutrino is conjec-
tured to take the form

M =

(
0 m
m M

)
,

where m ∼ 100 GeV is the electroweak symmetry breaking scale (Ch. 19) and M ∼ 1015 GeV is the Grand
Unified (GUTs) symmetry breaking scale (Ch. 34). The eigenvalues and eigenstates resulting from the interac-
tion are obtained by diagonalizing M (Problem 14.14), which gives a high-mass eigenstate,

λ+ � M � 1015 GeV X+ =
m
M
νL + νR � νR,

and a low-mass eigenstate,

λ− �
−m2

M
� −10−2 eV X− = νL −

m
M
νR � νL,

where νL denotes the wavefunction of a pure left-handed neutrino and νR the wavefunction of a pure right-
handed neutrino. This has the following interpretation.

1. The eigenvector X− associated with λ− is the left-handed neutrino of the Standard Model, but with a
tiny mass.

2. The eigenvector X+ associated withλ+ is a right-handed neutrino that is presumably much too massive
to observe at currently available energies.

Increasing M in these formulas drives λ+ up and λ− down, so this is called the seesaw mechanism. As
discussed in Section 14.6.2, it has the potential to explain a number of otherwise puzzling features of the
weak interactions.
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1. Dirac spinors describe massive particles having two degrees of freedom with particles
and antiparticles being distinct, implying four spinor components. They conserve parity
(P) and charge conjugation (C) symmetries.

2. Weyl spinors are two-component spinors that describe massless left-handed particles
and massless right-handed antiparticles. The components are related by CP symmetry.

3. Majorana spinors are two-component spinors corresponding to massive spin- 1
2 particles

that are their own antiparticles.

Neutrinos have small but finite mass, so they could be Dirac or Majorana spinors. The
critical issue is whether they are their own antiparticles, which is difficult to assess because
they carry no charge that would distinguish particle from antiparticle. Neutrinoless double
β-decay [Fig. 14.2(b)] is possible for Majorana but not for Dirac neutrinos. This process
has not been observed but experiments may not yet be sensitive enough to see it. Thus, as
of this writing in 2021 it is not known whether neutrinos are Dirac or Majorana particles.

14.8 Spinor Symmetry in the Weak Interactions

Weak interactions involve Lorentz spinors for the charged leptons and quarks, and the
uncharged neutrinos. It is useful to summarize what we know about the symmetries of
those spinors, since this has a significant influence on weak interaction phenomenology.

14.8.1 The Left Hand of the Neutrino

Clear experimental evidence indicates that only left-handed neutrinos νL and right-handed
antineutrinos ν̄R participate in the weak interactions. Observation of neutrino flavor
oscillations has given proof that at least some neutrino flavors carry a tiny mass, with
an implied small mixing of left- and right-handed components. However, the masses of
neutrinos are very small and in many applications they may be assumed massless. The
fundamental reason for this is not understood but the consequences are clear: in the weak
interactions the Universe is not ambidextrous. From our discussions of the Dirac and
Weyl spinors, we expect that this will imply a violation of parity symmetry P and charge
conjugation symmetry C in the weak interactions, as discussed further below.

14.8.2 Violation of Parity P

The charged-current weak interactions (mediated by the charged vector bosons W± to
be introduced in Ch. 19) are found to be approximated well by the “vector minus axial
vector” or V − A form, with the bilinear covariants V ∼ ψγμψ and A ∼ ψγμγ5ψ given
in Table 14.2. In the simplest model, weak interactions are described by the product of two
4-currents Jμ at a point (see Box 19.1). Schematically, the interaction is of the form

L ∝ Jμ J†μ ∼ (V − A)(V − A)† = VV † + AA† − AV † − V A†.
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But vectors and axial vectors transform oppositely under parity P, so the AV † and V A†

terms change sign under P and the weak interactions do not conserve parity. In more detail,
leptonic V − A weak interaction matrix elements are of the form

M = 〈e| lμ |νe〉 �
1
2

ūeγ
μ (1 − γ5)uν ,

where lμ represents the leptonic charge-changing weak current. But utilizing Eq. (14.48),

M = ūeγ
μP−uν = ūeγ

μP−P−uν = ūeP+γ
μP−uν = ūL

e γ
μuL

ν

and participation is limited to left-handed particles (or right-handed antiparticles). Thus
weak interactions violate parity maximally, since a parity-conserving state must be an equal
mixture of right- and left-handed components.

14.8.3 C, CP, and T Symmetries

Charge conjugation C corresponds to replacement of a particle with its antiparticle. The
action of C on a left-handed neutrino gives a left-handed antineutrino. But only right-
handed antineutrinos are observed to participate in the weak interactions, so C is also
violated maximally. However, the combined operation CP (invert the coordinate system
and exchange particle for antiparticle) converts a left-handed neutrino into a right-handed
antineutrino, so CP is conserved by the V − A approximation (though not exactly by more
realistic weak interactions). Likewise, time reversal T inverts both momentum and spin, so
it does not affect helicity and T is conserved by V − A interactions. For interactions more
realistic than the V − A approximation the weak interactions violate CP and T by very
small amounts (for reasons not understood), but the combined symmetry CPT is expected
to be conserved by all interactions on fundamental grounds and no violation of CPT has
been found.

14.8.4 A More Complete Picture

A fully realistic discussion of weak interactions requires features not considered here.
The present example of a leptonic charged current is simpler than the corresponding
hadronic current because strong interactions renormalize (“dress”) the weak interactions by
modifying the environment in which they occur.10 Furthermore hadronic and leptonic weak
currents require additional empirical parameters called mixing angles that are associated
with a mismatch between the weak eigenstates and the mass eigenstates.11 In addition,
there are weak neutral currents as well as charged ones, and they are not of pure V−A form.
Introductions to hadronic charged weak currents, neutral weak currents, and quark mixing
angles are given in Ref. [85], and to neutrino mixing angles in Refs. [89, 90]. Our goal

10 But the renormalization is smaller than expected, due to symmetries protecting the weak current; see Ch. 33.
11 Neutrinos and quarks produced in weak interactions are created in weak eigenstates but propagate in mass

eigenstates. In the simplest of universes these eigenstates would be equivalent but it seems that we do not
live in that universe! Mixing angles account for this phenomenologically but we have little fundamental
understanding of why our universe opts for a mismatch between weak eigenstates and mass eigenstates.



261 Problems

here has been to show the influence of a variety of symmetries on the weak interactions,
and this streamlined discussion is adequate for that purpose.

Background and Further Reading

The Lorentz properties of the Maxwell and Dirac equations are discussed in Guidry [85],
Jackson [122], Ryder [174], and Tung [199]. An overview of the relationship among Dirac,
Weyl, and Majorana spinors is given in Pal [159]. Neutrino masses and flavor oscillations
are discussed in Refs. [89, 90].

Problems

14.1 Prove the useful identity employed in Eq. (14.20) that eiLφ = coshφ + iL sinhφ.
Hint: Expand the exponential in a power series and compare the odd and even
terms to the power series expansions of coshφ and sinhφ.

14.2 Prove that the boosted right-handed spinor ψR(p) is related to the corresponding
rest spinor by Eq. (14.21). Hint: Begin from Eq. (14.20) and use Eq. (13.14),
hyperbolic trigonometry identities, and that γ = E/m for a relativistic particle with
energy given by E2 = p2 + m2. ***

14.3 Use the γ-matrices in the Weyl representation to show that the Dirac equation
(14.31) is equivalent to Eq. (14.25). ***

14.4 Prove the identity (σ · p)2 = I(2) p2, where σ = (σ1, σ2, σ3) are the Pauli matrices,
p is the 3-momentum, p = |p |, and I(2) is the unit 2 × 2 matrix.

14.5 Show that the relations (14.23) follow from Eqs. (14.21) and (14.22). Hint: Use the
identity in Problem 14.4 and E2 = p2 + m2 to simplify the final expression. ***

14.6 Verify that the Pauli–Dirac representation (14.43) satisfies Eq. (14.27). ***

14.7 Show that the quantity ψσμνψ of Table 14.2 transforms as an antisymmetric rank-2
Lorentz tensor. Hint: Use σμν ≡ i

2 [ γμ, γν ], Eq. (14.34), and S−1S = SS−1 = 1.
***

14.8 Verify the projection characteristics implied by equations (14.51).

14.9 Verify the results of Eq. (14.48) for the properties of the chiral projection operators.

14.10 Starting from Eq. (14.17), show that the equation for the 4-vector potential Aμ takes
the covariant form� Aμ = jμ of Eq. (14.13) in Lorenz gauge.

14.11 Beginning with Eq. (14.50), prove Eq. (14.52), and derive the chiral decompositions
given for ψψ, ψγμψ, and ψγμγ5ψ interactions in Eqs. (14.53) and (14.54). ***



262 14 Lorentz-Covariant Fields

14.12 Using the Dirac Hamiltonian H = −iγ0γipi + γ0m given in (14.45), show that the
chirality operator γ5 commutes with this Hamiltonian only if the mass m → 0.

14.13 Show that the Dirac current jμ = ψγμψ of Example 14.3 transforms as a true
vector under Lorentz transformations.

14.14 (a) Prove that the eigenvalues for a general 2 × 2 matrix A are given by λ± =
1
2T ± ( 1

4T2 − D)1/2, where T ≡ Tr A and D ≡ det A. (b) Find the eigenvectors
X corresponding to the eigenvalues found in part (a), assuming a two-component
basis

χ1 ≡
(
1
0

)
χ2 ≡

(
0
1

)
X = aχ1 + bχ2.

Hint: Solve the linear system AX = λX using the eigenvalues λ found in part (a).
(c) Find the eigenvalues of the mass matrix M given in Box 14.4. Find the
corresponding eigenvectors and argue that they can be interpreted approximately
as a left-handed neutrino but with a small but non-zero mass, and a right-handed
neutrino with mass much too large to be detected in present experiments. ***

14.15 Operators giving quantum numbers to label states should be conserved (they should
commute with the Hamiltonian) and should not depend on choice of reference frame
(they should be Lorentz invariant). Prove that for massive fermions described by the
free-particle Dirac equation chirality is Lorentz invariant but is not conserved, while
helicity is conserved but is not Lorentz invariant. ***

14.16 Show that in Fig. 14.2, normal double β-decay conserves lepton number but
neutrinoless double β-decay does not. Hint: Define a lepton number by L ≡ n�−n�̄ ,
where n� is the total number of leptons and n�̄ is the total number of antileptons.

14.17 Show that a gauge transformation of the 4-vector potential Aμ leaves the Maxwell
field tensor Fμν invariant.

14.18 Show that the Maxwell equations written in the manifestly covariant form (14.17)
and (14.18) are equivalent to the standard form given by Eqs. (14.1a)–(14.1d).

14.19 Prove that Eq. (14.3) implies the Maxwell field tensor of Eqs. (14.14) and (14.15).

14.20 In Section 6.2.5 we emphasized the utility of an integration measure that respects
the symmetry for continuous groups. Consider a Lorentz boost along the x-axis
of the 4-momentum vector (p0, p1, p2, p3) = (E, p1, p2, p3) analogous to that of
Eq. (13.16). The relationship between momentum volume elements in the two
frames is given generally by d3p′ = Jd3p, where J ≡ det (∂p′/∂p) is the Jacobian
determinant of the transformation. Evaluate the Jacobian of the transformation
between the unboosted (unprimed) and boosted (primed) coordinate systems to
show that d3p′/E ′ = d3p/E, which suggests defining an invariant volume element
in momentum space, D3p ≡ constant × d3p/E. ***
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14.21 It is common to use the normalization u(α)†(p)u(β) (p) = (E/m)δαβ for a massive
free Dirac spinor u(α) , where E is energy, m is restmass, and α and β are spinor
indices. Show that this spinor normalization is covariant with respect to a change
of Lorentz frame. Hint: The free fermion will propagate in a plane-wave state. In a
particular Lorentz frame, what is the probability of finding the fermion in a box of
volume V? How does that probability change under a Lorentz transformation? ***

14.22 In the Pauli–Dirac representation of Table 14.1, a suitable charge conjugation
operator is C = iγ2γ0. Show that C is given explicitly by the matrix

C =

(
0 −iσ2

−iσ2 0

)
,

in this representation. Verify by matrix multiplication the matrices for γ5 shown
in Table 14.1 for the Pauli–Dirac and Weyl (chiral) representations. Hint: A useful
identity for Pauli matrices is σ1σ2σ3 = i I(2) , where I(2) is the 2 × 2 unit matrix.

14.23 Denote right-handed and left-handed Dirac positive-energy (particle) spinors by
uR and uL, respectively, and denote right-handed and left-handed negative-energy
(antiparticle) spinors by vR and vL, respectively, where R corresponds to helicity
λR = +

1
2 and L corresponds to helicity λL = − 1

2 . Use Box 14.2 and Eq. (14.42) to
verify Eq. (14.46) for massless fermions.
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The Lorentz group described in Ch. 13 encompasses two sets of generators that are of
obvious importance for physical problems: boosts between inertial frames and spatial
rotations within an inertial frame. However, it does not include another class of generators
that may be expected to be significant for those same problems: spacetime translations.
This leads us to consider the 10-parameter Poincaré or inhomogeneous Lorentz group,
which is obtained by appending the set of four continuous spacetime translations to the
set of six continuous Lorentz transformations that we have considered previously. The
resulting group is non-compact since the Lorentz group is non-compact and the translation
parameters are unbounded. As we shall see, the structure of the Poincaré group is tied
intimately to our understanding of the spin and mass of elementary particles, and the
relationship between representations of the Poincaré and Lorentz groups is the basis for
our understanding of the relationship between particles and fields in relativistic quantum
field theory.

15.1 The Poincaré Multiplication Rule

The most general Poincaré transformation corresponds to a Lorentz transformation plus a
spacetime translation,

x ′μ = Λ
ν
μ xν + bμ, (15.1)

where bμ is a constant 4-vector, independent of xν . Equation (15.1) may be written in
matrix notation as x ′ = Λx + b. As shown in Problem 15.1, application of two successive
Poincaré transformations leads to the multiplication rule for the Poincaré group,

g(b′Λ′)g(b,Λ) = g(Λ′b + b′,Λ′Λ), (15.2)

where Λ parameterizes a Lorentz transformation and b parameterizes a spacetime
translation. As noted previously in conjunction with the euclidean group E2 [compare
Eq. (12.11)], this multiplication law is characteristic of a semidirect product group. The
Poincaré group obeys the multiplication rule (15.2) because it is a semidirect product of
the group of four-dimensional spacetime translations T4 and the Lorentz group SO(3, 1),

Poincaré group = T4 ⊗s SO(3, 1), (15.3)

where ⊗s indicates the semidirect product. Conceptually, the Poincaré group has a structure
similar to the euclidean groups En of Section 12.4, but with the euclidean spatial manifold
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replaced by the Minkowski spacetime manifold (spatial translations replaced by spacetime
translations and spatial rotations replaced by proper Lorentz transformations).

As shown in Problems 15.2 and 15.3, a general Poincaré transformation may be factored
into a product of a proper Lorentz transformation Λ and a translation T (b),

g(b,Λ) = T (b)Λ, (15.4)

a proper Lorentz transformation of a translation is a translation,

ΛT (b)Λ−1 = T (Λb), (15.5)

and the action of a general group element on a translation is again a translation,

g(b,Λ)T (a)g(b,Λ)−1 = T (Λa). (15.6)

Thus, the translations conjugated with all group elements return translations and they form
an (abelian) invariant subgroup of the full Poincaré group (see Section 2.12).

15.2 Generators of Poincaré Transformations

We shall explore the properties of the Poincaré group by examining the infinitesimal
transformations directly.

15.2.1 Proper Lorentz Transformations

Consider first an infinitesimal Lorentz transformation, which takes the form

xμ = Λμν xν = (ημν − εμν)xν = xμ − ε
ν
μ xν . (15.7)

As shown in Problem 15.4, the infinitesimal εμν is an antisymmetric rank-2 Lorentz tensor,
which has six independent components (the 16 components of a general rank-2 tensor
are reduced to six by the antisymmetry condition). Physically, the three components εi j
correspond to rotations and the three components ε0k correspond to boosts. Let us now
introduce

Lμν ≡ i(xμ∂ν − xν∂μ). (15.8)

As shown in Problem 15.5, for infinitesimal εμν

e−
1
2 iεμνL

μν
xρ � xρ − ε

μ
ρ xμ. (15.9)

This is equivalent to Eq. (15.7), implying that Eq. (15.8) defines generators of proper
Lorentz transformations. The explicit rotation and boost operators (Kx , Ky , Kz , Jx , Jy , Jz )
employed for the Lorentz group in Section 13.2 are recovered if we make the identifications

Ji =
1
2
εi jkL jk Ki = L0i , (15.10)

which obey the commutation relations (13.20). That takes care of the six proper Lorentz
transformations of the Poincaré group. Now let us consider the four translations.
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15.2.2 Four-Dimensional Spacetime Translations

In infinitesimal form, translations may be written as

x ′μ = xμ − εμ. (15.11)

Now introduce the Lorentz 4-momentum operator Pμ,

Pμ = i∂μ = i(∂0, ∂1, ∂2, ∂3) Pμ = i∂μ = i(∂0,−∂1,−∂2,−∂3), (15.12)

where Pμ = ημνPν . As shown in Problem 15.6,

eiενP
ν
xμ � (1 + iενPν)xμ = xμ − εμ. (15.13)

This is equivalent to (15.11), so the Pμ are generators of translations.

15.2.3 Commutators for Poincaré Generators

The commutation relations of the Poincaré generators are [125]

[ Pμ, Pν ] = 0 [ Pμ, Lρσ ] = i(ημρPσ − ημσPρ),
[ Lμν , Lρσ ] = −i(ημρLνσ − ημσLνρ + ηνσLμρ − ηνρLμσ).

(15.14)

The commutation relations between Pμ and Lρσ may be rewritten in terms of the J and K

operators (15.10),

[ P0, Ji ] = 0 [ Pi , Jj ] = iεi jkPk [ P0, Ki ] = iPi [ Pi , K j ] = iP0 δi j . (15.15)

The first two commutators in (15.15) indicate that P0 is a scalar and Pi a vector under
rotations. The second two imply that a boost along the ith axis influences P0 and Pi , but not
the other two components. The Poincaré generators define the full symmetry of Minkowski
spacetime, as discussed in Box 15.1.

15.3 Representation Theory of the Poincaré Group

Let us now consider the representation theory of the Poincaré group for cases of physical
interest. The group is not compact (the Lorentz transformations are not closed and the
translations are unbounded), nor is it semisimple (the translations form an abelian invariant
subgroup), so our approach will differ from that for compact groups.

15.3.1 Casimir Operators for the Poincaré Group

The Poincaré group has two Casimir operators. The first is just P2 = PμPμ, since from the
previous commutation relations P2 is Lorentz and translationally invariant:

[ P2, Lμν ] = 0 [ P2, Pμ ] = 0. (15.16)
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Box 15.1 Isometries of Minkowski Space

A metric is said to have a symmetry under a transformation if it is unchanged by that transformation. Such a
symmetry of the metric is termed an isometry.

Example: Consider the Minkowski metric ημν = diag (1,−1,−1,−1). It has constant entries
so it is unaltered by changing a spacetime coordinate. For example, ημν is (trivially) invariant
under x0 → x0+ constant, so this defines an isometry of the metric.

Killing Vectors

If an isometry exists for a metric, a unit vector may be defined pointing in a direction in which the metric
is constant that is termed a Killing vector.a In the preceding example the unit vector corresponding to the
isometry under x0 → x0+ constant is K

μ
0 ≡ (1, 0, 0, 0). Since x0 = ct , the Killing vector K

μ
0 implies

time independence of the metric. We are usually interested in cases where a Killing vector may be defined at
every point of the manifold, which we term a Killing (vector) field.

Isometry Groups

The set of one to one, distance-preserving maps of a metric space to itself forms a group under application
of two successive maps (composition) that is termed the isometry group of that space. The following are
examples.

1. The isometry group of the 2-sphere S2 is the group O(3) of 3D rotations and reflections, because a 2-sphere
transforms into itself under the actions of the rotations and reflections corresponding to the O(3) group
generators.

2. The isometry group of Minkowski spacetime is the Poincaré group. Thus, the ten generators of the Poincaré
group represent the full symmetry of special relativity, or equivalently of Minkowski space.

From a group-theoretical perspective, Killing fields are the infinitesimal generators of isometries for
the metric.

Spacetime Conservation Laws

The Poincaré symmetry of Minkowski space implies ten continuous transformations associated with the
generators: four translations, three rotations, and three boosts. Noether’s theorem (Section 16.2.1) implies that
there are ten conserved quantities associated with the Poincaré isometries. These correspond to conservation
of energy (one time-translation generator), conservation of linear momentum (three spatial-translation
generators), conservation of angular momentum (three rotational generators), and conservation of the center
of mass (three boost generators).

a Killing vectors are named for the German mathematician Wilhelm Killing (1847–1923). Sophus Lie (1842–1899) and Killing provided much of
the initial foundation for Lie algebras and Lie groups.
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Table 15.1. Classes of vectors in Minkowski space [185]

Specification of vector† Characterization Standard vector p̄μ

p2 > 0, p0 > 0 Positive timelike (p, 0, 0, 0)

p2 > 0, p0 < 0 Negative timelike (−p, 0, 0, 0)

p2 < 0 Spacelike (0, 0, 0, p)

p2 = 0, p0 > 0 Positive lightlike (p, 0, 0, p)

p2 = 0, p0 < 0 Negative lightlike (−p, 0, 0, p)

p2 = 0, p0 = 0 Null (0, 0, 0, 0)

†Assuming our metric signature pattern {+ − −−}.

The associated physical invariant is the particle restmass, since if P2 |p〉 = p2 |p〉, by the
Einstein energy–momentum relation

p2 = pμpμ = p2
0 − p2 = E2 − p2 = m2.

To exhibit the second Casimir operator let us introduce the Pauli–Lubanski pseudovector,

Wμ ≡ −
1
2
εμνρσLνρPσ, (15.17)

where εμνρσ is the completely antisymmetric rank-4 tensor.1 Then W 2 = W μWμ is both
translationally and Lorentz invariant,

[ W 2, Pμ ] = 0 [ W 2, Lρσ ] = 0, (15.18)

so it serves as a second Casimir operator. As will be seen, W 2 is associated with the spin
of the particle but the nature of that association is nuanced.

15.3.2 Classification of Poincaré States

Mathematically there are six classes of states, with not all having obvious physical
relevance. These are listed in Table 15.1, along with a standard vector of the corresponding
type (see the discussion of standard vectors in Section 12.5.1 and the lightcone classifica-
tion in Fig. 13.2). For each class an arbitrary vector can be converted into the standard
vector by an appropriate Lorentz transformation but a Lorentz transformation cannot
connect standard vectors that lie in different classes. The subsequent discussion will be
concerned with the two classes of most obvious physical import in Table 15.1.

1. Massive particles: p2 = m2 > 0 and p0 > 0 (positive timelike),
2. Massless particles: p2 = 0 and p0 > 0 (positive lightlike).

1 With ε0123 ≡ +1 and εαβγδ equal to +1 if it is related to ε0123 by an even permutation of indices, equal to −1
if it is related to ε0123 by an odd permutation of indices, and equal to zero if any two indices are equivalent.
For example, ε0132 = −1 and ε0121 = 0.
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Among the other classes, we note that some (p0 < 0) are probably not physical, that
spacelike momenta can occur for virtual particles but not for physical ones because they
would violate causality, and that the null category presumably corresponds to the physical
vacuum (ground state) of a relativistic quantum field theory.

15.3.3 Method of Induced Representations

Let us now construct the unitary representations of the Poincaré group, which will necessar-
ily be of infinite dimensionality by virtue of the non-compact group manifold (Box 12.2).
The standard method to accomplish this uses the method of induced representations that
was introduced in conjunction with the euclidean group E2 in Section 12.5. By this method
all members of a representation are generated by actions of the group starting from a
representative vector in an invariant subspace. Recall the essential steps.

1. Identify the invariant subgroup and choose a standard vector in this space.
2. Identify the factor group associated with the invariant subgroup.
3. Determine whether there are any group generators in the factor group that leave the

standard vector invariant (that commute with the generator of the standard vector). The
set of generators satisfying this condition defines the little group.

4. Generate the full irreducible space by operating on the standard vector with those group
generators that do not commute with the generator of the standard vector.

5. Normalize as appropriate.

The four-dimensional translations were identified as an invariant subgroup of the Poincaré
group in Section 15.1. Thus, let us apply the method of induced representations to the
Poincaré group, beginning with the invariant translation subgroup. A key feature of the
method of induced representations is the nature of the little group of step 3 above.

The Lie algebra of the little group is generated by the components of the
Pauli–Lubanski pseudovector Wμ within the standard vector subspace. For every
unitary irrep of the little group an induced representation of the full Poincaré
group results from successive application of proper Lorentz transformations
[199].

The little group and the corresponding representation structure differ fundamentally for
massive and massless particles. We analyze the massive case first.

15.4 Massive Representations of the Poincaré Group

The factor group of the Poincaré group with respect to the abelian invariant subgroup
of translations T4 is the group of proper Lorentz transformations. A massive particle is
positive timelike, and from Table 15.1 a standard vector is p̄μ = (p, 0, 0, 0) = (m, 0, 0, 0).
Physically this corresponds to a state at rest with restmass m, and thus energy E = mc2.
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15.4.1 Quantum Numbers for Massive States

Multiplying Eq. (15.17) from the right by Pμ and doing the implied summations, the Pauli–
Lubanski pseudovector must satisfy

WμPμ = −1
2
εμνρσLνρPσPμ = 0, (15.19)

as may be verified by inspection: εμνρσ is antisymmetric under exchange of the summation
indices σ and μ but the product PσPμ is symmetric under exchange of σ and μ, and from
basic tensor analysis the contraction of a tensor symmetric on two indices with a tensor
antisymmetric in those indices is identically zero. Therefore, since p̄μ has only a timelike
component, Eq. (15.19) requires that Wμ have only spacelike components, Wμ = (0,W ) =
(0, W1, W2, W3), with

Wi = −
1
2
εiνρσ LνρPσ. (15.20)

In the restframe only p̄σ = p̄0 = m is non-zero for p̄σ and Wi = − 1
2 εi jk L jkm. Then from

Eq. (15.10), Wμ = (0, w) with wi = mJi , and for massive particles

W 2 = WμW μ = W 2
0 −W 2 = −m2 J2. (15.21)

This result was derived in the restframe but it is true in all inertial frames since the Casimir
W 2 commutes with boost transformations between inertial frames. Therefore, massive
states can be labeled by the restmass m and the spin s(s + 1), which is the eigenvalue
of J2 in the restframe of the massive particle.

Additional quantum number labels must correspond to operators that commute among
themselves and with the mass and spin operators already found. From Eq. (15.14), the
components pμ commute among themselves so pμ is a constant of motion. But pμ = (E, p)
and since E = (m2+p2)1/2 and m2 is already given, we need only specify p to fix pμ. Fixing
an angular momentum component is not allowed because p is a label and from Eq. (15.15),
pi does not commute with Ji . However, the helicity operator J · p̂ (spin component in the
direction of motion) commutes with p and the helicity quantum number λ can be used as
a label. Summarizing, eigenstates for a massive particle may be labeled |m, s, p, λ〉, with

P2 |m, s, p, λ〉 = m2 |m, s, p, λ〉 W 2 |m, s, p, λ〉 = −m2s(s + 1) |m, s, p, λ〉 ,
Pμ |m, s, p, λ〉 = pμ |m, s, p, λ〉 J · p̂ |m, s, p, λ〉 = λ |m, s, p, λ〉 ,

(15.22)

where p̂ = p/ |p | and s may be interpreted in terms of the eigenvalue of angular momentum
in the restframe: J2 |s〉 = s(s + 1) |s〉. The Poincaré group acts on the vector space (15.22),
which is of infinite dimensionality because the momentum label p is continuous.

15.4.2 Action of the Poincaré Group on Massive States

How do the states of Eq. (15.22) behave under Poincaré transformations [125]? For trans-
lations T (b) the result is immediate: the basis states are explicit eigenstates of the generator
Pμ and under translations x → x − b the states just get multiplied by a phase,
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T (b) |m, s, p, λ〉 = e−ib
μpμ |m, s, p, λ〉 . (15.23)

Now consider proper Lorentz transformations (boosts and rotations). Note that |m, s, p, λ〉
can be obtained from a restframe state |m, s, 0, s3 = λ〉 by a Lorentz transformation:

|m, s, p, λ〉 = Λp |m, s, 0, λ = s3〉 . (15.24)

(In the restframe the helicity is indeterminate; it can be replaced by any component of the
restframe spin, typically s3.) Now consider a second Lorentz transformation from p to p′,

Λp′←p |m, s, p, λ〉 = Λp′←pΛp |m, s, 0, s3〉
= Λp′

(
Λ−1

p′Λp′←pΛp

) |m, s, 0, s3〉

≡ Λp′RW |m, s, 0, s3〉 .

But RW ≡ Λ−1
p′Λp′←pΛp takes the rest frame momentum p̄ = (m, 0) to p, then from p to p′,

and then from p′ back to the restframe value of (m, 0). Since RW leaves the restframe 4-
momentum invariant, it is a (complicated) rotation. But this is familiar territory from Ch. 6:
restframe states transform under rotations according to the SU(2) irrep D(s) . Therefore

m, s, p′, λ

〉 ≡ Λp′←p |m, s, p, λ〉 = Λp′

∑
λ′

Ds
λλ′ (RW) 

m, s, 0, λ′

〉
=
∑
λ′

Ds
λλ′ (RW) 

m, s, p′, λ′

〉
, (15.25)

where the Ds
λλ′ (RW) are the usual unitary rotation matrices (Section 6.3).

For massive particles the subset of transformations that leave the restframe
vector p̄μ invariant corresponds to rotations, and the little group is SU(2) [or
SO(3)].

In the particular case of the restframe for massive particles, the Pauli–Lubanski pseudovec-
tor is associated with SU(2) angular momentum in the usual manner. Thus the previous
assertion that the little group is generated by the components of W μ in the subspace of the
representative vector is seen to hold for the timelike case.

15.4.3 Summary: Representations for Massive States

We have just obtained a result of fundamental importance, so let us pause and take
stock. By starting from the invariant subspace of translations for massive particles a
representation space for the full Poincaré group was generated that behaves under proper
Lorentz transformations as Eq. (15.25), and under translations as Eq. (15.23). This
representation space has the following properties.

1. Equations (15.23) and (15.25) imply that the full space {|m, s, p, λ〉} is invariant under
Poincaré transformations because the translations and proper Lorentz transformations
give back linear combinations of the original space.
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2. This space is irreducible because the basis vectors have been generated from a single
vector by actions of the generators and group elements; thus there is no smaller subspace
from which one could have implemented this procedure.

3. The space can be generated in an unambiguous way by starting from |m, s, p, λ = s3〉,
creating other values of λ using the j± operators of the SU(2) algebra as in Section 6.3.9,
and then using proper Lorentz transformations to produce the other states.

4. The representations are unitary because the generators are hermitian operators.
5. The representations are of infinite dimensionality, since p takes a continuum of values.

Let us now apply the same methods to the other case of direct physical interest, the massless
particles having lightlike Lorentz behavior.

15.5 Massless Representations

For lightlike particles the restmass is zero and the particle moves at light velocity in
all frames. Thus, the device of going to the restframe that simplified the discussion of
Section 15.4 is not available and we may expect qualitative differences in the representa-
tion theory of massless particles relative to massive ones. We shall find as a consequence
that the meaning of “spin” differs substantially between the massive and massless cases.

15.5.1 The Standard Lightlike Vector

By preceding considerations we expect that the relevant little group in the massless particle
case is again generated by the components of the Pauli–Lubanski pseudovector (15.17), but
now in the subspace of a representative positive lightlike vector from Table 15.1. For the
massless (lightlike) case, the lightcone condition for a particle traveling on the z-axis is that
pμ = (p, 0, 0, p). Assuming the massless particle to have energy E = �ω = ω in natural
units, we may take as a standard momentum vector

p̄μ = (ω, 0, 0,ω). (15.26)

Then utilizing the identifications

Lμν = −Lνμ Ji = 1
2 εi jkL jk Ki = L0 i , (15.27)

the components of the Pauli–Lubanski pseudovector W μ may be constructed explicitly for
the standard lightlike vector,

Wμ = (W0, W1, W2, W3) =
(
ωJ3, ω(J1 + K2), ω(J2 − K1), ωJ3

)
, (15.28)

as shown in the solution of Problem 15.9.
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15.5.2 Lie Algebra of the Little Group

According to our earlier discussion the components (15.28) generate the Lie algebra of the
appropriate little group for lightlike Poincaré representations. Let us evaluate the commu-
tators to deduce the structure of the little group. From the solution of Problem 15.10,

[ W1, W2 ] = 0 [ W1, W0 ] = [ W1, W3 ] = −iωW2,
[ W2, W0 ] = [ W2, W3 ] = iωW1.

(15.29)

But this is equivalent to the euclidean algebra E2 displayed in Eq. (12.14) if the
identifications ωWi = Pi , and W3 = W0 = ωJ are made.

We conclude that for massless particles the little group for Poincaré transforma-
tions is not the rotation group SU(2), as it was for the massive case, but instead
is the group E2 of euclidean motion in two dimensions.

Problem 15.12 verifies that E2 is the minimal group leaving the standard vector (15.26)
invariant, confirming that E2 is the little group for massless particles.

15.5.3 Quantum Numbers for Massless States

Using the notation for E2 generators, the most general Pauli–Lubanski pseudovector
(15.28) for massless particles is Wμ = ω(J, P1, P2, J). Hence,

W 2 = WμW μ = −ω2(P2
1 + P2

2 ). (15.30)

But it was shown in Section 12.4.4 that P2 = P2
1 + P2

2 must have eigenvalue zero for the
physically realized massless case. Therefore, for massless particles,

W 2 |p〉 = 0 P2 |p〉 = 0 WμPμ |p〉 = 0 (15.31)

[see Eq. (15.19)]. It follows that P and W are lightlike and orthogonal, and hence must be
proportional: (W μ−λPμ) |p〉 = 0 (see Problem 13.2 in this regard). States are characterized
by the constant of proportionality λ, which is just the helicity. Thus, for the lightlike states
the subspace of the standard vector is one-dimensional and the basis vector |pλ〉 may be
labeled by the momentum p and the helicity λ. Generally,

Pμ |pλ〉 = pμ |pλ〉 J3 |pλ〉 = λ |pλ〉 Wi |pλ〉 = 0, (15.32)

where the standard vector is (ω, 0, 0,ω) and helicity takes the values λ = 0,± 1
2 ,±1,± 3

2 , . . .
Notice the difference between this sequence of allowed helicity values for massless
particles and the corresponding 2s+1 permitted states of polarization for massive particles
of spin s discussed in Section 15.4.2. The full unitary representations may be produced by
successive Lorentz transformations on the standard vector.
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Box 15.2 It Depends on What You Mean by Spin

It is common to speak loosely of the spin of a photon and the spin of an electron as if they were two instances of
the same thing, but we see from the present discussion that the nature of the corresponding quantum number
is quite different in the two cases. For massive particles there are 2s + 1 states of polarization available to an
SU(2) spin vector; for massless particles only two states of polarization are available because s is no longer an
SU(2) quantum number but instead is the SO(2) helicity quantum number. Consider some specific examples.

1. A massive spin-1 particle has three states of polarization.
2. The spin-1 photon has only two states of polarization because it is massless. It has helicity statesλ = ±1

corresponding to left and right circular polarization, but it lacks the λ = 0 state that a massive spin-1
particle would possess.

3. Gravitational waves have two states of polarization because the graviton mediating the interaction is
associated with a massless spin-2 field.

The missing states of polarization for massless particles relative to their massive counterparts have deep
implications for the physical particle spectrum and for technical issues like renormalizability, as we shall
discuss in Chs. 18 and 19.

15.6 Mass and Spin for Poincaré Representations

To summarize, the irreps of the Poincaré group are characterized by parameters m and s,
where m is the restmass and the meaning of s depends on the mass of the particle.

1. For massive particles, m > 0 and s may be interpreted as the intrinsic spin of the
particle in its restframe. States are SU(2) eigenstates and spin can take the values
s = 0, 1

2 , 1, 3
2 , . . ., with each value of s having the usual 2s + 1 polarization states.

2. For massless particles, m = 0 and s is not an SU(2) quantum number; instead, it
corresponds to an SO(2) quantum number λ (helicity), which takes allowed values
s = λ = 0,± 1

2 ,±1,± 3
2 , . . ., with only two states of polarization for a given s instead of

2s + 1.

Thus, as discussed further in Box 15.2, the meaning of spin differs essentially between a
massive particle like an electron and a massless particle like a photon.

15.7 Lorentz and Poincaré Representations

Let us conclude this chapter with a discussion of the relationship between representations
of the Lorentz group and representations of the Poincaré group that was first broached in
Section 13.11. Recall the following.
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1. The Lorentz and Poincaré groups are non-compact, so their representations cannot be
finite and unitary at the same time.

2. Particles associated with the Poincaré representations are produced by fields having a
finite number of Lorentz degrees of freedom, but each such particle takes a continuum
of 4-momentum values.

Physical states of definite mass, spin, and other quantum numbers arise as unitary
representations of the Poincaré group. However, the relativistic wave equations that
describe quantum fields have components that transform as finite-dimensional (but non-
unitary) irreps of the Lorentz group. Thus, the dichotomy between the Lorentz and
Poincaré representations reflects the general dichotomy between the descriptions of nature
in terms of quantum fields and in terms of particles that are the quanta of those fields.
Wavefunctions and fields are not observables; thus, they may be described by non-unitary
representations (of the Lorentz group). The corresponding particle states are physical and
are most conveniently described by unitary representations (of the Poincaré group).

15.7.1 Operators for Relativistic Quantum Fields

A relativistic wave function respects special relativity. It is a set of n functions of spacetime
ψμ (x) transforming under proper Lorentz transformations as [199]

ψ′μ (x) = D(Λ)μνψ
ν (Λ−1x

)
, (15.33)

where the matrix D(Λ)μν is a finite-dimensional, n×n representation of the proper Lorentz
group and the arguments on the right side reflect the action of a Lorentz transformation
on functions defined in Hilbert space (see Example 2.8). These wavefunctions describe
particles subject to a relativistic wave equation like the Dirac equation (14.31).

However, it is often preferable to formulate (relativistic or non-relativistic) problems in
terms of fields rather than particles, because fields provide a natural way to formulate
the many-body problem in which interactions can be handled more conveniently. In
relativistic quantum field theory the field operators Ψ(x) transform under proper Lorentz
transformations as

U (Λ)Ψμ (x)U
(
Λ−1) = D(Λ−1)μνΨ

ν (Λx), (15.34)

where U (Λ) is the operator representing the Lorentz transformation Λ in the Hilbert
space of Ψ(α) . The field operators are required to obey wave equations that are analogs
of the corresponding single-particle wave equations.2 The field operator Ψμ (x) and the
wavefunction ψμ (x) describe the same physics, and are governed by wave equations of
the same form, but those wave equations govern complex-valued functions in the particle
case and operators in the field case.

2 More precisely, it is common to derive properties of field operators by starting with an appropriate Lagrangian
density and either a variational condition deriving from this Lagrangian density, or a sum over paths weighted
by an action constructed from the Lagrangian density (for example, see Ch. 16). However, this is a formal
device in the present context because the content of the appropriate Lagrangian density is fixed precisely by
the requirement that it yield the right wave equation. At any rate, our primary concern here is not to derive
quantum field theory from first principles but to analyze quantum field theory for symmetry implications.
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15.7.2 Wave Equations for Quantum Fields

Let us summarize a few important wave equations entering into formulations of relativistic
quantum field theory that will be useful in later chapters.

1. The Klein–Gordon equation for scalar (single-component) fields Φ(x)

(� + m2)Φ(x) = 0 � ≡ ∂μ∂μ, (15.35)

which is quadratic in ∂μ and carries no Lorentz index.
2. The Dirac equation for 4-component Lorentz spinor fields Ψ(x)

(−iγμ∂μ + m)Ψ(x) = 0, (15.36)

which is linear in ∂μ.
3. The Maxwell wave equation for massless vector fields Aμ (x)

�Aμ (x) = jμ (Lorenz gauge), (15.37)

which is quadratic in ∂μ.
4. The massive vector or Proca field Aμ (x), with an equation

(� + m2)Aμ (x) = 0 (15.38)

that is quadratic in ∂μ. As we shall now discuss, the connection between fields and
particles may be exhibited explicitly through a Fourier expansion of the field operators.

15.7.3 Plane-Wave Expansion of the Fields

Let us use a Dirac field as an example. It may be expanded within a 3D box of volume
Ω as

Ψ(x) =
1
√
Ω

∑
p

∑
λ

√
m
E
(
a
pλu

pλe−ip ·x + b†
pλvpλeip ·x

)
, (15.39)

where m is the fermion mass, pμ = (E, p), the helicity index is λ, the scalar product is
p · x = pμxμ, the particle spinors are denoted by upλ and the antiparticle spinors by vpλ,
and the field Ψ(x) is an operator. These sums become Fourier integrals as the volume Ω of
the quantization box tends to infinity according to the standard prescription3

1
Ω

∑
p

−→
Ω→∞

1
(2π)3

∫
d 3p . (15.40)

Thus, a generic plane-wave expansion in the infinite-volume limit can be expressed as

Ψ(μ) (x) =
∑
λ

∫
Dp

(
a(p, λ)u(μ) (p, λ)eip ·x + b†(p, λ)v (μ) (p, λ)e−ip ·x

)
, (15.41)

3 Only Ω→ ∞ gives full Poincaré symmetry, because translational invariance is broken by a box of finite size.
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where μ is a Lorentz index, Dp is a Lorentz-invariant integration measure (see
Problems 14.20 and 14.21), the first term of the integrand is associated with particles,
and the second is associated with antiparticles.

15.7.4 The Relationship of Fields and Particles

The left side of Eq. (15.41) is a Hilbert space operator, with the corresponding operator
value on the right side carried by a(p, λ) and b†(p, λ). By defining an operator Π(x)
canonically conjugate to Ψ(μ) (x) in the sense of Hamiltonian dynamics [thus Ψ(μ) (x)
will act as a “coordinate” Q and Π(x) will act as a “momentum” P], expanding it in a
Fourier series, and imposing a continuum analog of the canonical quantization condition
for discrete mechanics, [ P, Q ] = −i�, we may determine the algebra obeyed by a(p, λ)
and b†(p, λ). Such manipulations show that these operators and their hermitian conjugates
create and annihilate particles and antiparticles, in a relativistic generalization of the second
quantization formalism of Appendix A. This is the detailed connection between fields
and particles, and between Lorentz and Poincaré representations, that we have pursued
beginning in Ch. 13 [199].

The field operator Ψ(μ) (x) on the left side of Eq. (15.41) transforms as a
finite-dimensional but non-unitary representation of the Lorentz group labeled
by Lorentz index μ. The quantities a(p, λ) and b†(p, λ) on the right side of
Eq. (15.41) are particle or antiparticle creation and annihilation operators that
transform as infinite-dimensional but unitary representations of the Poincaré
group.

These creation and annihilation operators will be labeled by momentum p, mass m, spin s
(massive particles) or helicity λ (massless particles), and quantum numbers describing any
internal degrees of freedom. The connection between the field and particle points of view
is provided by the plane-wave functions u(μ) (p, λ)eip ·x and v (μ) (p, λ)e−ip ·x , which serve
as expansion coefficients carrying both Lorentz (μ) and Poincaré (p and λ) indices.

15.7.5 Symmetry and the Wave Equation

For free particles the wave equation contains no information beyond that of representation
theory. However, the wave equation provides a natural way to introduce interactions
between fields and thus to explore dynamical processes that depend on the nature of
the interactions and are not specified by the static group representation theory of the
non-interacting states. Extension of symmetry considerations to include interactions must
consider symmetries that are dynamical: they have something to say about the Hamil-
tonian or Lagrangian of the interacting theory. Symmetries with dynamical implications
were introduced in Section 3.6, and will be addressed at length in Chs. 16, 18–20,
and 31–32.
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Background and Further Reading

The classic paper on unitary representations of the Poincaré group is Wigner [210].
Textbook discussions are given in Jones [125], Ryder [174], Sternberg [185], and Tung
[199]. The discussion of the relationship between Lorentz and Poincaré representations
has been strongly influenced by the presentation in Tung [199].

Problems

15.1 By applying two successive Poincaré transformations (15.1), show that the Poincaré
multiplication rule is given by Eq. (15.2). ***

15.2 Prove that the transformations of the Poincaré group factor into a product g(b,Λ) =
T (b)Λ of a translation T (b) and a Lorentz transformation Λ. Hint: Insert a pure
translation g(b′,Λ′) = g(b′, I) (where I is the unit matrix) and a pure Lorentz
transformation g(b,Λ) = g(0,Λ) into the Poincaré multiplication law (15.2).

15.3 (a) Show that in the Poincaré group the Lorentz transformation Λ of a translation
T (b) is a translation: ΛT (b)Λ−1 = T (Λb). (b) Use the results of part (a) to
demonstrate that translations in Minkowski space form an invariant subgroup of
the Poincaré group. Hint: Set g(b′,Λ′) = g(b′, I) (where I is the unit matrix) and
g(b,Λ) = g(0,Λ) in the Poincaré multiplication law (15.2), and use Eq. (15.4). ***

15.4 Prove that the infinitesimal rank-2 tensor εμν introduced in Eq. (15.7) is antisym-
metric in its indices, εμν = −ενμ, by requiring that Eq. (15.7) be consistent with
Eq. (13.24) to first order in εμν .

15.5 Prove the result in Eq. (15.9) that the Lμν defined in Eq. (15.8) are generators
of proper Lorentz transformations. Hint: Utilize ∂αxρ = ηαρ = δαρ and the
antisymmetry of εμν under exchange of indices. ***

15.6 Prove the result in Eq. (15.13) that the Pμ defined in Eq. (15.12) are generators of
translations. Hint: Remember that ∂αxρ = ηαρ = δ

α
ρ .

15.7 Verify [ P2, Pμ ] = 0 [Eq. (15.16)] and [ Pμ, Lρσ ] = i(ημρPσ−ημσPρ) [Eq. (15.14)].

15.8 Use Eq. (15.10) to prove that J1 = L23, J2 = L31, and J3 = L12.

15.9 Prove Eq. (15.28) for lightlike particles. Hint: Use Eq. (15.26) for the standard
vector and take note of the Minkowski metric, so pμ = ημνpν and Lμν = ημλLλσησν .
You also will need Eq. (15.27) and results of Problem 15.8. ***

15.10 (a) Verify the commutation relations in Eq. (15.29) for the components of the
Pauli–Lubanski pseudovector W μ in the case of massless particles. Hint: Use the
commutation relations in Eq. (13.20). (b) Show that the Lie algebra (15.29) is iso-
morphic to the algebra for the euclidean group E2 that was given in Section 12.4.4.
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15.11 Prove Eq. (15.30) for massless Poincaré particles.

15.12 Demonstrate that the identification of E2 as the little group for lightlike particles in
Section 15.5.2 is valid by showing explicitly that E2 is the minimal group that leaves
the standard lightlike momentum vector (15.26) invariant. Hint: Take for the little
group a set of E2 generators with the commutators [ L1, L2 ] = 0, [ L1, J3 ] = −iL2,
and [ L2, J3 ] = iL1, and note that for the standard vector 


p̄μ〉 = ω(1, 0, 0, 1),

P0



p̄μ〉 = ω 


p̄μ〉 P1




p̄μ〉 = 0 P2



p̄μ〉 = 0 P3




p̄μ〉 = ω 


p̄μ〉 .

Use this to show that the generators of E2 commute with all components of the
standard vector. ***



16 Gauge Invariance

In this chapter we introduce the symmetry of gauge invariance and its physical impli-
cations. Gauge symmetries occur in many different contexts but the best known concern
elementary particles described in terms of relativistic quantum field theories. Our primary
interest will be in the importance of symmetries, not in the detailed formalism of such
theories. However, appreciating the (profound) symmetry implications of gauge theories
requires understanding the basics of how quantum field theories are formulated and used
to construct physical descriptions. Therefore, we begin with a quick introduction to the
essential elements of such theories. Considerable foundation for this has already been
laid in the discussion of Lorentz and Poincaré covariant fields in Chs. 13–15, and the
presentation in this chapter will assume familiarity with the material in those chapters.

16.1 Relativistic Quantum Field Theory

By relativistic quantum field theory we mean a quantum theory that respects special
relativity (is Lorentz covariant), not general relativity, since gravity is negligible in
practical applications of quantum mechanics. Let us summarize, in broad overview, the
essential ingredients of Lorentz-covariant quantum field theories.

16.1.1 Quantization of Classical Fields

The standard approach to quantum field theory is to define fields that obey equations of
motion appropriate to the classical limit of the problem at hand, and then to quantize those
fields. Two methods are commonly used for field quantization.

1. Canonical quantization, where classical coordinates and momenta are converted into
quantum field operators by requiring particular commutation relations for boson fields
and anticommutation relations for fermion fields.

2. Path integral quantization, where quantum transition amplitudes are represented by an
infinite sum over paths, weighted by an exponentiated factor of the classical action for
each path (a functional integral).

We will not deal much with field quantization itself but will use the results of these methods
extensively. The classical action S is defined by

280
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S =
∫

d 4x L =

∫ t2

t1

L dt, (16.1)

where L =L (x) is the Lagrangian defined at a Minkowski spacetime point (the
Lagrangian density) and the total Lagrangian L is related to the Lagrangian density by

L =
∫

d 3x L . (16.2)

Formally, the action S is the central quantity for field quantization. In the canonical method,
S determines the equations of motion for the classical fields that are to be quantized through
a variational procedure. In the path integral method, each path in the functional integral is
weighted by a factor exp(iS). Therefore, the starting point for developing a quantum field
theory is to construct the appropriate Lagrangian density, which then leads to the action
through Eq. (16.1).

16.1.2 Symmetries of the Classical Action

Symmetry enters our discussion through constraints on the Lagrangian density and thus
on the action. At the most general level the Lagrangian density will be assumed local,
depending only on the fields and their first derivatives at each spacetime point, and the
action will be assumed real and Poincaré invariant, ensuring conservation of probability,
energy, and momentum. In addition to such spacetime restrictions, we may choose to
impose further constraints with respect to internal symmetries, such as gauge invariance.

16.1.3 Lagrangian Densities for Free Fields

In this section the Lagrangian densities appropriate to particular field theories that will be of
interest will be summarized. For our purposes these may be viewed simply as prescriptions
tailored to lead to the correct final results.

Example 16.1 The Lagrangian density given in Eq. (16.10) below for the Dirac field leads,
through the Euler–Lagrange equations of motion (which follow by requiring that the action
be an extremum under parameter variation), to the Dirac wave equation (15.36) as the
classical or “first-quantized” equation of motion for the field.1 See Section 15.7.2 for a
summary of the wave equations that will be relevant to our discussion.

The Lagrangian densities to be quoted will be appropriate for free (that is, non-interacting)
fields. Interesting physical theories involve interactions among fields and typically will
have Lagrangian densities that may be expressed as

1 “Classical” is used here in its usual sense in a second-quantization formalism: the classical wave equation is the
appropriate single-particle wave equation (Schrödinger, Dirac, Klein–Gordon, . . . ); the “second quantization”
of this equation then interprets the wave equation in terms of field operators that create and annihilate the quanta
of the field. As described in Appendix A, second quantization adds no new physics but the resulting formalism
makes it much easier to deal with the many-body problem in quantum mechanics.
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L = L0 +Lint, (16.3)

where L0 is the free-field Lagrangian density and Lint is an interaction term, with a form
depending on the physics of the problem. The complete solution of such a problem is
generally difficult. In some (certainly not all) cases of physical interest the problem can be
solved using perturbation theory.

1. The effect of the free-field Lagrangian density L0 is determined exactly or by some
reliable approximation, and

2. the influence of the interaction term Lint is incorporated as an expansion in powers of
an appropriate small quantity (perturbation series).

Terms of the perturbation series may be enumerated through Feynman diagrams
(Box 14.3), and systematic Feynman rules may be constructed that relate diagrams and
matrix elements. We shall skate lightly over details, referring the reader to more specialized
treatments of quantum field theory (for example, Refs. [41, 85, 174]). However, the
symmetries exhibited by both free and interacting fields and their physical implications
will be of great interest to us.

Real Scalar or Pseudoscalar Fields: A real spin-0 field φ(x) (of positive or negative
intrinsic parity; see Section 13.7) corresponds to a free Lagrangian density

L0 =
1
2

(∂μφ)(∂μφ) − 1
2

m2φ2 (real scalar field), (16.4)

where m may be interpreted as a mass,2 and the partial derivative operators are defined
in Eq. (13.8). Introducing the d’Alembertian operator � ≡ ∂μ∂μ, this Lagrangian density
leads, by the Euler–Lagrange equations (16.14), to the Klein–Gordon equation (15.35),

(� + m2) φ(x) = 0, (16.5)

for an uncharged scalar (JP = 0+) or pseudoscalar (JP = 0−) field.

Complex Scalar or Pseudoscalar Fields: A complex scalar (or pseudoscalar) field φ(x)
may be expressed in terms of two real scalar fields φ1(x) and φ2(x) having the same mass
(m1 = m2 ≡ m),

φ =
1
√

2

(
φ1 + iφ2

)
φ† =

1
√

2

(
φ1 − iφ2

)
, (16.6)

where the corresponding free Lagrangian density is

L0 = (∂μφ)†(∂μφ) − m2φ†φ (complex scalar field). (16.7)

Separate variations of φ and φ† then lead to two independent Klein–Gordon equations,

(� + m2)φ(x) = 0 (� + m2)φ†(x) = 0. (16.8)

Charged scalar or pseudoscalar particles are associated with complex scalar fields.

2 In a Lagrangian density mass terms for a field ψ will generally be of the quadratic form 1
2m

2
ψψ

2, where mψ is

the mass parameter, except for Dirac fields where they take the form −ψmψψ, with ψ defined in Eq. (16.9).
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Dirac Spinor Field: For a Dirac field ψ(x) and a conjugate (adjoint spinor) field ψ(x)
defined by

ψ(x) ≡ ψ†(x) γ0, (16.9)

where the matrix γ0 is defined through Eq. (14.27), the free-field Lagrangian density for a
Dirac spinor field may be written as

L0 = ψ(i∂
/ − m)ψ (Dirac spinor field), (16.10)

where m is the mass and we introduce Feynman slash notation: a slash through a quantity
indicates that it is a 4-vector contracted completely with the γ-matrices (14.27), ∂

/ ≡ γμ∂μ.
The Lagrangian density (16.10) then yields the Dirac equation (15.36),

(i∂
/ − m)ψ = 0, (16.11)

as the equation of motion for a spinor field appropriate for describing fermions.

Massless Vector Field: In terms of the rank-2 electromagnetic field tensor Fμν = ∂μAν −
∂νAμ introduced in Eq. (14.14) through the 4-vector potential Aμ defined in Eq. (14.9), the
free-field Lagrangian density appropriate for the massless vector (photon) field is

L0 = −
1
4

FμνFμν (massless vector field). (16.12)

This Lagrangian density describes massless vector particles like the photon.

Massive Vector Field: For a vector field of finite mass m, the appropriate free-field
Lagrangian density is obtained from Eq. (16.12) by adding a Lorentz-invariant mass term,

L0 = −
1
4

FμνFμν +
1
2

m2 AμAμ (massive vector field). (16.13)

This implies an equation of motion (� + m2)Aμ = 0 for a massive vector field.

16.1.4 Euler–Lagrange Field Equations

For a scalar field φ the Lagrangian density L satisfies the Euler–Lagrange equation,

∂μ
∂L

∂(∂μφ)
− ∂L
∂φ
= 0, (16.14)

which follows from the requirement of Hamilton’s principle that the classical action be an
extremum under variation of the classical path with fixed endpoints (see Problem 16.8).
Lagrangian densities for other fields obey similar Euler–Lagrange equations with the
appropriate field substituted for φ. Solution of (16.14) provides a systematic way to
determine the equation of motion obeyed by a field described by some Lagrangian
density L .
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16.2 Conserved Currents and Charges

Observables in quantum field theory are often formulated in terms of currents that
generalize electrical current, and charges (defined as integrals of such currents) that
generalize electrical charge. Many symmetries associated with field theories may be
expressed concisely through conservation of such currents and charges.

16.2.1 Noether’s Theorem

The conservation laws for field theories that are formulated in terms of Lagrangian
densities are often expressed in terms of Noether’s theorem.

Noether’s Theorem: For every continuous symmetry of a field theory
Lagrangian there is a corresponding conserved quantity.

These conserved quantities may involve spacetime or internal symmetries and are termed
Noether charges or more generally Noether tensors. Problem 16.3 illustrates by deriving
conservation of 4-momentum from invariance of a field under spacetime translations.

Conserved Isospin Current: As an example of Noether’s theorem for an internal rather
than spacetime symmetry, let us consider conservation of isospin for neutrons and protons
[166]. Define the neutron–proton isospinor by

ψ =

(
p
n

)
, (16.15)

where p and n denote Dirac spinor wavefunctions for the proton and neutron, respectively.3

Because of the assumed isospin symmetry, the neutron and proton have the same mass and
the Lagrangian density for non-interacting fields is a generalization of (16.10):

L0 = p̄(i∂
/ − m)p + n̄(i∂

/ − m)n = ψ(i∂
/ − m)ψ. (16.16)

Isospin rotations are generated by transformations like

ψ(x) → e
i
2 τ ·αψ(x) = e

i
2 τ

aαaψ(x), (16.17)

which is in infinitesimal form

ψ(x) � ψ(x) +
i
2
τaαaψ(x) ≡ ψ + δψ, (16.18)

3 The isospin symmetry in this example is phenomenological rather than fundamental, but it is useful as a simple
illustration. Do not confuse the two-dimensional isospinor space with the Dirac spinor space. Each of the two
isospin components of ψ in Eq. (16.15) is a four-component Dirac spinor.
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where τa are Pauli matrices and the parameters αa are assumed constant, independent of
the spacetime coordinates. The corresponding symmetry is termed global isospin invari-
ance. As shown in Problem 16.14, invariance under (16.18) implies an isospin current

Ja
μ =

1
2
ψγμτaψ (16.19)

that is conserved because it has vanishing 4-divergence, ∂μ Ja
μ = 0 (see Section 16.2.2).

General Internal Currents: For an internal symmetry described by a set of matrix
generators Ta and a Lagrangian density L , the conserved Noether currents are

Ja
μ = −i

∂L

∂(∂μφi)
Ta
ij φ j , (16.20)

where μ is a Lorentz index, a labels an internal-symmetry generator, i and j are matrix
indices, and the fields φ are transformed by the matrices Ta. In Eq. (16.19), Ta = 1

2τ
a.

16.2.2 Conserved Charges

Given a 4-current Jμ = (J0, J1, J2, J3), an associated charge Q(t) may be defined by

Q(t) ≡
∫

d 3x J0(x). (16.21)

For example, the electromagnetic 4-current j = (ρ, j) implies an electrical charge

Qe =

∫
d 3x ρ(x) =

∫
d 3x j0. (16.22)

The charge operator satisfies the Heisenberg equation of motion for quantum operators,

Q̇ ≡ dQ(t)
dt

= i [ H , Q(t) ], (16.23)

where H is the Hamiltonian. As shown in Problem 16.13, if Jμ has vanishing 4-divergence,

∂μ Jμ ≡ ∂0 J0 + ∇ · J = ∂0 J0 + ∂k Jk = 0, (16.24)

then [ H , Q ] = 0 and Q is a constant of motion.

Conserved Charges: If a 4-current Jμ (x) satisfies ∂μ Jμ = 0, the charge Q
defined by the spatial integral of J0(x) is conserved.

This establishes a formal link between conserved Noether currents in a Lagrangian
formulation (signified by vanishing 4-divergence of the current) and conserved charges
as constants of motion in a Hamiltonian formulation (signified by the charge commuting
with the Hamiltonian).

Example 16.2 The electromagnetic 4-current jμ = (ρ, j) has ∂μ jμ = 0, implying that the
electrical charge Qe of Eq. (16.22) is conserved.
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Example 16.2 is likely well known to readers. However, the preceding derivation implies
that any charge defined formally through Eq. (16.21) is conserved (is a constant of motion)
if the 4-divergence of the associated current Jμ vanishes.

16.2.3 Symmetries for Interacting Fields

In a quantized, interacting field theory the conserved currents and charges depend on the
symmetries of both the free-field Lagrangian density L0 and the interaction density Lint

appearing in Eq. (16.3). For example, consider the Lagrangian density for two real scalar
fields, φ1 and φ2, of equivalent mass m and interacting through

Lint =
1
4
λ(φ2

1 + φ
2
2)2, (16.25)

where λ is a coupling constant. From Eqs. (16.3) and (16.4), the Lagrangian density is then

L = L0 +Lint =
1
2

(∂μφ1)(∂μφ1) +
1
2

(∂μφ2)(∂μφ2) − 1
2

m2(φ2
1 + φ

2
2). (16.26)

Expressing the two scalar fields in terms of a column vector,

φ ≡
(
φ1

φ2

)
, (16.27)

it may be verified (Problem 16.5) that the Lagrangian density (16.26) is invariant under
SO(2) rotations, with a generator L and a conserved Noether current Jμ given by

L ≡
(

0 i
−i 0

)
Jμ = −i

∂L

∂(∂μφi)
Li jφ j = (∂μφ1)φ2 − (∂μφ2)φ1. (16.28)

Alternatively, the two real fields may be expressed as a complex scalar field φ(x) with

φ =
1
√

2
(φ1 + iφ2) φ† =

1
√

2
(φ1 − iφ2). (16.29)

The corresponding Lagrangian density is

L = (∂μφ)†(∂μφ) − m2(φ†φ) − λ(φ†φ)2, (16.30)

which is invariant under U(1) phase rotations φ → eiαφ and φ† → φ†e−iα. The conserved
Noether current associated with the U(1) invariance is (Problem 16.6)

Jμ = −i
∂L

∂(∂μφ)
(1)φ − i

∂L

∂(∂μφ†)
(−1)φ† = i

[
(∂μφ)φ† − (∂μφ

†)φ
]

, (16.31)

which is equivalent to the current in Eq. (16.28).4

4 This alternative description of the invariance as an SO(2) symmetry for two real scalar fields, or a U(1)
symmetry for a complex scalar field, parallels the discussion in Section 6.2.2.
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16.2.4 Partially Conserved Currents

In the example just discussed the full Lagrangian density (free-field plus interaction
terms) was invariant under SO(2) or U(1) transformations. If either L0 or Lint breaks
the symmetry the corresponding currents and charges will not be conserved. However, in
many instances the Lagrangian density may be written in a form where the major portion
respects a symmetry and a small portion that may be treated as a perturbation does not.
Typically, L0 might be invariant and Lint might break the symmetry weakly. In such cases
it may be useful to associate a partially conserved current or charge with the system. If
∂μ jμ = ε � 0, we obtain [ H , Q ] � O (ε) for the associated charge Q, implying that it is an
approximate constant of motion. For example, our modern theory of the weak interactions
owes much to attempts to understand partially conserved weak interaction currents (in
particular, the partially conserved axial vector current introduced in Section 33.1.2).

16.3 Gauge Invariance in Quantum Mechanics

Gauge invariance and its implications for the classical electromagnetic field and the
Maxwell equations were introduced in Section 14.1. Let us now extend that discussion and
consider gauge invariance for quantum mechanics in the presence of an electromagnetic
field [7]. We note first that a particle of charge q moving with 3-velocity v in an
electromagnetic field experiences a Lorentz force

F = q(E + v × B), (16.32)

if the classical Hamiltonian function is

H =
1

2m
(p − qA)2 + qφ, (16.33)

where E is the electric field, B is the magnetic field, p is the 3-momentum, A is the 3-vector
potential, and φ is the scalar potential. Quantizing this Hamiltonian gives[

1
2m

(−i∇ − qA)2 + qφ

]
ψ(x, t) = i

∂ψ(x, t)

∂t
, (16.34)

for the Schrödinger equation. Comparison with the free-particle Schrödinger equation

− 1
2m
∇2ψ(x, t) = i

∂ψ(x, t)

∂t

suggests that a Schrödinger equation accounting for the effect of an electromagnetic field
on a particle of charge q can be constructed from the free-particle Schrödinger equation
through the operator substitutions

∇→ D ≡ ∇ − iqA
∂

∂t
→ D0 ≡ ∂

∂t
+ iqφ. (16.35)

This can be expressed in covariant notation as

∂μ → Dμ ≡ ∂μ + iqAμ, (16.36)
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in terms of the 4-vectors Aμ = (φ, A) and Dμ = (D0, D). The replacement (16.36)
is termed minimal substitution and the modified derivative Dμ is termed the covariant
derivative. Covariant derivatives are central to the understanding of gauge invariance.5

The Schrödinger equation in this notation is
1

2m
(−iD)2ψ(x, t) = iD0ψ(x, t). (16.37)

It is not difficult to show (for example, see Ref. [7]) that the Schrödinger equation with the
minimal substitution is invariant under a local gauge transformation

A→ A + ∇χ(x, t) φ → φ − ∂
∂t
χ(x, t), (16.38)

provided that the wavefunction is simultaneously transformed as

ψ(x, t) → eiqχ(x,t)ψ(x, t), (16.39)

where we note explicitly that this is a local transformation (it can vary from point to point)
because the scalar χ(x, t) is a function of the spacetime coordinates. Similar arguments
may be applied to Lorentz-covariant wave equations, as illustrated in Example 16.3.

Example 16.3 Minimal substitution in the Klein–Gordon equation (15.35) and in the Dirac
equation (15.36) give

(DμDμ + m2)ψ(x) = 0 (iγμDμ − m)ψ(x) = 0,

respectively, and both equations are invariant under a transformation

Aμ → Aμ − ∂μχ(x) ψ → eiqχ(x)ψ. (16.40)

These are again local transformations because χ(x) is a function of the coordinates.

Such considerations imply a simple gauge-invariant prescription for including an electro-
magnetic field in quantum mechanics.

Minimal Substitution: In a free-particle wave equation, replace all derivatives
with covariant derivatives ∂μ → Dμ ≡ ∂μ + iqAμ. The resulting wave equation
will be invariant under a local gauge transformation Aμ → Aμ − ∂μχ(x) and
ψ → eiqχ(x)ψ, where q is charge, Aμ is the 4-vector potential, and χ(x) is a
local scalar field.

This is called the minimal substitution because it, and not a more complicated coupling
prescription, appears to be adequate for implementing gauge-invariant coupling of charged
particles to the electromagnetic field.

5 A mathematically analogous covariant derivative is important for general relativity. There covariant derivatives
ensure that spacetime tensors remain tensors under differentiation, and define a prescription for parallel
transport of tensors in possibly curved spacetime. This relationship is discussed more extensively in Ch. 26.
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16.4 Gauge Invariance and the Photon Mass

The Lagrangian density for a massless vector field is given by Eq. (16.12). Since FμνFμν
is gauge invariant, the massless vector field (photon field) is gauge invariant. A massive
vector field has a Lagrangian density given by Eq. (16.13). The first term for (16.13) is
gauge invariant but the second (mass) term is not, since under the gauge transformation
Aμ → Aμ − ∂μχ,

AμAμ → (Aμ − ∂μχ)(Aμ − ∂μχ) � AμAμ.

Therefore, we reach a conclusion that will have far-reaching implications for gauge
symmetry and its influence on modern physics.

Gauge invariance of the electromagnetic field is tied directly both to charge
conservation and to masslessness of the vector boson (the photon) that mediates
the electromagnetic interaction. If the photon had a finite mass the corresponding
vector field would not be gauge invariant.

That local gauge symmetry implies massless gauge bosons will be crucial in our discussion
of non-abelian gauge theories in Section 16.6 and the Standard Model in Ch. 19.

16.5 Quantum Electrodynamics

The Lorentz-invariant equation of motion for a free charged-fermion field is the Dirac
equation, which follows by the Euler–Lagrange equation (16.14) from Eq. (16.10).

16.5.1 Global U(1) Gauge Invariance

Equation (16.10) is invariant under a global U(1) phase transformation (Problem 16.4)
ψ(x) → eiαψ(x) and ψ(x) → ψ(x)e−iα, where α is independent of the spacetime coor-
dinates x. Then the Dirac current, jμ (x) = ψ(x)γμψ(x), is conserved, ∂μ jμ = 0, and the
electrical charge,

Q =
∫

d 3x j0(x) =
∫

d 3x ψ†(x)ψ(x), (16.41)

is also conserved, [ H , Q ] = 0: global U(1) symmetry implies global charge conservation.

16.5.2 Local U(1) Gauge Invariance

The free Dirac Lagrangian density is not invariant under local U(1) transformations

ψ(x) → eiα(x)ψ(x) ψ(x) → ψ(x)e−iα(x) (16.42)
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because of the derivative terms in Eq. (16.10). It can be made locally gauge invariant, but
only if an additional field is introduced giving terms that cancel the non-invariant terms
arising from the derivatives of Eq. (16.10) acting on Eq. (16.42). In fact, we have already
seen how to convert the global gauge invariance of the Dirac equation to a local gauge
invariance: replace all derivatives with covariant derivatives according to the minimal
substitution (16.36). Then ∂μ → ∂μ + iqAμ ≡ Dμ, where q is the particle charge and
Aμ is the 4-vector potential. Under this substitution the Dirac Lagrangian density becomes

L (x) = iψ(x)γμ[∂μ + iqAμ (x)]ψ(x) − mψ(x)ψ(x)

= ψ(x)(iD
/ − m)ψ(x), (16.43)

which is invariant under the local gauge transformation

ψ(x) → eiα(x)ψ(x) ψ(x) → ψ(x)e−iα(x) Aμ (x) → Aμ (x) − 1
q
∂μα(x),

where α(x) is related to χ(x) appearing in Eq. (16.40) through α(x) ≡ qχ(x). Comparing
Eq. (16.43) with the free Lagrangian density (16.10) and with Eq. (16.3),

Lint = −qψ(x)γμAμ (x)ψ(x) ≡ −qψA
/
ψ (16.44)

may be identified as the interaction of the fermion and photon fields: upon quantization,
Aμ will create and annihilate photons while ψ and ψ will create and annihilate fermions.

16.5.3 Gauging the U(1) Symmetry

The preceding construction of the locally gauge-invariant Lagrangian density associated
with the quantum electrodynamics of charged fermions suggests three important principles.

1. Imposing local gauge invariance requires introducing massless vector fields through
the vector potential Aμ that are termed gauge bosons. Photons are the gauge bosons
associated with local gauge invariance for charged particle fields. The symmetry in this
case is an abelian U(1) invariance and the photon is termed an abelian gauge boson.

2. Local gauge invariance has a non-trivial dynamical content. As was seen in Eq. (16.44),
• imposing local gauge invariance specifies the form of the interaction, and
• requires that the interaction strength be proportional to the electrical charge.

3. Global gauge invariance implies a global (integral over all space) conservation law.
Local gauge invariance is more restrictive, requiring that charges be conserved locally.
Destroying charge at a point while creating an equivalent charge at another point is
permitted by a global conservation law, but not by a local one.

Extending a global symmetry to a local one is termed gauging the symmetry. Generally,
this procedure is useful only if the global symmetry is exact, ultimately because renor-
malizability of the corresponding theories (Box 16.1) can be ensured only if the symmetry
before gauging is exact. Global charge conservation is thought to be an exact symmetry
and gauging it leads to quantum electrodynamics, which is renormalizable. On the other
hand, we do not expect gauging a global symmetry like flavor SU(3) to be useful because
it is only an approximate symmetry.
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Box 16.1 Renormalizability of Quantum Field Theories

Relativistic quantum field theories typically involve integrals that can diverge, leading to (unacceptable)
infinite values for matrix elements. A systematic and highly technical process called renormalization has been
developed to remove these infinities from matrix elements corresponding to observables. It is believed that
valid quantum field theories must be renormalizable (to all orders in a perturbation series for the interactions)
by such a procedure. We shall mostly eschew these technical issues, except that it will be assumed (explicitly
or implicitly) that valid symmetries for quantum fields must be consistent with renormalizability of those
theories.

16.6 Yang–Mills Fields

We have seen that extension of global charge symmetry for the Dirac equation to a local
symmetry through minimal substitution leads to quantum electrodynamics (QED). The
local gauge symmetry for QED involves U(1) gauge rotations that commute, so it is
abelian. Yang and Mills [226] extended the idea of local gauge invariance to allow for
non-abelian gauge groups. Initially it was far from clear whether such theories had any
physical application, but non-abelian gauge symmetry is now viewed as the cornerstone of
elementary particle physics and non-abelian gauge fields are commonly termed Yang–Mills
fields.

16.6.1 Non-Abelian Gauge Invariance

Let us describe how to construct fields with non-abelian local gauge symmetry by
generalizing the procedure employed for abelian gauge invariance [85]. We begin by
assuming a set of N non-abelian group generators Ti obeying a Lie algebra

[ Tj , Tk ] = i f jklTl (16.45)

that operate on a set of n fields

Ψ =

��������

Ψ1

Ψ2
...
Ψn

��������
transforming as

Ψ(x) → Ψ′(x) = e−iτiθi (x)Ψ(x) ≡ U (θ)Ψ(x), (16.46)

where the N operators τ j are n × n matrix representations of the generators and the N
parameters θj (x) depend on the spacetime coordinates. From Eq. (16.46),

∂μΨ(x) → U (θ)∂μΨ(x) +
(
∂μU (θ)

)
Ψ(x), (16.47)
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for the transformation of the field gradients. As for the abelian case, it is the derivatives
that will cause problems in attempting to impose local gauge invariance.

16.6.2 Covariant Derivatives

Using the earlier abelian example as guidance, we surmise that the unwanted derivative
terms arising from a local gauge transformation may be canceled by new vector fields
entering through a generalized form of the gauge-covariant derivative. Introduce one new
vector field Aj

μ (x) for each of the N group generators and define [compare Eq. (16.36)]

DμΨ(x) ≡
(
∂μ + igAμ (x)

)
Ψ(x), (16.48)

where g is a gauge coupling constant and

Aμ (x) ≡
(
A1
μ (x), A2

μ (x), . . . , AN
μ (x)

)
,

Aμ (x) ≡ τ · Aμ (x) = τi A
i
μ (x) τ ≡ (τ1, τ2, . . . , τN ).

(16.49)

The following example illustrates.

Example 16.4 Consider an SU(2) Yang–Mills field. The generators are τi = 1
2σi , where the

σi are defined in Eq. (3.11). Then

ASU(2)
μ =

1
2
σi A

i
μ =

1
2
(
σ1 A1

μ + σ2 A2
μ + σ3 A3

μ

)
=

1
2

�� 0 A1
μ

A1
μ 0

�� + 1
2

�� 0 −iA2
μ

iA2
μ 0

�� + 1
2

��A3
μ 0

0 −A3
μ

��
=

1
2

�� A3
μ A1

μ − iA2
μ

A1
μ + iA2

μ −A3
μ

�� ,

for an SU(2) non-abelian gauge field in the basis (3.11).

Local gauge invariance requires that the covariant derivative Dμ transform as

DμΨ(x) → D′μΨ
′(x) = U (θ)DμΨ(x), (16.50)

where Dμ carries a Lorentz index μ but also is an n×n matrix operating on the n-component
internal field Ψ(x) (often termed the charge space). Some algebra applied to Eqs. (16.46),
(16.50), and (16.48) shows that the matrix vector potential Aμ (x) must transform as

A′μ = U AμU−1 +
i
g

(∂μU)U−1 = U AμU−1 − i
g

U∂μU−1, (16.51)

to ensure local gauge invariance. For an infinitesimal transformation, U � 1 − τkθk , and
further algebra on Eq. (16.51) indicates that individual vector fields Aj

μ must transform as

A′jμ (x) = Aj
μ (x) +

1
g
∂μθ

j (x) + f jklθ
k Al

μ (x), (16.52)
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as shown in Problem 16.12. Comparing this expression with Eq. (16.40) for an abelian
gauge field indicates that the third term is new. The dependence on the structure
constant f jkl is clear evidence of its non-abelian origin. The rank-2 field tensor Fμν of
electromagnetism is replaced in a non-abelian theory by a generalized rank-2 field tensor

Fμν ≡ F j
μντ j = ∂μAν − ∂νAμ + ig[ Aμ, Aν ],

F j
μν = ∂μAj

ν − ∂νAj
μ − g f jkl A

k
μAl

ν .
(16.53)

In an abelian theory the field tensor Fμν is gauge invariant so FμνFμν appearing in the
Lagrangian density (16.12) is gauge invariant. In a non-abelian theory, Fμν is not gauge
invariant, transforming instead as the adjoint representation of the gauge group; however,
the contraction Fμν ·Fμν = F j

μνF
μν
j is gauge invariant. Just as for an abelian gauge theory,

no mass terms are permitted for the fields Aj
μ. They would be proportional to Aμ · Aμ,

which breaks gauge invariance [see Eq. (16.13) and Section 16.4].

16.6.3 Non-Abelian Generalization of QED

We conclude that introducing non-abelian vector fields to convert a global gauge invariance
to a local one leads to a non-abelian generalization of QED in which N gauge bosons
(one for each gauge-group generator) mediate interactions among particles carrying a non-
abelian “charge” that generalizes electrical charge. A schematic form for a Lagrangian
density that couples Yang–Mills fields to matter fields through a local gauge interaction is

L = −1
4
Fμν · Fμν +Lm +Lint

(
Ψ j , DμΨ

j ) . (16.54)

The factor of 1
4 is conventional and the field tensors are given by

Fμν · Fμν = F j
μνF

μν
j = 2Tr FμνFμν Fμν ≡

(
F1
μν , F2

μν , . . . , FN
μν
)
, (16.55)

where we have assumed the non-abelian gauge group to be compact and have chosen
to normalize its generators in accord with Eq. (8.5). The term Lm is the locally gauge-
invariant Lagrangian density of the free matter fields and the term Lint is the locally gauge-
invariant coupling between the non-abelian vector fields and the matter fields.

Just as for QED, the form of the coupling is determined completely by local
gauge invariance through the minimal substitution. The coupling term in Eq.
(16.54) is a function of the covariant derivatives Dμ and the matter fields Ψ j .

Unlike for QED, the non-abelian algebra implies a universal gauge coupling strength.

16.6.4 Properties of Non-Abelian Gauge Fields

From Eqs. (16.45)–(16.55), we may deduce the following general properties of non-abelian
fields with local gauge symmetry (Yang–Mills fields).



294 16 Gauge Invariance

Gauge boson propagator
3-point gauge 

boson vertex

4-point gauge 
boson vertex

Fig. 16.1 Feynman diagrams (see Box 14.3) for a gauge boson propagator and self-interactions of gauge bosons for a pure
non-abelian gauge theory without matter. Coils for the gauge propagators denote explicitly that these are
non-abelian gauge bosons.

(1) Physical applications of gauge groups require that the non-abelian symmetry before
gauging be exact. Therefore, we expect conserved currents and charges associated with the
non-abelian symmetry that generalize the conserved electrical current and charge in QED.
(2) As for QED, the local gauge symmetry prescribes the form of the interaction Lint

between the gauge fields and matter fields that carry the generalized gauge charge.
(3) Even without matter fields the Lagrangian density contains self-coupling of the gauge
fields through the first term of Eq. (16.54). Substitution of Eqs. (16.53) into Eq. (16.54)
gives terms that are trilinear and quadrilinear in the gauge fields, implying Feynman
diagrams of the form shown in Fig. 16.1 for a pure Yang–Mills field.
(4) Self-coupling of Yang–Mills gauge bosons means that non-abelian gauge fields are
intrinsically nonlinear: Yang–Mills gauge bosons carry the charge of the Yang–Mills field.
Conversely, photons do not carry the U(1) gauge charge and QED is linear.6

(5) The number of gauge bosons is equal to the number of group generators, so non-abelian
gauge fields transform as the adjoint representation of the gauge group (see Section 3.2.2).
(6) If the gauge group is not a direct product of simple groups (see Section 2.15), there
is only one gauge coupling constant g. Thus, non-abelian gauge fields interact with
themselves and with matter fields in a manner prescribed by symmetry and gauge couplings
have a universal strength set by g. This differs from theories without local gauge symmetry
where the coupling strength is not constrained by symmetry, and from QED where abelian
local gauge invariance requires that photon coupling to matter be proportional to the
electrical charge but different particles (for example, electrons and positrons) can have
different charges that are not related by the abelian gauge symmetry.

Example 16.5 For the SU(3) color symmetry QCD described in Section 19.2 a single
strength dictates the coupling of the eight gauge bosons (gluons) among themselves and to
all matter fields undergoing strong interactions.

6 Non-linearities can occur in electromagnetism because of higher-order interactions between photons and matter
fields. However, there are no photon–photon coupling terms in QED analogous to those in Fig. 16.1.
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(7) If the gauge group G factors into k direct products, G = G1 × G2 × · · · × Gk , there
are k independent gauge coupling constants. These can be related to each other through
symmetry only if the gauge group can be embedded in a larger group that does not factor.

Example 16.6 The gauge group of the Standard Electroweak Model described in
Section 19.1 is SU(2) × U(1), implying two independent gauge coupling constants.
Their ratio can be specified empirically through the Weinberg angle of Eq. (19.25), or
if SU(2) × U(1) is embedded in a larger group the commutators of the larger group can
fix the relationship of the two coupling constants in the subgroup symmetry. In the grand
unified theories introduced in Ch. 34, the SU(2) × U(1) gauge group can be embedded in
a larger gauge group, which may then determine by symmetry the relationship of the two
SU(2) × U(1) gauge coupling constants.

(8) We will not prove it, but because of the local gauge invariance Yang–Mills fields are
perturbatively renormalizable. (However, see the discussion of anomalies in Box 34.1.)

(9) Abelian and non-abelian local gauge fields have elegant geometrical interpretations in
terms of parallel transport of vectors. This formulation has much in common mathemati-
cally with general relativity, and is discussed further in Ch. 26.

(10) Yang–Mills fields, just as for abelian gauge fields, must be identically massless
because normal mass terms would spoil the gauge invariance and endanger renormaliz-
ability.

This last point would appear to relegate Yang–Mills theories to the realm of mathematical
curiosities because few actual particles are massless. However, we shall find that this
conclusion is premature when the Higgs mechanism is discussed in Chs. 17 and 18.

Background and Further Reading

An introduction to gauge fields for non-specialists is given in Ref. [85]. Introductions
assuming some background in elementary particle physics include Aitchison and Hey [7],
Cheng and Li [41], Halzen and Martin [103], Quigg [166], Ryder [174], and Zee [227].

Problems

16.1 The Euler–Lagrange equation (16.14) is used in a field theory context in this
chapter, but it is applicable to a broad range of problems. Show that inserting a
Lagrangian L(x, ẋ) = 1

2 ṁ2 − V (x) in Eq. (16.14) leads to Newton’s second law of
motion.

16.2 Show that for the Lagrangian density (16.7) of a complex scalar field, the field
equation (16.14) reduces to the two Klein–Gordon equations given by Eq. (16.8).
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16.3 Poincaré invariance requires that the action of a scalar field be unchanged under an
infinitesimal spacetime translation xμ → x ′μ = xμ + aμ. Show that this requirement
implies the conservation law

∂μΘ
μν = 0 Θμν ≡ ∂L

∂(∂μφ)
∂νφ − ημνL ,

where Θμν is a conserved Noether tensor, ημν is the metric tensor, and L is the
Lagrangian density for the scalar field. Show that the components Θ00 and Θ0k with
k = 1, 2, 3 may be interpreted as the energy and momentum densities, respectively,
and that generally ∂μΘμν = 0 is a statement of 4-momentum conservation. ***

16.4 Show that Eq. (16.10) is invariant under global U(1) rotations ψ(x) → eiαψ(x),
where α is assumed to be independent of the spacetime coordinate x. Find the
corresponding conserved current. Hint: See Eq. (16.20). ***

16.5 Verify that the Lagrangian density Eq. (16.26) is invariant under SO(2) rotations.
Show that the SO(2) generator L and the conserved Noether current Jμ associated
with this symmetry are given by Eq. (16.28). ***

16.6 Show that the Lagrangian density (16.30) is invariant under U(1) phase rotations,
find the corresponding conserved Noether current, and show that the conserved
current is equivalent to that of Eq. (16.28). ***

16.7 The electromagnetic field tensor Fμν given in Eq. (14.14) is Lorentz covariant since
it is a rank-2 Lorentz tensor. Show that it is also invariant under the local gauge
transformation given by Eq. (16.40).

16.8 Consider spacetime paths between fixed endpoints A and B. For a Lagrangian
function L

(
xμ (σ), ẋμ (σ)

)
, where σ parameterizes the position on the path and

ẋμ ≡ dxμ/dσ, define an integral over a path

S =
∫ B

A

L
(
xμ (σ), ẋμ (σ)

)
dσ.

Show that for an arbitrary small variation in the path xμ (σ) → xμ (σ)+ δxμ (σ), the
corresponding variation in the value of the integral is

δS ≡
∫ B

A

δL dσ =

∫ B

A

(
∂L
∂ ẋμ (σ)

δ ẋμ (σ) +
∂L
∂xμ (σ)

δxμ (σ)

)
dσ.

Integrate this by parts and use that the variation vanishes at the endpoints (by
definition) to show that this leads to the Euler–Lagrange equations (16.14). Thus
show that the variational condition δS = 0 (Hamilton’s principle) is equivalent to
satisfaction of the Euler–Lagrange equations. ***

16.9 Construct the matrix generator Aμ (x) = τi Ai
μ (x) of Eq. (16.49) for an SU(3) Yang–

Mills field assuming the representation (8.2). Hint: See Example 16.4.
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16.10 Evaluate the commutator [ Dμ, Dν ], where Dμ is the covariant derivative defined
in Eq. (16.36). Show that for the U(1) electromagnetic field

(iq)−1[ Dμ, Dν ] = ∂μ∂ν − ∂ν∂μ = Fμν ,

where q is the gauge coupling strength (gauge charge), Aμ is the vector field, and
Fμν is the field strength tensor of Eq. (14.14). Conversely, show that for Yang–Mills
gauge fields this commutator suggests the form (16.53) for Fμν . Hint: Operate with
the commutator of the covariant derivatives on an arbitrary gauge field Ψ.

16.11 For an abelian gauge field the field strength tensor Fμν of Eq. (14.14) is gauge
invariant (see Problem 14.17). For a non-abelian gauge field the complete contrac-
tion Fμν · Fμν = Fi

μνF
μν
i appearing in the Lagrangian density is gauge invariant,

but Fi
μν is not. Show that instead Fi

μν transforms as the adjoint representation of the
gauge group (see Section 3.2.2). Hint: Evaluate U (θ)τlFl

μνU (θ)−1, where

U (θ) = exp(−iτ · θ) � 1 − iτkθ
k

implements the gauge transformation. Assume that the gauge generators obey the
commutator [ τi , τ j ] = i f i jkτk , where the f i jk are structure constants for the group,
and are normalized according to Tr (τi , τ j ) = 2δi j . See also Problem 16.12.

16.12 Prove that Eq. (16.52) follows from Eq. (16.51). Hint: Take Aμ (x) = τ j A
j
μ (x) and

U (θ) � 1 − iτkθ
k [ τi , τ j ] = i f i jkτk Tr (τi , τ j ) = 2δi j

for the gauge transformation and its generators τi . ***

16.13 Show that if Eq. (16.24) is true, the charge Q of Eq. (16.21) is conserved. Hint:
Use Eq. (16.23) and the divergence theorem, which says that for a 2D surface S
bounding a volume V , ∫

V

d 3x∇ · J =
∫
S

J · n ds,

where n is an outward normal to S and ds is a surface differential element. ***

16.14 Show, beginning from Eqs. (16.15)–(16.18) for a global isospin symmetry, that
there is a global Noether current

Ja
μ ≡ −

i
2
∂L0

∂(∂μψ)
τaψ =

1
2
ψγμτaψ,

which is conserved because ∂μ Ja
μ = 0. ***





PART II

BROKEN SYMMETRY





17 Spontaneous Symmetry Breaking

This is a book about symmetry, but it is at the same time a book about broken symmetry. In
modern usage, symmetry breaking takes on two distinct meanings: a broken symmetry may
be broken well and truly, or a broken symmetry may actually be conserved but may appear
to be broken unless one looks very deeply at relationships in the system. This latter case
should more properly be termed hidden rather than broken symmetry, but it is standard to
say that a hidden symmetry is broken spontaneously. This chapter introduces the concept
of spontaneous symmetry breaking. It builds on the introduction to relativistic quantum
fields given in Section 16.1 and assumes a basic familiarity with that material.

17.1 Modes of Symmetry Breaking

At least five modes of symmetry breaking (or symmetry hiding) may be identified in
modern physical theories. The following list gives an overview.

1. The Wigner mode or explicit symmetry breaking. This occurs through terms included in
the Lagrangian or Hamiltonian that violate a symmetry explicitly.

2. The Nambu–Goldstone mode or spontaneous symmetry breaking. In this mode the states
of the theory do not have the same symmetry as the Lagrangian or Hamiltonian, because
a global symmetry for them appears to be broken by the physical states of the system.

3. The Higgs mode. The Higgs mode is the Nambu–Goldstone mode, but with the proviso
that the symmetry broken spontaneously is a local gauge symmetry, not a global one.

4. Dynamical symmetry. As suggested in Section 3.6, a dynamical symmetry is actually
a particular pattern of symmetry breaking that occurs when the Hamiltonian or
Lagrangian can be written as a polynomial in the invariants of a subgroup chain.

5. Anomalous symmetry breaking. Local gauge symmetries respected by classical fields
are sometimes broken by the act of quantizing the fields. This is termed an anomaly.

In this chapter we discuss the first two cases, the Higgs mode and dynamical symmetry will
be described in Chs. 18 and 20, respectively, and anomalies will be defined in Box 34.1.

17.2 Explicit Symmetry Breaking

Explicit symmetry breaking, which is often termed the Wigner mode of symmetry
realization, is illustrated in Fig. 17.1. It is characterized by breaking of the degeneracy
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Fig. 17.1 Wigner symmetry mode (explicit symmetry breaking).

in multiplet structure by explicit symmetry breaking terms in the Hamiltonian. The
prototype example is the breaking of rotational SU(2) symmetry by an explicit term in
the Hamiltonian corresponding to a magnetic field along a chosen axis (Zeeman effect).
Because the corresponding term favors one axis over the others, the rotational symmetry
exemplified by degenerate angular momentum multiplets is split by the field according to
the magnetic substate quantum number, and the amount of this splitting increases with the
strength of the symmetry breaking term (the magnetic field in this example).

In symmetry language the original states are symmetric under angular momentum
SU(2), with the states labeled by an angular momentum quantum number J. The states
are 2J + 1 degenerate, corresponding to the possible magnetic substates M for the
states J. Addition of a term to the Hamiltonian representing a uniform magnetic field along
the z-axis breaks the SU(2) symmetry (invariance under all rotations) down to a U(1)
symmetry (invariance only under rotations about a single axis). The irreps of SU(2) are
2J+1 degenerate but the irreps of U(1) are one-dimensional, so each SU(2) multiplet splits
into 2J + 1 states that each respond differently to increasing the strength of the magnetic
field, giving the characteristic pattern illustrated in Fig. 17.1.

17.3 The Vacuum and Hidden Symmetry

Of more interest in many applications are the possibilities of symmetry breaking in the
Nambu–Goldstone and Higgs modes. The essential difference among the Wigner, Nambu–
Goldstone, and Higgs modes of symmetry realization concerns the structure of the vacuum.
In quantum field theory states are built by operating on the vacuum state with particle
creation operators. Then the nature of the physical states depends on both the symmetry
of the Lagrangian or Hamiltonian and the symmetry of the vacuum, and these need not be
the same. Specifically, if the vacuum state is denoted by |0〉 the symmetry is implemented
as follows.
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1. The Wigner mode if the Lagrangian is invariant under a set of symmetry transformations
U and the vacuum |0〉 is also invariant: U |0〉 = |0〉.

2. The Nambu–Goldstone mode if the Lagrangian is invariant under a global symmetry
but the vacuum is not: U |0〉 � |0〉, where U implements a global symmetry.

3. The Higgs mode if the vacuum is not invariant and the symmetry of the Lagrangian is a
local gauge symmetry: U |0〉 � |0〉, where U implements a local symmetry.

As you are asked to demonstrate in Problem 17.1, the condition U |0〉 � |0〉 is equivalent to
a statement that at least one group generator fails to give zero when applied to the vacuum
state (it “fails to annihilate the vacuum”). Let us investigate the case of spontaneously
broken symmetry where the Lagrangian has a global symmetry but the vacuum state
does not.

17.4 Spontaneously Broken Discrete Symmetry

The idea of spontaneously broken symmetry can be introduced using a simple model
corresponding to the Lagrangian density

L =
1
2

(∂μφ)(∂μφ) − 1
2
μ2φ2 − 1

4
λφ4, (17.1)

where we require λ > 0, which ensures that the energy has a lower bound, and the
parameter μ2 will be discussed further below. This Lagrangian density is appropriate for
a real (uncharged) scalar field φ interacting through the φ4 term. Clearly the Lagrangian
density (17.1) is invariant under the discrete transformation φ → −φ. Let us consider the
particle spectrum expected for such a Lagrangian density. Two qualitatively different cases
may be distinguished, depending on the sign of the parameter μ2. Case (a), with μ2 > 0, is
illustrated in Fig. 17.2(a) and case (b), with μ2 < 0, is illustrated in Fig. 17.2(b).

17.4.1 Symmetry in the Wigner Mode

Case (a) corresponds to the Wigner symmetry mode. From Fig. 17.2(a), the vacuum
expectation value of the classical field is 〈φ〉0 ≡ 〈0| φ |0〉 = 0. In the absence of

(b)  �2 < 0 V(�)V(�)

–v +v

�

�

(a) 

 �2 > 0

Fig. 17.2 Effective potentials for Eq. (17.1): (a) symmetric, (b) symmetry broken spontaneously.
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interactions the particle spectrum associated with this Lagrangian density may be obtained
by expanding to second order in a Taylor series about the classical vacuum state φ = 0,
yielding1

L � 1
2

(∂μφ)(∂μφ) − 1
2
μ2φ2. (17.2)

Comparison with Eq. (16.4) suggests that (17.2) is the Lagrangian density of a free scalar
field of mass μ. For μ2 > 0, small quantized oscillations of the field around its classical
vacuum may be interpreted as particles of mass μ.

17.4.2 Spontaneously Broken Symmetry

Case (b) is rather different. If μ2 < 0 the effective potential shown in Fig. 17.2(b) now has
two degenerate minima (classical vacuum states) at

〈φ〉0 = ±
√
−μ2/λ ≡ ±v. (17.3)

Figure 17.2(b) is an example of spontaneously broken or hidden symmetry. To examine the
particle spectrum we must again expand to quadratic order. The origin cannot be chosen as
the point of expansion as in case (a) because it is unstable, nor can μ2 be interpreted as a
mass because it is negative. Instead, we must expand around the state of lowest energy (the
classical vacuum). But there are two degenerate classical vacuum states at φ = ±v. They
are equivalent because they are related by the symmetry φ → −φ, but one must be chosen
arbitrarily to proceed. Let us agree to choose the minimum at +v as the expansion point.

Now the Lagrangian (17.1) is invariant under reflection φ → −φ but the vacuum
state 〈φ〉0 = +v is not. The symmetry has been broken spontaneously by the
choice of vacuum state.

Furthermore, excited states built by expanding around this chosen vacuum will also
break the symmetry because their foundation (the classical vacuum) does so. To facilitate
expansion around the vacuum state φ = +v we may introduce

ξ(x) ≡ φ(x) − 〈φ〉0 = φ(x) − v. (17.4)

Now the vacuum state corresponds to 〈ξ〉 = 0 and Eq. (17.1) becomes

L =
1
2

(∂μξ)(∂μξ) − λv2ξ2 − λvξ3 − 1
4
λξ4, (17.5)

where constant terms have been ignored. This has no obvious reflection symmetry; it has
been hidden by the choice of vacuum state and the parameterization. For small oscillations
around the classical vacuum, quadratic expansion yields

L � 1
2

(∂μξ)(∂μξ) − λv2ξ2. (17.6)

1 Recall that constant coefficients of terms in a Lagrangian density that are quadratic in a field variable may be
interpreted as the mass or square of the mass for particles of that field; see examples in Section 16.1.3.
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This describes a free scalar field ξ of mass mξ =
(
2λv2)1/2

=
(− 2μ2)1/2, upon comparing

with Eq. (16.4) and using Eq. (17.3). The mass mξ is real and positive since μ2 is negative,
and differs from the mass found for case (a).

17.4.3 Summary of Spontaneously Broken Discrete Symmetry

The preceding example is simple, involving a discrete rather than continuous symmetry.
Nevertheless, it exhibits many characteristic features of a spontaneously broken symmetry.

1. For μ2 < 0, there is a non-zero expectation value of a classical field in the ground state.
2. For μ2 < 0, the classical vacuum is degenerate, with the choice of one of the degenerate

vacua as the ground state arbitrary since all vacuum states are related by symmetry.
3. The qualitative differences between cases (a) and (b) suggest fundamentally different

phases of the theory for positive μ2 relative to negative μ2, as is confirmed by different
masses for the free fields in the two cases. The transition from symmetric vacuum in case
(a) to degenerate vacuum in case (b) is a phase transition that occurs as a parameter (μ2

in this case) is varied continuously.
4. The chosen vacuum does not have the same symmetry as the original Lagrangian

density.
5. The original symmetry of the Lagrangian density is hidden by expansion around

the chosen broken symmetry vacuum. The symmetry is still there, because the two
degenerate vacua in Fig. 17.2(b) are related by the symmetry operation φ → −φ, but it
is not manifest in the Lagrangian density (17.5).

6. Once the theory develops degenerate vacua (μ2 < 0), the origin is no longer a minimum
but is rather an unstable maximum. Therefore, an infinitesimal fluctuation is sufficient
to drive the system away from the symmetric point (φ = 0) and into one of the broken
symmetry minima. That is the origin of the term “spontaneous symmetry breaking”;
even if it is initialized in the classical symmetric state, the system can break the
symmetry spontaneously in response to an infinitesimal fluctuation.

7. The mass of particles with and without spontaneous symmetry breaking [μ in the former
case and (−2μ2)1/2 in the latter case] can differ substantially. We say that the mass
(−2μ2)1/2 has been acquired spontaneously in case (b).

This discrete symmetry example exemplifies many properties of spontaneously broken
symmetry but some important features appear only when the symmetry that is broken is
continuous. Therefore, let us now consider breaking a continuous symmetry spontaneously.

17.5 Spontaneously Broken Continuous Symmetry

Consider a complex scalar field φ and a Lagrangian density2

L = (∂μφ)†(∂μφ) − μ2φ†φ − λ(φ†φ)2, (17.7)

2 Uncharged particles of zero spin are described by real scalar fields and charged particles of zero spin are
described by complex scalar fields in relativistic quantum field theory (see Section 16.1.3). Thus the Lagrangian
density (17.7) is appropriate for charged, spin-0 particles.
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Im φ 2
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Fig. 17.3 Potentials for the complex scalar field Lagrangian density (17.7). (a) Manifest symmetry for μ2 > 0, with
ρ ≡ φ†φ. (b) Spontaneously broken symmetry for μ2 < 0.

where we assume that λ > 0. This L is invariant under a global U(1) transformation

φ(x) → φ′(x) = eiθφ(x), (17.8)

with θ independent of x. We may identify a potential

V (ρ) = μ2ρ + λρ2 ρ ≡ φ†φ, (17.9)

and may distinguish two qualitatively different cases, depending on the sign of μ2.

17.5.1 Symmetric Classical Vacuum

For μ2 > 0 the classical potential is symmetric about a minimum at ρ = 0, as illustrated in
Fig. 17.3(a). This corresponds to implementation of the symmetry in Wigner mode and is
analogous to the case in Fig. 17.2(a). Particles correspond to quadratic oscillations of the
field about the symmetric minimum and μ2 determines the mass for the free field.

17.5.2 Hidden Continuous Symmetry

For the case μ2 < 0, the minima of the potential correspond to a circle of radius




φ


 = √−μ2/2λ ≡ v/
√

2 (17.10)

in the complex φ plane, as illustrated in Fig. 17.3(b). This is spontaneously broken
symmetry similar to the previous discrete symmetry example, but now there are infinitely
many degenerate classical ground states corresponding to different positions around the
ring of minima (17.10), with each classical vacuum state related to all others by the global
phase transformation (17.8). As before, a classical ground state must be chosen. Let us
select the minimum point lying on the real φ-axis as the classical vacuum, Re(φ) =
v/
√

2, and expand around it to investigate the particle spectrum. This expansion may be
parameterized in terms of
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χ

Fig. 17.4 Spontaneously broken global symmetry for a complex scalar field with Lagrangian density (17.12). The field ξ is
massive but the field χ corresponds to a massless Goldstone boson.

φ(x) =
1
√

2
[v + ξ(x) + iχ(x)] , (17.11)

which, when substituted into Eq. (17.7), gives

L =
1
2

(∂μξ)2 +
1
2

(∂μχ)2 − λv2ξ2 − λvξ(ξ2 + χ2) − 1
4
λ(ξ2 + χ2)2, (17.12)

where constant terms have been dropped. This Lagrangian density looks like that for two
fields, ξ and χ, plus some interaction terms. There is no term in L proportional to χ2 so
the χ field is massless, but the field ξ has a mass

mξ =
√

2λv2 =

√
−2μ2 (μ2 < 0), (17.13)

which was acquired spontaneously. The interpretation of these fields and their masses is
suggested in Fig. 17.4. The massive field ξ corresponds to “radial” oscillations in the
potential. Because of the curvature in the radial direction there is a restoring force against
the oscillations of the ξ field and it acquires an effective mass given by Eq. (17.13). On the
other hand, the χ mode corresponds to circular motion in the flat valley of the potential,
for which there is no restoring force and the corresponding field χ has vanishing mass.3

17.5.3 The Goldstone Theorem

The appearance of the massless scalar field χ as a consequence of the spontaneously broken
symmetry in Fig. 17.4 is not an isolated example. Systematic analysis of spontaneous
symmetry breaking for continuous global symmetries leads to a celebrated result called
the Goldstone theorem [26, 80, 81, 153, 154, 155].

3 Do not be confused by the abstract nature of Fig. 17.4, which is plotted in field space, not spacetime. The
complex scalar field φ(x) is a function of the spacetime coordinates x, but the potential V

(
φ†φ

)
in Fig. 17.4

is plotted in a 2D space with axes corresponding to the real and imaginary parts of the field φ(x).
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Goldstone Theorem: If a continuous global symmetry is broken spontaneously,
for each broken generator a massless Goldstone boson appears in the spectrum.

Goldstone Bosons: In the preceding example the broken continuous symmetry is a
global U(1) invariance under the transformation (17.8). Since U(1) has a single generator,
one massless Goldstone boson field appears that corresponds to motion induced by the
generator that was broken (circular motion in the valley of the potential in Fig. 17.4). The
Goldstone boson is said to carry the quantum numbers of the broken symmetry generator.
The symmetry breaking can involve more than one broken group generator and more than
one Goldstone boson. The following example illustrates for multiple scalar fields.

Example 17.1 The Lagrangian density for n real scalar fields interacting through a φ4

interaction is a generalization of Eq. (16.4),

L =
1
2

(∂αφi)(∂αφi) −
1
2
μ2φiφi −

1
4

(φiφi)
2, (17.14)

where α is a Lorentz index and i labels the scalar fields (summation on repeated indices
α and i) [1]. This L is invariant under SO(n) rotations. If the symmetry is broken
spontaneously by choosing μ2 < 0 in Eq. (17.14), generalization of Eq. (17.10) implies
an infinity of vacuum states satisfying φiφi = −μ2/λ ≡ v. The fields entering Eq. (17.14)
may be viewed as the components φi of a vector φ, with the SO(n) symmetry implying
that the Lagrangian density preserves the length of the vector but not its direction. This
is the generalization to a higher-dimensional space of the circle of minima found in Eq.
(17.11). In this notation the vacuum state may be chosen to be

〈φ〉0 ≡
��������

φ1

φ2
...
φn

��������vac

=

��������

0
0
...

−μ2/λ

��������
. (17.15)

All other possible vacuum states (an infinity of them) are related to this choice by
continuous SO(n) rotations because of the original symmetry of the Lagrangian density.

Counting Broken Generators: In the example of Fig. 17.4 the U(1) symmetry had no
continuous subgroups but for SO(n) in Example 17.1 the vacuum state remains invariant
under the subgroup SO(n − 1) that does not mix the nth field in the vector (17.15) with
the others. From Appendix D the group SO(n) has 1

2 n(n − 1) generators so the subgroup
SO(n − 1) has 1

2 (n − 1)(n − 2) generators and the number broken spontaneously is

Number of broken generators =
1
2

n(n − 1) − 1
2

(n − 1)(n − 2) = n − 1.

Carrying out an analysis generalizing the earlier U(1) example then indicates that only one
of the original n fields acquires a mass spontaneously and n − 1 massless scalar particles
(Goldstone bosons) are generated by the spontaneous breaking of n − 1 group generators
through the choice μ2 < 0 in Eq. (17.14).
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17.5.4 The Stability Subgroup

Consider spontaneous breaking of a continuous symmetry described by a group G. The
largest subgroup that leaves the vacuum invariant is termed the stability subgroup or the
little group, commonly denoted by H .

We say that G has been broken spontaneously down to H , and the num-
ber of Goldstone bosons that result is equal to the difference between the number
of generators for the full group G and that for the stability subgroup H .

Examples 17.2 and 17.3 illustrate the consequences of breaking spontaneously a full group
G to a stability subgroup H .

Example 17.2 As shown in Problem 17.3, a Lorentz scalar field with three components
φi (i = 1, 2, 3) and a Lagrangian density of the form (17.14) is invariant under SO(3)
rotations. The ground state after spontaneous symmetry breaking no longer has SO(3)
symmetry but it is still invariant under the SO(2) subgroup of rotations about a single axis.
The symmetry has been broken spontaneously from G = SO(3), with three generators, to
H = SO(2), with one generator, and the spectrum corresponds to 3− 1 = 2 massless scalar
fields and 3 − 2 = 1 massive scalar field.

Example 17.3 The fields corresponding to Example 17.2 may be constructed explicitly by
introducing a new field χ(x) through φ3(x) = χ(x) + v. After rewriting the Lagrangian
density (17.14) for i = 1, 2, 3 in terms of the fields φ1, φ2, and χ, we find upon comparing
with the Lagrangian density for free scalar fields that the spectrum consists of

1. a massive scalar χ, with mass mχ = (2λv2)1/2 and
2. two Goldstone bosons with mφ1 = mφ2 = 0.

The interpretation of these fields corresponds to a higher-dimensional generalization of
Fig. 17.4. The massive field corresponds to “radial” oscillations with a non-zero restoring
force and the massless Goldstone bosons correspond to motion in flat valleys (the motion
associated with the generators that were broken), which experiences no restoring force.

The symmetries considered in this chapter were global ones that did not depend on the
spacetime coordinates. In Ch. 18 we shall find that the already quite interesting results
of global spontaneous symmetry breaking take on new and unexpected properties if the
symmetry that is broken is a local gauge symmetry.

Background and Further Reading

For an introduction to spontaneously broken symmetry similar in spirit to the treatment
in this chapter but related more systematically to relativistic quantum field theory, see
Ref. [85]. For more extensive discussions, primarily from an elementary particle physics
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perspective, see Abers and Lee [1], Aitchison and Hey [6, 7], Coleman [43], and
Quigg [166]. For discussions of spontaneously broken symmetry in non-relativistic
applications see Aitchison and Hey [7], and Ring and Schuck [171].

Problems

17.1 Prove that if a symmetry is broken spontaneously, at least one generator of the
symmetry group gives a non-zero value when applied to the vacuum state. ***

17.2 Use Eq. (17.1) to find the minima of Fig. 17.2. Confirm Eq. (17.5) for μ2 < 0 and
show that the corresponding mass of the ξ field is given by mξ = (2λv2)1/2 =

(−2μ2)1/2 after the symmetry is broken spontaneously.

17.3 Assume the Lagrangian density (17.14) with i = 1, 2, 3 for an isovector Lorentz
scalar field to be invariant under a global internal SO(3) symmetry. Show that for
μ2 < 1 the symmetry is broken spontaneously from SO(3) to SO(2). What is the
resulting particle spectrum? ***



18 The Higgs Mechanism

In Ch. 16 we found that the quanta of gauge fields (gauge bosons) must be identically
massless to preserve gauge invariance. The non-abelian gauge invariance described in
Section 16.6 is an attractive principle for theories of fundamental interactions because
it represents the generalization of a highly successful theory, quantum electrodynamics
(QED), that is renormalizable. However, the required masslessness of the gauge bosons
is a huge stumbling block to application of non-abelian gauge theories to, say, the
weak interactions. Phenomenologically, the weak interactions are of very short range. By
uncertainty principle arguments a short-range interaction in quantum field theory must be
mediated by a massive virtual exchange particle. Therefore, any attempt to generalize QED
to include “non-abelian photons” that might mediate the weak interactions seems doomed,
since massless particles are associated with fields of long range, not short range.

A way forward might be provided by spontaneous symmetry breaking, for we saw
in Ch. 17 that particles can acquire mass by this mechanism and it might be hoped that
some form of spontaneous symmetry breaking would allow massless gauge bosons to be
given an effective mass, while still preserving gauge invariance. However, the Goldstone
theorem seems to undermine this hope because spontaneously breaking a continuous
global symmetry implies the appearance of new massless particles, for which there is
little evidence in nature. But there is a possible way out! Derivation of the Goldstone
theorem rests on assuming that field theories have “normal” properties such as locality,
Lorentz invariance, and positive definite norm on the Hilbert space.1 Careful analysis of
local gauge fields indicates that they do not simultaneously obey all of these “normal”
conditions, thus possibly evading the physically undesirable massless Goldstone bosons!
This can be illustrated by considering the quantization of the abelian local gauge field
in QED.

18.1 Photons and the Higgs Loophole

Free photons have two transverse states of polarization but Lorentz covariance requires
that a photon correspond to a 4-vector field with four states of polarization (a timelike
and longitudinal polarization, in addition to the two transverse polarizations). A common

1 Locality means that particles are influenced directly only by nearby particles (no “action at a distance”). Lorentz
invariance means symmetry under the Lorentz transformations. Positive definite norm means that quantum state
vectors have “lengths” that are never negative, as would be expected of physical particles.
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approach to quantizing the electromagnetic field is to work in the radiation or Coulomb
gauge (see Section 14.1.2) implied by the gauge condition ∇ · A = 0, which identifies
clearly the physical transverse photon states but is not manifestly Lorentz invariant since
∇ and A are not 4-vectors. Conversely, if one works in the Lorenz gauge by imposing the
covariant gauge condition ∂μAμ = 0, it is found that the timelike and longitudinal polar-
izations for Aμ must give exactly canceling contributions in physical matrix elements for
free photons. Specifically, the indefinite Minkowski metric ημν requires that the timelike
component A0 of the 4-vector potential must have negative norm. For massless fields,
the A0 contribution then exactly cancels contributions from the longitudinal spacelike
components p · A, where p is the 3-momentum and A the 3-vector potential, leaving two
physical transverse components, p× A. These considerations raise the question of whether
the Goldstone theorem applies in a theory having local gauge invariance. The answer is
remarkable.

In the presence of a local gauge invariance there is a conspiracy between the
massless scalar fields required by the Goldstone theorem and the massless vector
fields required by local gauge invariance that can (1) eliminate the Goldstone
bosons and (2) bestow effective mass on the gauge bosons.

This is called the Higgs mechanism, and the way in which the Higgs mechanism allows
the Goldstone theorem to be circumvented is termed the Higgs loophole [12, 58, 100,
109, 110]. The next section presents a simple Lorentz-covariant model showing the
Higgs mechanism in action, and following sections show that many aspects of the Higgs
mechanism can be understood intuitively by analogy with the properties of an ordinary
superconductor.

18.2 The Abelian Higgs Model

A simple example of the Higgs mechanism results from generalizing the spontaneously
broken global U(1) invariance of Section 17.5 to spontaneously broken local U(1)
invariance in the presence of an electromagnetic field. This is called the abelian Higgs
model. We describe it guided by Ref. [85].

18.2.1 Lagrangian Density

The Lagrangian density for the abelian Higgs model is

L = (Dμφ)†(Dμφ) − μ2φ†φ − λ(φ†φ)2 − 1
4

FμνFμν , (18.1)

where the covariant derivative Dμ and gauge-invariant field tensor Fμν are

Dμ = ∂μ + iqAμ Fμν = ∂μAν − ∂νAμ, (18.2)
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V(φ φ)

Re φ(x)

Im φ(x) 2
v

2
v

φ(x)

Fig. 18.1 Potential corresponding to the Lagrangian density (18.1) for the abelian Higgs model with μ2 < 0. The ground
state (18.6) is infinitely degenerate, corresponding to different values ofφ(x) in the circular minimum of the
potential.

the parameter λ is positive, μ2 is a parameter to be discussed further below, and the
complex scalar field φ may be expressed in terms of two real fields, φ1 and φ2, as2

φ =
1
√

2
(φ1 + iφ2) φ† =

1
√

2
(φ1 − iφ2). (18.3)

With no spontaneous symmetry breaking, L describes the usual electrodynamics of
a scalar field carrying charge q. Equation (18.1) is invariant under global U(1) phase
rotations on the fields and also invariant under the local gauge transformations

φ(x) → eiqα(x)φ(x) Aμ (x) → Aμ (x) − ∂μα(x), (18.4)

since it employs the locally gauge-invariant covariant derivative Dμ and field tensor Fμν .

18.2.2 Symmetry Breaking

As for the example in Section 17.5 with global U(1) symmetry, two qualitatively different
results may be obtained for a field theory based on the Lagrangian density (18.1),
depending on the choice of sign for the parameter μ2. For μ2 > 0 the potential has a unique
minimum at φ = φ† = 0, the vacuum is not degenerate, symmetry is realized in the Wigner
mode, and the spectrum consists of a massless photon associated with Aμ and two scalar
fields, φ and φ†, having a common mass μ. Of more interest is the case μ2 < 0, which
corresponds to a spontaneously broken local gauge symmetry. As displayed in Fig. 18.1,
the degenerate vacua occur for




φ


2 = − μ2

2λ
≡ v2

2
, (18.5)

2 Recall from Section 16.1.3 that spin-0 charged particles are described by complex scalar fields. Thus Eq. (18.1)
describes charged spin-0 particles coupled to electromagnetism in a Lorentz-covariant way.
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where v is real and positive, implying an infinitely degenerate set of vacuum states

〈φ〉0 =
v
√

2
e iα(x) , (18.6)

with each equivalent vacuum state labeled by a value of α(x), corresponding to different
positions in the circular valley of Fig. 18.1. To proceed we break the symmetry sponta-
neously by choosing α(x) = 0, giving a vacuum state 〈φ〉0 = v/

√
2 lying at the minimum

on the real axis of Fig. 18.1, and expand in polar coordinates,

φ(x) =
1
√

2
[
v + η(x)

]
eiξ(x)/v � 1

√
2
[
v + η(x) + iξ(x)

]
. (18.7)

Inserting this expansion in Eq. (18.3), keeping only low-order terms, and invoking the local
gauge transformation

φ(x) → e−iξ(x)/vφ(x) =
v + η(x)
√

2
Aμ (x) → Aμ (x) +

1
qv
∂μξ(x), (18.8)

gives the Lagrangian density (see Problem 18.1)

L =
1
2

(∂μη)(∂μη) + μ2η2 +
1
2

q2v2 AμAμ − 1
4

FμνFμν . (18.9)

The spectrum associated with this Lagrangian density differs fundamentally from that
found when the symmetry is not broken spontaneously, and also differs fundamentally from
the analogous spontaneous breaking of a global U(1) symmetry discussed in Section 17.5.
Inspecting the quadratic terms, we see that (18.9) corresponds to a massive vector field Aμ
with a mass m = qv, and a massive scalar η with mass m = (−2μ2)1/2.

The spontaneous breaking of a U(1) local gauge symmetry has given the photon a
mass, without violating gauge invariance, and there is a massive scalar but there
are no massless Goldstone bosons!

The mathematics of the abelian Higgs model has led to quite intriguing and unexpected
results. Let us see if we can understand the physics of what we have found.

18.2.3 Understanding the Higgs Mechanism

We begin by counting degrees of freedom (always an advisable check!). Before breaking
the symmetry spontaneously there were four degrees of freedom:

• two associated with (real and imaginary parts of) the complex scalar field and
• two associated with the transverse states of polarization for a massless vector field.

After spontaneous symmetry breaking there are still four degrees of freedom, but in a rather
different arrangement:

• one degree of freedom associated with one real scalar field and
• three degrees of freedom associated with a massive vector field.3

3 Recall (Box 15.2) that massless vector fields have two polarization states but massive vector fields have three.
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Detailed examination reveals that the parameter ξ appearing in Eq. (18.7), which would
have become a massless Goldstone field for a spontaneously broken global symmetry,
has effectively been absorbed by the photon field through the gauge transformation
(18.8), becoming a third state of polarization for the photon and thereby rendering it
massive. Thus, for spontaneously broken local U(1) gauge symmetry the abelian Higgs
model predicts

• no Goldstone bosons,
• a massive photon, and
• a massive scalar η that is termed a Higgs boson.

This means of symmetry realization is termed the Higgs mode. The Wigner mode was
characterized by explicit breaking of degenerate multiplets and the Nambu–Goldstone
mode by the appearance of one massless Goldstone boson for each generator broken
spontaneously. The signature of the Higgs mode is the acquisition of mass by gauge
bosons at the expense of would-be Goldstone bosons that vanish from the theory, and
the appearance of massive scalars (Higgs bosons).

18.3 Vacuum Screening Currents

The abelian Higgs model was formulated in Lorentz-covariant terms. However, there is
nothing intrinsically relativistic about the Higgs mechanism and there are many aspects
of spontaneous symmetry breaking in the Higgs mode that can be understood in terms of
familiar concepts from non-relativistic problems in atomic and condensed matter physics.
These concepts will involve the idea of vacuum screening currents; to understand their
importance, we must first revisit the relationship between gauge invariance and mass.

18.3.1 Gauge Invariance and Mass

Of central importance to understanding the Higgs mechanism is an appreciation of the
exact relationship between massive and massless vector fields, and how this is related to
(local) gauge invariance [7]. From Eq. (14.19) the electromagnetic current jν satisfies

�Aν − ∂ν (∂μAμ) = jν , (18.10)

where Aν is the 4-vector potential. On the other hand, the corresponding wave equation for
a massive vector field Aν is

(� + m2)Aν − ∂ν (∂μAμ) = jν , (18.11)

where m is the mass. Taking the 4-divergence of both sides of Eq. (18.11) gives the
constraint ∂μAμ = 0 (Problem 18.2), and Eq. (18.11) for the massive vector field becomes

(� + m2) Aν =
⎧⎪⎨⎪⎩

jν (interacting field),
0 (free field).

(18.12)
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As discussed in Section 16.4, under a local gauge transformation Aμ → A′μ = Aμ − ∂μχ,
we see that Eq. (18.10) is invariant but Eq. (18.11) is not, precisely because of the mass
term m2 Aν . Therefore, photons must be identically massless because of gauge invariance,
and this generalizes to non-abelian gauge invariance where one finds that the gauge bosons
associated with Yang–Mills fields must also be identically massless.

18.3.2 Screening Currents and Effective Mass

An object’s mass may be determined either gravitationally (weigh it) or inertially (push
it). By the weak equivalence principle of general relativity the inertial and gravitational
masses are equivalent, so we lose no generality by thinking of mass in inertial terms. But
it is well known that objects can acquire an effective mass (resistance to changes in the
state of motion) because of interaction with a medium. Think of the contrast between
pushing a metal ball through the air and pushing it through a container of honey, for
example. Furthermore, modern quantum field theory has taught us that the vacuum is not
a bare stage but is itself a medium with properties that can be as complex as any physical
medium. Therefore, let us look more carefully at the issue of mass and gauge invariance
to see whether interactions with the vacuum can impart an effective mass to gauge bosons,
thereby providing some intuitive understanding of the Higgs mechanism.

First notice that for the massless vector field interacting through a current jμ in
Eq. (18.10), if the current takes the special form that it is proportional to the 4-vector
potential,

jν = −μ2 Aν , (18.13)

then from (18.10) and (18.13) for the photon field

(� + μ2)Aν − ∂ν (∂μAμ) = 0. (18.14)

But this is exactly Eq. (18.11) with jν = 0, which is the equation obeyed by a free, massive
vector field of mass μ.

An interacting, massless vector field, with an interaction specified by a current
proportional to the 4-vector potential as in Eq. (18.13), has the same equation of
motion as a free, massive vector field of mass μ.

This is of more than academic interest because screening currents associated with atomic
diamagnetism and the Meissner effect in superconductivity have precisely the form
(18.13), as we shall now discuss, guided by the presentation in Aitchison and Hey [7].

18.3.3 Atomic Screening Currents

For a free, non-relativistic particle of charge q the 3-current is

j =
q

2m

[
ψ∗(−iDψ) + ψ(iDψ∗

]
, (18.15)
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where the use of the covariant derivative in place of the normal derivative

∇→ D ≡ ∇ − iqA, (18.16)

(the minimal substitution, see Section 16.3), ensures gauge invariance. Expanding (18.15)
using (18.16) and parameterizing the complex wavefunction ψ in terms of a real modulus
and phase, ψ = 


ψ


 eiθ, permits the 3-current (18.15) to be written as

j =
q
m




ψ


2 (∇θ − qA). (18.17)

This current is invariant under the gauge transformation

A→ A + ∇χ ≡ A′ θ → θ + qχ ≡ θ′, (18.18)

for an arbitrary scalar function χ = χ(x). As shown in Problem 18.3, the general descrip-
tion of atomic screening currents requires simultaneous solution of the equations

∇2A = − j − 1
2m

(∇ − qA)2ψ = Eψ, (18.19)

where the first expression follows from Maxwell’s equations for the static limit in Coulomb
gauge with the current (18.17), and the second from the Schrödinger equation with minimal
substitution to ensure gauge-invariant coupling, with ψ the electron wavefunction and m
the electron mass. We may gain considerable insight into solutions of these equations in a
weak field approximation that assumes ψ to not be appreciably disturbed by A.

The first term (∼ ∇θ) in Eq. (18.17) is associated with paramagnetism and does not
concern us here, but the second term is of potential interest because it is responsible for
diamagnetic screening currents.4 Denoting this term by js,

js ≡
−q2

m



ψ


2 A, (18.20)

we observe it to be of the form j ∝ A suggested by Eq. (18.13). Therefore, by the
arguments of Section 18.3.2 this current will be expected to give an effective mass to
photons interacting with electrons in the system described by Eqs. (18.19). Equation
(18.20) and Maxwell’s equations imply a differential equation (Problem 18.4)

∇2B =
q2

m



ψ


2 B. (18.21)

Comparing with a static massive vector field V , which would obey an equation of the
form ∇2V = μ2V , we see that the effective photon mass generated by the screening
current js is

μ =

√
q2

m



ψ


2, (18.22)

4 The responses of paramagnets and diamagnets are caused by the nature of the screening currents induced in
the material by an external magnetic field. In paramagnetic material the screening currents produce a magnetic
field sympathetic to the external field and thus paramagnetic material is attracted by a magnet. Diamagnetic
material produces a screening current that opposes the external field, so it is repelled by a magnet.
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and the solution of Eq. (18.21) in one dimension is of the form Bx = B0e−μx , corresponding
to a characteristic screening length

λ ∼ 1
μ
=

√
m

q2 


ψ


2 , (18.23)

for exponential decay of the magnetic field as it penetrates the superconductor.

Example 18.1 Assume a number density of one conduction electron per atom and approxi-
mate 


ψ


2 ∼ (a0)−3, where a0 is the Bohr radius. Then the screening length λ is several
hundred angstroms in typical atomic systems, much larger than atomic dimensions.

We conclude that diamagnetic screening is small in normal matter. But in a superconductor
the coherent wavefunction can be spatially extended and largely undisturbed by the
magnetic field. As we now discuss, diamagnetic screening can then have a dramatic effect.

18.3.4 The Meissner Effect and Massive Photons

If a superconductor above the superconducting transition temperature Tc is placed in a
magnetic field and the temperature lowered, below Tc surface electrical currents flow
without resistance and the magnetic field is expelled from the superconductor, except for
a thin surface layer where the field penetrates with exponentially decaying strength. This
Meissner effect is illustrated in Fig. 18.2(a,b) and the characteristic length scale over which
the field falls off near the surface (London penetration depth) is illustrated in Fig. 18.2(c).

B = 0

(a) T > Tc (b) T < Tc

B = 0

λ

x

Bz(x)

B0

(c) Magnetic field
penetrates only a 
range ~λ from surface

Su
rfa

ce

B = 0

B = 0

Fig. 18.2 Meissner effect for a superconductor. (a) Sample in a weak magnetic field but with the temperature T above the
critical temperature Tc. The sample is not superconducting and is penetrated by the magnetic field. (b) Sample
cooled below Tc so that it is superconducting. The magnetic field is expelled from the superconductor, except in a
thin layer at the surface. (c) The magnetic field penetrates the superconductor with exponentially decaying
strength over a range characterized by the London penetration depth λ of Eq. (18.23).
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The Superconducting Wavefunction: In a superconductor the charge carriers are paired
electrons called Cooper pairs (Box 32.2). Below the superconducting transition tempera-
ture the number density nc of Cooper pairs is a large fraction of the total number density
of conducting electrons n and nc � 1

2 n for T  Tc (each Cooper pair has two electrons).

Example 18.2 The macroscopic pair wavefunction ψ(x) of the superconductor may be
approximated by

ψ(x) � 


ψ


 eiχ(x) � n1/2
c eiχ(x) .

Well below the superconducting transition temperature Tc the pair density is 


ψ


2 = nc �
1
2 n ∝ a−3

0 , where we have assumed one conducting electron per atomic site as
in Example 18.1. Inserting reasonable numbers, a typical Cooper pair density is
nc ∼ 1022 cm−3. As for Example 18.1, this implies a penetration depth of several hundred
angstroms, but now this is much smaller than the characteristic length scale of the
superconductor, which has a collective wavefunction with long-range coherence.

Example 18.2 shows explicitly that screening currents can exclude a magnetic field from a
superconductor in the manner illustrated in Fig. 18.2.

Screening Currents and the Effective Photon Mass: Magnetic interactions result from
exchange of virtual photons. Exponential decay of a force with distance indicates exchange
of a massive virtual particle mediating the interaction, with the distance to fall by 1/e given
by λ ∼ 1/μ, where μ is the effective mass of the exchange particle.

In the Meissner effect photons acquire an effective mass within a superconductor,
which limits the magnetic field to a finite range. This may be viewed as a non-
relativistic version of the Higgs mechanism

From the estimate of a few hundred angstroms for λ obtained in Example 18.2,
the effective mass of the photon propagating within the superconducting vacuum is
mc2 ∼ 5 eV. This exercise suggests that the Higgs mechanism of elementary particle
physics may be construed as a kind of “superconductivity” viewed from within a
“superconducting medium” that corresponds to the entire Universe [212].

Diamagnetic Currents and the Lenz Law: The Meissner effect is made plausible by the
empirical Lenz law of classical electromagnetism: the current induced in a conductor by
applying a magnetic field is in a direction such that the magnetic field created by the
induced current opposes the applied field. Thus, a magnetic field applied to mobile charged
particles accelerates the particles and the resulting screening currents create magnetic fields
that oppose the applied field. Screening is decisive in the Meissner effect because the
superconducting wavefunction has a large spatial extent relative to the screening length,
and because the screening currents encounter no resistance so they are persistent.
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18.3.5 Gauge Invariance and Longitudinal Polarization

The preceding discussion of diamagnetic screening currents in atomic systems has helped
to paint a physical picture of the Higgs mechanism but it has not provided details of
(1) how the photon acquires a third state of polarization, and (2) how exactly the Goldstone
bosons were vanquished. In this section we shall interpret the Higgs mechanism for a
superconductor in a manner that elucidates these issues.

Cooper Pair Screening Currents: The electrons in a superconductor are fermions but the
Cooper pairs responsible for normal superconductivity have their spin angular momentum
coupled to zero and behave approximately as charged scalar bosons at low energy. Thus, a
complex scalar field, as embodied in Eq. (18.1), is a reasonable approximate description.
The electrical current associated with a charged scalar field is

jμ ≡ iq[φ∗∂μφ − (∂μφ)∗φ], (18.24)

where the partial derivatives are presumed to act only within the parentheses in expressions
like (∂μφ)∗φ. Introducing gauge invariance for this current by the minimal substitution
∂μ → Dμ ≡ ∂μ + iqAμ gives for the charged scalar current

jμ = iq[φ∗∂μφ − (∂μφ∗)φ] − 2q2 Aμ 


φ


2 . (18.25)

Therefore, in the superconductor ground state (18.6) the vacuum screening current 〈 jμ〉0
of Cooper pairs is

〈 jμ〉0 = iq

(
v2

2
e−iα(x)∂μeiα(x) − v2

2
(∂μe−iα(x) )eiα(x)

)
− 2q2 Aμ

(
v2

2

)

= −q2v2
(

1
q
∂μα + Aμ

)
. (18.26)

Inserting this current in Eq. (18.10) gives

�Aν − ∂ν (∂μAμ) = −q2v2
(

1
q
∂να + Aν

)
. (18.27)

Now, if we define the gauge transformation [see the second equation in (18.8)]

A′ν = Aν − ∂νχ = Aν +
1
q
∂να, (18.28)

Eq. (18.27) may be expressed as

�A′ν − ∂ν (∂μA′μ) = −q2v2 A′ν , (18.29)

which becomes, upon defining an effective mass μ ≡ qv and dropping primes,

(� + μ2)Aν − ∂ν (∂μAμ) = 0. (18.30)

Taking the 4-divergence of both sides gives ∂μAμ = 0 (see Problem 18.2); thus,

(� + μ2)Aμ = 0. (18.31)
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This is the wave equation (18.12) for a free massive vector field, but it is here obeyed by
a vector field that, by construction, is a gauge-invariant electromagnetic 4-vector potential
that would be massless in the absence of the Higgs mechanism.

Goldstones and Third States of Polarization: The preceding derivation shows explicitly
the origin of the third state of polarization for the effectively massive photon in the
superconductor, and the fate of the Goldstone boson that would have been expected from
breaking the global continuous phase symmetry spontaneously. It is clear from Eq. (18.28)
that the additional polarization state for Aμ arises from using gauge invariance to absorb the
phase α of the superconductor vacuum state into the 4-vector potential. From discussion
of the Nambu–Goldstone mode in Ch. 17, this degree of freedom would have become a
Goldstone boson (corresponding to motion of the χ field in Fig. 17.4 with zero restoring
force, implying that it is a massless mode), were it not for the Higgs mechanism. Instead,
because of the local gauge invariance the would-be Goldstone degree of freedom has
been absorbed by the photon, converting it into a massive vector field with three states
of polarization. As a result, α does not appear explicitly in the final expression (18.31),
which describes a massive photon, the condensate of Cooper pairs that plays the role of a
massive Higgs field, and no massless Goldstone fields.

Further, if we pursued more advanced issues we would find that the Higgs mechanism
does not compromise renormalizability of the gauge theory, and that the original gauge
invariance is no longer manifest but can still be discerned through specific relations among
parameters of the theory. The gauge symmetry has not actually been broken, it has been
hidden. The abelian Higgs mechanism generalizes to non-abelian local gauge symmetries
(Yang–Mills fields) that were introduced in Ch. 16 and will be discussed further in Ch. 19.
Therefore, we come to a remarkable conclusion.

In abelian and non-abelian local gauge theories spontaneous symmetry breaking
can endow gauge bosons with mass, without producing troublesome massless
Goldstone bosons and without compromising renormalizability.

Spontaneous breaking of a local symmetry also implies the emergence of new particles:
massive scalars (Higgs bosons) are expected if spontaneously broken local gauge symme-
try is realized in nature. Let us address this final issue.

18.4 The Higgs Boson

We have shown that the Higgs mechanism can be interpreted in terms of concepts from
non-relativistic field theory. However, the most important use of the Higgs mechanism
is for relativistic quantum field theory applied to elementary particle physics, where
it is postulated that the vacuum state of the Universe itself is a kind of relativistic
superconductor in which there are non-zero scalar fields that break local gauge symmetries
spontaneously in the Higgs mode. In Ch. 19 we shall find that the requisite Higgs fields are
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central to all modern understanding of elementary particles. In particular, a Higgs field is
presently the only known way to give mass consistently to either gauge bosons or matter
(fermion) fields. Thus, in our present understanding all mass in the Universe for non-
interacting particles is a consequence of Lorentz-invariant coupling to Higgs fields.5

For a number of decades it has been clear that the vacuum state of the Universe must
contain Higgs fields, or something that mimics their properties. As will be seen in Ch. 19,
the entire Standard Model of elementary particle physics is predicated on their existence
and the many successful precision tests of the Standard Model would be inexplicable
if there were no Higgs fields. However, it remained an open question as to whether
Higgs fields are fundamental (meaning that the Higgs boson is a true elementary particle,
detectable as a narrow resonance), or whether Higgs fields are a consequence of many-
body interactions among fields at a more fundamental level that produce “condensates”
behaving like effective scalar fields. (See the discussion in Section 18.3, where the Cooper
pair condensate of electrons acted as an effective Higgs field for a superconductor.) This
question was answered in 2012 when the Large Hadron Collider reported the robust
detection of a 125.1 GeV resonance having the properties of the long-sought Higgs boson.

Background and Further Reading

The Higgs mechanism was first discussed by Anderson [12], Englert and Brout [58],
Guralnik, Hagen, and Kibble [100], and Higgs [109, 110]. Modern textbook discussions
may be found in Cheng and Li [41], Guidry [85], Ryder [174], and Quigg [166]. The
discussion of screening currents as non-relativistic analogs of the Higgs mechanism was
strongly influenced by the presentation in Aitchison and Hey [7].

Problems

18.1 Show that the expansion (18.7) substituted into Eq. (18.1) gives a Lagrangian density
for which there appear to be five degrees of freedom: one from a massive scalar η,
one from a massive scalar ξ, and three from a massive photon Aμ. Argue that
this is unphysical because the original Lagrangian density had only four degrees of
freedom. Show that the gauge transformation (18.8) eliminates the explicit ξ degree
of freedom and that the resulting Lagrangian density is Eq. (18.9), with four degrees
of freedom: one from a massive Higgs boson and three from a massive photon. ***

18.2 Prove that taking the 4-divergence of both sides of Eq. (18.11) leads to the constraint
∂μAμ = 0, so that Eq. (18.11) reduces to Eq. (18.12). ***

5 This statement applies specifically to non-interacting particles. Most of the effective mass/energy in the actual
Universe is a result of interactions. This statement also entails a caveat that the nature of (tiny but non-zero)
neutrino masses remains unclear as of this writing in 2021 (see the discussion in Section 14.6).
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18.3 Show that the current j in Eq. (18.17) is invariant under the gauge transformation
A → A + ∇χ ≡ A′ and θ → θ + qχ ≡ θ′, where χ = χ(x) is an arbitrary scalar
function. Assume the static limit (no time dependence) and work in the Coulomb
gauge (14.12). Show that a general solution of the atomic screening-current problem
requires solution of the coupled equations

∇2A = − j − 1
2m

(∇ − qA)2ψ = Eψ,

where the first equation describes the electromagnetic field and the second describes
the motion of the electrons.

18.4 Show the validity of Eq. (18.21) by taking the curl (∇×) of Eq. (18.20) and using
Ampere’s law (14.1d) assuming static fields. Hint: Use B = ∇ × A from Eq. (14.3),
the identity ∇ × (∇ × B) = ∇(∇ · B) − ∇2B, and the Maxwell equation ∇ · B = 0.
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Chapters 16–18 introduced the tools required to develop a theory of the weak interactions
based on local gauge symmetry. In this chapter we formulate that theory using Yang–
Mills fields and the Higgs mechanism to break local gauge symmetry spontaneously. As a
bonus, we will find that this framework can partially unify the weak and electromagnetic
interactions in a Standard Electroweak Model. We will then extend the idea of local gauge
invariance to implement a theory of the strong interactions called quantum chromodynam-
ics (QCD) that employs a local SU(3) symmetry built on a quark and gluon degree of
freedom called color. This combined local gauge theory of the electromagnetic, weak, and
strong interactions is termed the Standard Model of elementary particle physics.

19.1 The Standard Electroweak Model

Let us first consider a local gauge theory of the electromagnetic and weak interaction sector.
We begin by summarizing the rich phenomenology of the weak interactions.

19.1.1 Guidance from Data

The low-energy properties of the weak interactions summarized in Box 19.1 suggest that
they are mediated by exchange of virtual spin-1 bosons. Observation of charged weak
currents requires two of these to be charged (W±); observation of neutral weak currents
requires a third neutral vector boson, Z0. The universality of the weak interactions argues
for a theory based on Yang–Mills fields but their short range implies that W± and Z0 must
be massive, which would break gauge invariance and compromise renormalizability if we
simply added mass terms to the Lagrangian density. However, we have seen in Ch. 18 that
massive gauge bosons can be introduced without spoiling renormalizability by breaking
local gauge symmetry spontaneously in the Higgs mode. A general recipe for constructing
such a theory may be given.

1. Choose a gauge group and assign fermions to representations consistent with low-
energy phenomenology and with renormalizability.

2. Introduce scalar fields to give masses eventually to (and only to) those gauge bosons
that are massive, and to all massive fermions by the Higgs mechanism.

324
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Box 19.1 Phenomenology of the Weak Interactions

By the 1950s some consensus had been reached that weak interactions were described by the Fermi current–
current Lagrangian density

LF = −
GF√

2
Jμ (x)J†μ (x),

where the Fermi coupling constant is GF = 1.166 × 10−5 GeV−2 and the current is

Jμ (x) = lμ (x) + hμ (x),

with lμ the leptonic and hμ the hadronic contributions.

Current–Current Interactions

The Lagrangian density LF implies three kinds of interactions: (1) leptonic–leptonic, (2) leptonic–hadronic,
and (3) hadronic–hadronic. We shall illustrate using leptonic–leptonic interactions. Because only left-handed
neutrinos participate in the weak interactions, the leptonic current is of vector minus axial vector (V−A) form
(see Table 14.2). Restricting to the leptons of generation I in Fig. 19.1 for illustration,

lμ (x) = ē(x)γμ (1 − γ5)νe(x),

and a representative matrix element of the leptonic current is

〈e| lμ |νe〉 ∼ ūeγ
μ (1 − γ5)uν ,

where e and νe are fields and ūe and νe are spinors for electrons and neutrinos.

Intermediate Vector Bosons

The Fermi theory works at low energy but the point-like nature of the interaction leads to unacceptable
violation of unitarity (conservation of probability) at very high energy. Initial attempts to fix this intro-
duced exchange particles called intermediate vector bosons to mediate the interaction, by analogy with
electromagnetism being mediated by exchange of virtual photons. Unlike electromagnetic interactions, weak
interactions can transfer charge. Thus, some intermediate vector bosons must be charged and a minimal
description of weak charged currents corresponds to adding vector bosons coupled to the current–current
Lagrangian density by hand:

L = gw[Jμ (x)W+μ (x) + Jμ†(x)W−
μ (x)],

where W±
μ (x) denotes fields of the charged vector bosons W± and gw is a coupling strength [compare

Eq. (16.44) for QED]. But unlike photons, which are massless and can mediate long-range interactions,
intermediate vector bosons must be quite massive because weak interactions have very short range. Thus
the Fermi theory with massive exchange bosons added by hand cannot satisfy gauge invariance as massless
photons do (Section 16.4), and ultimately cannot be renormalized.
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Fig. 19.1 Elementary particles of the Standard Model in the quark and lepton sectors for each generation, and the gauge
and Higgs bosons. Photons are labeled by γ and gluons by G. Elementary particles of half-integer spin that do not
undergo strong interactions are called leptons; electrons and electron neutrinos are examples. Particles made from
quarks, antiquarks, and gluons (and thus that undergo strong interactions) are called hadrons; pions (pi mesons)
and protons are examples. A subset of hadrons corresponding to more massive particles containing three quarks
are called baryons; protons and neutrons are examples. The different types of neutrinos (νe, νμ , . . .) and the
different types of quarks (u, d, s, . . .) are called flavors. For simplicity the largely parallel classification of
antiparticles has been omitted. Reproduced with permission from Cambridge University Press: Stars and Stellar
Processes, M. Guidry (2019).

3. Choose parameters to break the gauge symmetries spontaneously in Higgs mode,
consistent with phenomenology.

Let us now implement this recipe to construct a local gauge theory of weak interactions.

19.1.2 The Gauge Group

The first choice to be made is that of the weak gauge group. The elementary particles of the
Standard Model are summarized in Fig. 19.1. A clue is provided by the observations that
only left-handed neutrinos participate in the weak interactions and that the weak charged
currents induce transitions within generations (also called families) labeled by I, II, and
III, but not across generational lines. Each leptonic generation consists of a charged lepton
and its associated neutrino (e− and νe for leptonic generation I), suggesting that left-
handed matter fields should transform as 2D irreps (doublets) under some gauge group.
The simplest possibility is the fundamental representation of SU(2),1 with the leptonic
assignments

1 This symmetry is termed weak isospin and denoted SU(2)w. It has a mathematical structure analogous to, but
should not be confused physically with, strong interaction isospin. There will also be similar assignments for
antiparticles, but for simplicity we will concentrate on the behavior of particles in this discussion.
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Table 19.1. Weak isospin and weak hypercharge

Particle t t3 y Q

νe, νμ 1
2

1
2 −1 0

eL, μL
1
2 − 1

2 −1 −1
eR, μR 0 0 −2 −1

t = 1
2 doublets:

⎧⎪⎨⎪⎩
t3 = +1/2
t3 = −1/2

(
νe

e−

)
L

(
νμ
μ−

)
L

(
ντ
τ−

)
L

⎫⎪⎬⎪⎭ , (19.1)

where t denotes the weak isospin quantum number and t3 its third component, and the
subscript L indicates that only left-handed fermions participate in the charged-current weak
interactions. Since right-handed electrons do not enter the charged-current interactions, it
may be assumed that they transform as 1D irreducible representations of SU(2) (singlets)

t = t3 = 0 singlets:
{
(e−)R (μ−)R (τ−)R

}
. (19.2)

The gauge group SU(2)w has three generators, so three gauge boson fields transforming
under the adjoint representation are required. The members of the weak isospin doublets in
Eq. (19.1) differ in charge by one unit. Linear combinations of generators allow us to step
through a multiplet and reach all members, so one gauge boson (W+) must raise the charge
by one unit and one (W−) must lower the charge by one unit. In addition, the existence of
neutral weak currents requires the third gauge boson (Z0) to be uncharged.

Experiments indicate that weak neutral currents do not have a pure V −A structure. That,
and the prospect of unifying the weak interactions with the electromagnetic interactions,
argues for expanding the group structure by adding a second neutral gauge boson. Then
by taking appropriate orthogonal linear combinations we may hope to get a Z0 gauge
boson and a photon γ, with their currents in accord with weak and electromagnetic
phenomenology. This suggests enlarging to the electroweak gauge group SU(2)w ×U(1)y ,
where SU(2)w is the weak isospin symmetry introduced above and the abelian U(1)y factor
is associated with an additional quantum number y called the weak hypercharge, which is
related to the electrical charge Q through

Q = t3 +
y

2
, (19.3)

where t3 is the third component of weak isospin. A comparison of Eqs. (19.1)–(19.3) then
gives the quantum number assignments in Table 19.1 for the first two generations.

19.1.3 Electroweak Lagrangian Density

The gauge group SU(2)w × U(1)y requires four gauge bosons, which we will label
bμ = (b1

μ, b2
μ, b3

μ) for SU(2)w and aμ for U(1)y. The Lagrangian density is

L = Lg +Lf +Ls +Lf–s, (19.4)
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with Lg representing gauge fields, Lf representing fermion fields and their coupling
with gauge fields, Ls representing scalar fields, and Lf–s representing the fermion–scalar
couplings. The gauge field part of Eq. (19.4) is

Lg = −
1
4

F j
μνF

μν
j −

1
4

fμν f μν , (19.5)

where the abelian field tensor fμν [see Eq. (14.14)] and non-abelian field tensor F j
μν [see

Eq. (16.53)] are given by

fμν = ∂μaν − ∂νaμ F j
μν = ∂μb j

ν − ∂νb j
μ − g ε

jkl
bkμblν . (19.6)

The contribution of the fermion matter fields is

Lf = R̄ i γμ
(
∂μ +

ig′

2
aμy

)
R + L̄ i γμ

(
∂μ +

ig′

2
aμy +

ig
2
τ · bμ

)
L, (19.7)

with right-handed and left-handed components of the generation I lepton fields given by

R ≡ eR =
1 + γ5

2
e L ≡

(
ν
e

)
L
=

1 − γ5

2

(
ν
e

)
, (19.8)

where e denotes the electron field and ν the electron neutrino field, with the chiral
projectors 1

2 (1 ± γ5) defined in Section 14.5.4. Terms for lepton generations II and III
have the same structure. Two coupling constants are required by the direct product group
structure.

1. The coupling constant associated with the weak isospin SU(2)w is g.
2. The coupling constant associated with weak hypercharge U(1)y is 1

2g
′.

No mass terms can appear in the Lagrangian density because explicit masses for either
lepton or gauge fields would break gauge invariance; all masses for free fields must come
through the Higgs mechanism described in Ch. 18 (see Problem 19.2).

Phenomenology demands that the electron and the three intermediate vector bosons
(W±, Z0) must acquire masses spontaneously, while a fourth gauge boson (the photon γ)
and the neutrino remain massless. This will require more Higgs fields than for the prototype
U(1) abelian Higgs model of Section 18.2. A convenient choice is to introduce a t = 1

2 ,
yφ = 1 complex SU(2) doublet of Lorentz scalar fields (see Problem 19.1)

φ ≡
(
φ+

φ0

)
=

1
√

2

(
φ1 + iφ2

φ3 + iφ4

)
, (19.9)

where φ+ is charged and φ0 is uncharged. This contributes a term

Ls = (Dμφ)†(Dμφ) − V (φ†φ), (19.10)

to the Lagrangian density, with a covariant derivative defined by

Dμ = ∂μ +
ig′

2
aμy +

ig
2
τ · bμ, (19.11)

and a potential

V (φ†φ) = μ2φ†φ + λ(φ†φ)2, (19.12)
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with λ > 0. To give the electron mass without jeopardizing gauge symmetry the scalar
field must be coupled to the fermions and the symmetry broken spontaneously using the
potential (19.12). A typical choice for the fermion–scalar interaction is the gauge-invariant
and Lorentz-invariant Yukawa coupling (Problem 19.2)

Lf–s = −Ge
[
R̄
(
φ†L

)
+
(
L̄φ
)
R
]
, (19.13)

where Ge is independent of g and g′.

19.1.4 The Electroweak Higgs Mechanism

Proceeding as in earlier simple models, we may break the local gauge symmetry sponta-
neously by setting μ2 < 0 in Eq. (19.12) and choosing

〈φ〉0 ≡ 〈0| φ |0〉 =
(

0
v/
√

2

)
v =

√
−μ2

λ
(19.14)

as the vacuum expectation value of the scalar field. It is then natural to write the generators
of the gauge group in a 2 × 2 matrix representation. The SU(2)w generators can be taken
as ti ≡ 1

2τi with the τi corresponding to the Pauli matrices of Eq. (3.11), and the single
generator y of the U(1)y symmetry can be taken as the 2 × 2 unit matrix:

τ1 =

(
0 1
1 0

)
τ2 =

(
0 −i
i 0

)
τ3 =

(
1 0
0 −1

)
y =

(
1 0
0 1

)
. (19.15)

From the generators τ3 and y it is convenient to construct two new generators

K ≡ τ3 − y

2
=

(
0 0
0 −1

)
Q ≡ τ3 + y

2
=

(
1 0
0 0

)
, (19.16)

and to choose as the generators of the gauge symmetry the set (τ1, τ2, K , Q) with

τ1 =

(
0 1
1 0

)
τ2 =

(
0 −i
i 0

)
K =

(
0 0
0 −1

)
Q =

(
1 0
0 0

)
, (19.17)

where Q may be interpreted as the electrical charge [see Eq. (19.3)]. By the Higgs mecha-
nism, each gauge-symmetry generator (19.17) that fails to annihilate the vacuum will give
mass spontaneously to a gauge boson. By explicit matrix multiplication (Problem 19.4),

τ1〈φ〉0 � 0 τ2〈φ〉0 � 0 K〈φ〉0 � 0 Q〈φ〉0 = 0.

Therefore, by virtue of spontaneous symmetry breaking in the Higgs mode, we obtain the
following results.

The symmetry is broken spontaneously to SU(2)w × U(1)y ⊃ U(1)QED, the
vacuum remains invariant under U(1)QED generated by Q, three gauge bosons
acquire mass, the photon remains massless, and electrical charge is conserved.
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19.1.5 Particle Spectrum

By analogy with Section 18.2, the particle spectrum may be obtained by expanding around
the classical vacuum. To do so it is convenient to parameterize the scalar field φ as [1]

φ(x) = exp
(
i
ξ · τ
2v

) ����
0

v + η(x)
√

2

���� ≡ U−1(ξ)
����

0
v + η
√

2

���� (19.18)

[compare Eq. (18.7)], with the four real components φi of (19.9) traded for a scalar field
η(x) and the three components of a field ξ(x) = (ξ1, ξ2, ξ3).

Transformation to Unitary Gauge: The particle spectrum becomes particularly clear after
a local gauge transformation that is the analog of Eq. (18.8),2

φ → φ′ = U (ξ)φ =
1
√

2

(
0

v + η

)
τ · bμ → τ · b′μ aμ → aμ R→ R L → L′ = U (ξ)L,

(19.19)

where τ ·b′μ is given by Eqs. (16.51) and (16.49). Substituting in Eq. (19.13) and dropping
primes, the fermion–scalar interaction may be written (Problem 19.2)

Lf–s = −Ge
v + η
√

2
(ēReL + ēLeR) = −Gev√

2
ēe − Ge√

2
ηēe. (19.20)

Comparing with the Lagrangian density (16.10) for a free Dirac field, the first term in the
last expression indicates that the electron has acquired a mass me =Gev/

√
2 spontaneously.3

However, the electron neutrino will remain massless because it has only left-handed
components and will not couple through Eq. (19.13).

This is how the Standard Model builds maximal parity violation into the weak
interactions: by fiat only left-handed neutrinos (and right-handed antineutrinos)
participate. As a corollary, Standard Model neutrinos are identically massless.

Substitution of Eq. (19.19) into Eq. (19.10) gives

Ls =
1
2

(∂μη)(∂μη) − 1
2

m2
ηη

2 +
1
2

m2
W

(|W+
μ |2 + |W−

μ |2
)

+
1
2

m2
Z



Z0
μ



2 + interaction terms, (19.21)

2 This new gauge is called unitary gauge. The physical particle spectrum of a local gauge theory with
spontaneous symmetry breaking is exhibited particularly clearly in unitary gauge. Since we are building a
gauge-invariant theory, a change of gauge should not affect its validity.

3 The two terms on the right side of Eq. (19.20) have similar form. However, in the first term the coefficient
Gev/

√
2 is a constant multiplying a factor quadratic in the fields, so this is a mass term. But in the second term

η is a scalar field, so this is not a mass term but instead represents coupling of the electron and scalar fields.
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g'g2
 + g'2

θW

g sin θW = g' cos θW

Fig. 19.2 Geometrical relationship of the Weinberg angle θW and the gauge coupling constants g and g′ in the Standard
Electroweak Model.

where we have defined two charged gauge boson fields

W+
μ ≡

1
√

2
(
b1
μ − ib2

μ
)

W−
μ ≡

1
√

2
(
b1
μ + ib2

μ
)
, (19.22)

and two neutral gauge boson fields

Z0
μ ≡
−g′aμ + gb3

μ√
g2 + g′2

Aμ ≡
gaμ + g′b3

μ√
g2 + g′2

, (19.23)

and where the mass terms in Eq. (19.21) are

mη ≡
√
−2μ2 mW =

gv

2
mZ = mW

√
1 + (g′/g)2. (19.24)

Comparing Eq. (19.21) with the Lagrangian densities for free fields given in Section 16.1.3,
we may identify (1) a scalar field η with mass mη, (2) two charged gauge boson fields W±

μ ,
with mass mW , (3) a massive neutral gauge boson field Z0

μ with mass mZ , and (4) a massless
gauge boson field Aμ. Extensive comparison of calculated interaction couplings and other
properties with data indicates that these fields may be identified physically with

• the massive Higgs boson η,
• the three massive intermediate vector bosons W± and Z0, and
• the photon A, which remains massless because of the residual U(1) charge symmetry.

These correspond to the particles in the boson sector of Table 19.1. All masses were
acquired by the Higgs mechanism, so we may expect that the theory is renormalizable.

The Weinberg Angle: Because the electroweak gauge symmetry SU(2)w×U(1)y is a direct
product of two groups there are two coupling constants, g and g′, and their relationship is
not specified by the theory. It is customary to parameterize the relationship between the
weak isospin SU(2)w gauge coupling g and the weak hypercharge U(1)y gauge coupling
g′ in terms of the empirical Weinberg angle θW, which is defined by

tan θW =
g′

g
, (19.25)

and illustrated in Fig. 19.2. Then Eq. (19.23) can be written (Problem 19.3)

Z0
μ = −aμ sin θW + b3

μ cos θW Aμ = aμ cos θW + b3
μ sin θW. (19.26)
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The Weinberg angle can be determined in various experiments and depends on the mass
scale.4 Its value evaluated at the restmass of the Z0 gauge boson is [192]

sin2 θW = 0.23122 ± 0.00017. (19.27)

The Weinberg angle could be specified by a more comprehensive theory based on a larger
gauge group that contained SU(2)w × U(1)y as a subgroup. We will return to this issue
when grand unified theories are discussed in Ch. 34. The Standard Electroweak Model
outlined above is found to be in precise agreement with a remarkably broad range of data.

19.2 Quantum Chromodynamics

We now wish to extend local gauge symmetry to incorporate the strong interactions,
thereby giving a (partially) unified picture of the electromagnetic, weak, and strong
interactions.

19.2.1 A Color Gauge Theory

As suggested in Problem 9.11, there is a potential conflict with the Pauli principle for some
baryonic states in the SU(3) flavor 10 representation displayed in Fig. 9.1(d). If we assume
an additional degree of freedom (let us call it “color”) associated with an SU(3) symmetry
of the quarks that is independent of the flavor SU(3) symmetry, and the quarks transform as
the fundamental representation under this color SU(3) symmetry, then the Pauli principle
can be satisfied if the physical particles of the baryon 10 transform as a 10 with respect
to flavor SU(3) but as a 1 with respect to color SU(3). The gauge theory of the strong
interactions is termed quantum chromodynamics (QCD), and is based on two premises.

1. The strong interactions are described by a local gauge theory (Yang–Mills fields).
2. The gauged symmetry is an exact SU(3) symmetry based on a hypothesized color

degree of freedom carried by quarks and gluons.

We will denote this symmetry SU(3)c, which should not be confused with the approximate
global flavor symmetry SU(3)f discussed in earlier chapters: flavor and color are two
completely different properties of strongly interacting particles. The adjoint representation
of SU(3) is of dimension N2 − 1 = 8, so we expect eight gauge bosons that we call gluons.

Universality of Color Interactions: It is assumed that the gluons see color but
not flavor. Thus each flavor of quark experiences the same strong interactions,
except for effects associated with differences in quark masses.

4 The value of θW is a function of momentum transfer q because in the Standard Model the gauge couplings are
predicted to change in specific ways with momentum (in the jargon these are called running coupling constants
since they “run” with momentum; see Section 19.2.4). It is customary to report θW at momentum transfer
q = 91.2 GeV/c, corresponding to the restmass mzc

2 = 91.2 GeV of the Z0 gauge boson.
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Gluon Masses: Gluons are the gauge quanta of a Yang–Mills field so they necessarily are
massless, which would imply long-range interactions that are not observed for the strong
force. This problem has two possible solutions.

1. Mimic the electroweak gauge theory and give the gluons mass through spontaneous
symmetry breaking in the Higgs mode.

2. Hypothesize that the non-linear nature of the color gauge fields leads to a spatial
confinement of the gluons and quarks, so that they are never observed as free particles.

There are strong hints from non-perturbative calculations that local SU(3)c is indeed
confining. This, coupled with the absence of experimental candidates for free quarks or for
free massive gluons and other phenomenology of the strong interactions, strongly favors
color confinement.

Color Singlet States: One way to impose color confinement is to demand that all
observable states be color singlets [must transform as the 1 representation of SU(3)c],
meaning that observable states carry no net color. If quarks q and antiquarks q̄ form the 3
and 3̄ representations, respectively, of color SU(3), the representations arising from the
simplest quark and antiquark combinations of two or three quarks and antiquarks are

qq̄ = 3 ⊗ 3̄ = 1 ⊕ 8 qq = 3 ⊗ 3 = 6 ⊕ 3̄,
qqq̄ = 3 ⊗ 3 ⊗ 3̄ = 3 ⊕ 6̄ ⊕ 3 ⊕ 15,
qqq = 3 ⊗ 3 ⊗ 3 = 1 ⊕ 8 ⊕ 8 ⊕ 10,

(19.28)

and quarks in the combinations qqq and qq̄ can form color singlet states, corresponding
to hadrons of finite mass. We can express this more formally as the requirement that all
hadrons correspond to color singlets with wavefunctions of the form

Ψ
i j
meson � δαβ q̄ αi q

β
j Ψ

i jk

baryon � εαβγ qαi q
β
j qγ

k
,

where α, β, γ are color indices and i, j, k are flavor/spin indices, and implied sums over
repeated color indices ensure that these are color singlet states. Then the confinement of
color in hadrons and the observation of the quark combinations qqq and qq̄ predominantly
in physical hadrons is (in a sense) explained: no observable state can have a net color.5

19.2.2 The QCD Lagrangian Density

The Lagrangian density for QCD is taken to be

LQCD =
∑
f

ψ f

(
iD/ − m f

)
ψ f −

1
4

F j
μνF

μν
j , (19.29)

5 This does not address color confinement at a fundamental level. We have simply issued an edict that color is
confined by restricting physical states to color SU(3) singlet representations. The proof that color is confined in
QCD is a difficult strongly interacting problem that can be solved only by large-scale numerical lattice gauge
simulations. Such calculations generally support the hypothesis that color is confined by non-linear interactions
of the gluon fields.



334 19 The Standard Model

where the covariant derivative is

Dμ = ∂μ +
i
2
gλ� A�

μ D/ ≡ γμDμ, (19.30)

λ� denotes the SU(3) matrices of Eq. (8.2), A�
μ represents the μth spacetime component of

the �th gauge boson vector potential with � = 1, 2, 3, . . . , 8, flavor is labeled by f , and g is
the SU(3)c gauge coupling strength. From Eq. (16.53) the gluon field tensor is

F j
μν = ∂μAj

ν − ∂νAj
μ − g f

jk�
Ak
μA�

ν , (19.31)

where the SU(3) structure constants f jk� were given in Eq. (8.4). The quarks are color
triplets, with a composite spinor for each flavor f ,

ψ f =
����

q red

qblue

qgreen

����f ≡
����
q1

q2

q3

����f ≡
����

R
B
G

����f . (19.32)

Gluon coupling to all quark flavors in Eq. (19.29) is characterized by a single gauge
coupling constant g, so flavor symmetry is broken only through inequivalent masses m f .

19.2.3 Symmetries of the QCD Lagrangian Density

The QCD Lagrangian density (19.29) has several important symmetries, in addition to
invariance under the discrete symmetries P, C, and T (but see Box 25.2).

1. The QCD Lagrangian density is invariant under global phase rotations ψ f → eiθ f ψ f ,
implying conservation of the number of quarks of flavor f .

2. It has approximate flavor symmetry if differences in quark masses m f are ignored so that
LQCD is invariant under ψ j = Ujkψk , with Ujk a unitary matrix acting on flavor indices.
Then the light quarks u and d lead to good SU(2) isospin symmetry, while including the
somewhat heavier strange quark s yields approximate SU(3)f flavor symmetry.

3. If quark masses are ignored, LQCD may be separated into terms involving only left-
handed quarks qL and terms involving only right-handed quarks qR, using the chiral
projection operators of Section 14.5.4:

qL ≡
1
2

(1 − γ5)q qR ≡
1
2

(1 + γ5)q.

For the three lightest flavors (u, d, s), this implies a symmetry of the Lagrangian density
under the direct product of global SU(3) flavor rotations on left-handed and right-handed
fields. This SU(3)L × SU(3)R symmetry is called chiral invariance.6

These flavor and chiral symmetries are broken (explicitly) by the small but not zero quark
masses, as discussed further in Box 19.2.

6 Restricting to only u and d quarks leads to the chiral SU(2)L × SU(2)R symmetry described in Section 33.1.1.
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Box 19.2 Current and Constituent Masses for Quarks

For a three-flavor quark model, explicit breaking of chiral symmetry in the QCD Lagrangian density (19.29)
comes from the mass terms for up (u), down (d), and strange (s) quarks (using shorthand likeψumuψu ≡
muūu),

L ′ = muūu + md d̄d + ms s̄s,

where comparison with data indicates that

mu � 4 MeV md � 3 MeV ms � 100 MeV.

These masses appear directly in the QCD Lagrangian density and are called the current masses of the quarks.
They are considerably smaller than the constituent masses of the quarks

Mu � 300 MeV Md � 300 MeV Ms � 500 MeV,

which are effective masses for quarks in composite hadrons. The constituent masses are larger than the current
masses because they include the effect of interactions in addition to the “bare” current mass. These masses
explain the approximate phenomenological symmetries of the strong interactions.

1. The approximate chiral symmetry of the strong interactions is a consequence of the current masses of
the three lightest quarks being smaller than the characteristic strong interaction energy scale of several
hundred MeV.

2. Approximate isospin symmetry results from u and d quarks having constituent masses that are almost
equal.

3. Approximate SU(3) flavor symmetry is a result of the u, d, and s quark constituent masses being relatively
similar.

Isospin SU(2) and flavor SU(3) are of utility as phenomenological symmetries. However, we have limited
fundamental insight into the constituent masses responsible for them because much of the effective mass
is generated by interactions that are non-perturbative and thus difficult to calculate and understand.

19.2.4 Asymptotic Freedom and Confinement

The effective coupling α(Q2) for gauge interactions depends on Q2 ≡ −q2, where q2 is the
squared momentum transfer. It may be evaluated in perturbation theory by summing the
contributions of relevant Feynman diagrams. The results of this complex task for quantum
electrodynamics (QED) and quantum chromodynamics (QCD) are [41, 166, 174]

αQED
(
Q2) = α

(
m2)

1 −
α
(
m2)

3π
ln
(

Q2

m2

) αQCD
(
Q2) = 12π

(33 − 2Nf) ln
(

Q2

Λ2

) , (19.33)
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(a) (b) (c)

Fig. 19.3 Feynman diagrams (see Box 14.3) for vacuum polarization in abelian and non-abelian theories. Wiggly lines
indicate abelian gauge bosons (photons), coiled lines indicate non-abelian gauge bosons (gluons), and solid lines
indicate particles and antiparticles. The physical meaning of diagrams (a), (b), and (c) is explained in Box 19.3.

where m is the particle restmass, the momentum transfer is assumed to be much larger
than the restmass, Q2 ! m2, the QED coupling at mass scale m is α(m2), the number
of quark flavors energetically accessible at Q2 is Nf, and Λ is the empirical QCD scale
parameter, which is determined experimentally to be Λ ∼ 200 MeV. Thus we see that the
gauge coupling strengths vary with momentum transfer (“running coupling constants”).
Comparison of QED and QCD couplings in Eq. (19.33) suggests quite different behavior:
the number of known quark flavors is much less than 33/2, so the QCD running coupling
tends to zero as Q2 → ∞. Since by uncertainty principle arguments large momentum
transfer implies short-range interactions, QCD interactions become weaker at smaller
separations.

Asymptotic Freedom: This property is called asymptotic freedom, since the
QCD interaction strength approaches zero asymptotically at large momentum
transfer.

The asymptotically free behavior of QCD differs from that of QED, where interaction
increases with momentum transfer. This difference is a consequence of gauge symmetry, as
explained in Box 19.3 and Fig. 19.3. Conversely, Eq. (19.33) indicates that for increasing
separation between interacting particles the strength of QCD increases. This is only
suggestive, since Eqs. (19.33) were obtained in perturbation theory and are not valid for
large interaction strength. However, non-perturbative QCD calculations and data indicate
that the interaction strength indeed continues to grow with increased distance, which leads
to color confinement.

Color Confinement: QCD coupling increases at low momentum transfer, which
prevents the propagation of states that are not SU(3)c singlets. This color
confinement precludes the appearance of free quarks or gluons in experiments.

As already noted, color confinement is thought to be a consequence of the strong non-linear
gluon interactions expected in QCD at low momentum transfer.

19.2.5 Exotic Hadrons and Glueballs

Only qqq, q̄q̄q̄, and q̄q color-singlet states are seen in typical experiments but QCD allows
configurations with more than three quarks or antiquarks if they can couple to color singlet
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Box 19.3 Vacuum Polarization and Local Gauge Invariance

Asymptotic freedom for QCD is a consequence of the momentum dependence of local gauge couplings
arising from vacuum polarization processes in which gauge bosons create virtual excitations of the vacuum, as
illustrated in Fig. 19.3. The difference between the momentum dependence of QED coupling and QCD coupling
in Eq. (19.33) lies in the types of vacuum polarization processes that can occur, which ultimately traces to
fundamental differences between the abelian U(1) gauge symmetry of QED and the non-abelian SU(3)c gauge
symmetry of QCD.

Vacuum Polarization in Abelian Gauge Theories

The Feynman diagram in Fig. 19.3(a) is a typical abelian QED vacuum polarization process where (reading the
diagram from left to right) interaction of two particles produces a photon (wiggly line), the photon produces a
virtual particle–antiparticle excitation of the vacuum (the loop, with a particle indicated by a right arrowhead
and an antiparticle by a left arrowhead), and then the virtual particle–antiparticle pair annihilates to produce
another photon, which can then interact with other particles. Such virtual interactions with the vacuum
modify the effective coupling in a momentum-dependent way.

Vacuum Polarization in Non-Abelian Gauge Theories

In a non-abelian gauge theory a similar vacuum polarization process as for QED occurs, with abelian photons
replaced by non-abelian gauge bosons (gluons for QCD); see Fig. 19.3(b). However, for non-abelian gauge
theories like QCD there is another possibility that is illustrated in Fig. 19.3(c): a particle interaction creates a
gluon and the gluon produces a gluon loop corresponding to two virtual gluons, which annihilate to produce
a gluon. This type of diagram can occur only for a non-abelian gauge symmetry like SU(3)c because only in
non-abelian theories can gauge bosons couple to themselves, as required in Fig. 19.3(c).

Counting Colors

The first term in the factor (33−2Nf) for the QCD coupling in Eq. (19.33) comes from evaluation of gluon loops
as in Fig. 19.3(c), while the second term comes from evaluation of fermion loops, as in Fig. 19.3(b). The absence
of the first term in QED is responsible for its opposite momentum dependence relative to QCD. For a universe
such as ours with only a few quark flavors apparent at low energies, (33 − 2Nf) is positive and αQCD

(
Q2)

decreases with increasing momentum transfer, leading to asymptotic freedom for the strong interactions.
The ultimate reason is related to dominance of gluon loops over quark loops in vacuum polarization, which
depends on group theory: there are only three quark colors [fundamental representation of SU(3)c], but there
are eight gluons [adjoint representation of SU(3)c].

states. For example, you are asked to show in Problem 19.5 that qqq̄q̄ has a color singlet in
its decomposition and so is a valid multi-quark state. Such states are called exotic hadrons.
Even more unusually, since QCD is a non-abelian theory the gauge bosons (gluons) self-
interact and could bind into a multi-gluon state, either alone or in the presence of quarks.
Bound states of pure gluons are called glueballs; bound states of gluons and quarks are
called hybrids. Quarks transform as a 3 and gluons as an 8 under SU(3)c, so the simplest
combinations of gluons (G), quarks (q), and antiquarks (q̄) yielding color singlets are
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(GG)1 : (8 ⊗ 8)1 (GGG)1 : (8 ⊗ 8 ⊗ 8)1

(Gqq̄)1 : [8 ⊗ (3 ⊗ 3)8]1 (Gqqq)1 : [8 ⊗ (3 ⊗ 3 ⊗ 3)8]1,
(19.34)

where the subscripts 1 and 8 denote SU(3) coupling to singlet and octet representations,
respectively, and a notation like [8 ⊗ (3 ⊗ 3)8]1 means that the 3 and 3̄ are first coupled
to an 8, and then that 8 is coupled to another 8 to give a 1. A few such states have been
reported experimentally but as of 2021 the vast majority of observed states are traditional
mesonic and baryonic particles.

19.3 The Gauge Theory of Fundamental Interactions

In summary, the modern theory of the electromagnetic, weak, and strong interactions (the
Standard Model) is a Yang–Mills theory based on the local gauge group

G = SU(2)w × U(1)y × SU(3)c, (19.35)

where w denotes weak isospin, y denotes weak hypercharge, and c indicates the color
degree of freedom. The electroweak sector is partially unified in the SU(2)w × U(1)y
gauge symmetry. The unification is incomplete because the direct product structure of the
electroweak gauge group means that there are two independent gauge coupling constants
for electroweak interactions, with the relationship between them specified by the empirical
Weinberg angle θW defined in Eq. (19.25). In contrast the strong interactions are described
by the SU(3)c gauge group, which is semisimple and has a single gauge coupling constant.
Thus, in the Standard Model gauge group (19.35) there are three independent gauge
coupling constants because of the overall direct product structure. In Ch. 34 we shall
address the possibility that this gauge structure might be further unified in a larger gauge
group that is not a direct product and thus could be characterized by a single universal
gauge coupling strength (grand unification).

Background and Further Reading

Pedagogical introductions to the Standard Model may be found in Aitchison and Hey [7],
Cheng and Li [41], Guidry [85], Halzen and Martin [103], Quigg [166], and Ryder [174].

Problems

19.1 Verify the weak isospin and weak hypercharge quantum number assignments in
Table 19.1, given the charges Q in the last column. Verify the weak isospin and weak
hypercharge assignments for the complex scalar doublet in Eq. (19.9).
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19.2 Demonstrate that an explicit Dirac mass term in the electroweak Lagrangian of the
form mψψ as in Eq. (16.10) would violate gauge symmetry. Show that a mass
introduced by breaking the gauge symmetry spontaneously using Eq. (19.13) with
μ2 < 0 is gauge invariant, and obtain Eq. (19.20) from Eq. (19.13). ***

19.3 Show that the Weinberg angle θW is related to the coupling strengths g and g′ by√
g2 + g′2 =

g

cos θW
=

g′

sin θW
,

for the electroweak model, and that Eq. (19.23) is equivalent to Eq. (19.26). ***

19.4 Prove that the generators (τ1, τ2, K) of Eq. (19.17) for the local SU(2)w × U(1)y
standard electroweak symmetry annihilate the vacuum state but that the charge
generator Q does not.

19.5 One possible exotic QCD hadronic structure is qqq̄q̄. Assuming the quarks and
antiquarks to transform according to the fundamental and conjugate representations
of an SU(3) color symmetry, respectively, find the color SU(3) irreps corresponding
to qqq̄q̄ and show that SU(3) color singlets occur in this product.

19.6 Assume the basis vectors of the fundamental representation for color SU(3) to
correspond to the “colors” r , g, and b. Write the properly symmetrized wavefunction
corresponding to a singlet color SU(3) state. Show that if a gluon G transforms as
the adjoint SU(3)c representation, both GG and GGG have a 1 in their SU(3) irrep
content; thus, particles of this composition (glueballs) might exist in nature. ***

19.7 Demonstrate that for colors r , g, and b, color SU(3) two-quark states are of the form
qq = 3 ⊗ 3 = 6 ⊕ 3̄, with

3 (antisymmetric) = (rg − gr , rb − br , bg − gb),
6 (symmetric) = (rg + gr , rb + br , gb + bg, rr , gg, bb).

Show that this implies that the non-color part of any two-quark wavefunction in a
baryon must be symmetric. ***

19.8 Verify the color SU(3) representations for combinations of three or fewer quarks and
antiquarks given in Eq. (19.28).

19.9 Prove that Eq. (19.34) gives the simplest multi-gluon and gluon–quark states that
contain an SU(3) color singlet in the decomposition.



20 Dynamical Symmetry

Historically the primary function of groups and algebras in physics was to impose conser-
vation laws that have nothing directly to do with dynamics. For example, the entire machin-
ery of angular momentum coupling and recoupling discussed in Chs. 6 and 30 is only
about systematic angular momentum conservation in quantum states. Other than requiring
angular momentum to be a good quantum number in all processes, it places no constraints
on dynamics. However, as suggested in Section 3.6, it has been realized increasingly that
Lie algebras can also determine the dynamics of physical systems. Such applications are
much more powerful than those that merely impose conservation laws and selection rules
because they go beyond constraining what is allowed to prediction of what actually hap-
pens. Two broad theoretical categories exploit the dynamical implications of Lie algebras:
(1) local gauge theories and (2) dynamical symmetries. Local gauge fields were described
in Chs. 16 and 19. In this chapter we introduce the formalism of dynamical symmetries and
demonstrate their power by applying them to emergent states of graphene in a magnetic
field, while Chs. 23, 31, and 32 will describe applications in various other contexts.

20.1 The Microscopic Dynamical Symmetry Method

The dynamical symmetry method applied to many-body systems uses generators of groups
and subgroups to construct a microscopic theory imposing a truncation of the full Hilbert
space to a tractable subspace; Fig. 20.1(a) illustrates. Such a drastic truncation is justified
if it leads to correct matrix elements for physical observables, as illustrated in Fig. 20.1(b).
Even though a dynamical symmetry theory and some other theory may use very different
methodologies, they both must produce matrix elements of observables as physical output.
Thus valid comparisons are through matrix elements; wavefunctions and operators sepa-
rately are not observables and are relevant only in that they may be helpful pedagogically.
We now give a formal statement of the dynamical symmetry method applied microscopi-
cally to a strongly correlated system, beginning with the following assertion [218].

Strongly correlated states in fermion or boson many-body quantum systems
imply a corresponding dynamical symmetry described by a Lie algebra obeyed
by the second-quantized operators representing the emergent modes (Box 20.1).

340
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Fig. 20.1 (a) Emergent-symmetry truncation of the full Hilbert space to a collective subspace using principles of fermion
dynamical symmetry. (b) Comparison of matrix elements among different theories and data. Wavefunctions and
operators are not observables. Only matrix elements are related directly to experimental data and serve as valid
comparison criteria.

Box 20.1 Emergent Modes in Many-Body Systems

Many topics in this book deal with emergent states, which are strongly correlated modes that are not present
in the weakly interacting system and that emerge spontaneously (without external intervention) because of
many-body correlations. Thus they are closely associated with spontaneous symmetry breaking. Such states
are also described as collective (common in nuclear physics) or are said to be states with long-range order
(common in condensed matter physics). Examples include collective rotational bands in heavy nuclei and
superconductivity/superfluidity observed across many disciplines.

Emergent states are characterized by strongly collective effects, suggesting the correlated motion of
many particles, and typically exhibit large values of particular matrix elements indicative of that correlation.
Typically they are not connected adiabatically (not linked by a continuous series of infinitesimal changes in
configuration) to states of the weakly interacting system because they are separated from weakly correlated
states by phase transitions. Thus, emergent states will be prominent in the discussion of quantum phases and
quantum phase transitions in Ch. 23. Comprehensive descriptions of emergent states using fermion dynamical
symmetries are given in this chapter and in Chs. 31 and 32.

This conjecture is supported by a large amount of evidence from various fields of many-
body physics, as we shall document.

20.1.1 Solution Algorithm

Assuming the preceding conjecture, we may find microscopic solutions for emergent states
in quantum many-body systems by the following dynamical symmetry algorithm.

1. Identify a set of emergent degrees of freedom thought to be physically relevant for the
problem at hand, guided by phenomenology and theory.
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2. Close a commutation algebra on the second-quantized operators creating, annihilating,
and counting these modes. This Lie algebra is termed the highest symmetry, and may be
specified completely in terms of microscopic generators for emergent physical modes.

3. Identify a collective subspace of the full Hilbert space by requiring that matrix elements
of the operators found in the preceding step do not cause transitions out of the collective
subspace. This dramatic reduction of the space is termed symmetry dictated truncation.
Collective states in this subspace are of low energy but their wavefunction components are
selected by symmetry, not energy, and will often contain strongly correlated low-energy
and high-energy components of a basis appropriate for the weakly interacting system.

4. Identify subalgebra chains of the highest symmetry ending in algebras for relevant
conservation laws, like for charge and spin. Associated with these Lie algebras will be
corresponding Lie groups. Each subalgebra chain or corresponding subgroup chain defines
a dynamical symmetry of the highest symmetry. Multiple dynamical symmetries may be
associated with a given highest symmetry, each defining a quantum phase of the system,
and transitions between dynamical symmetries will be quantum phase transitions (Ch. 23).

5. Construct Hamiltonians that are polynomials in the Casimir invariants (dynamical sym-
metry Hamiltonians) for subgroup chains. Each chain defines a wavefunction basis labeled
by eigenvalues of chain invariants (Casimirs and elements of the Cartan subalgebras), and
a Hamiltonian that is diagonal in that basis because it is constructed from invariants. Thus,
the Schrödinger equation can be solved analytically for each chain, by construction.

6. Examine the physical content of each dynamical symmetry by calculating relevant
matrix elements. This is possible because of the eigenvalues and eigenvectors obtained
in step 4, and because consistency requires that transition operators be related to group
generators; otherwise transitions would mix irreducible multiplets and break the symmetry.

7. Construct the most general Hamiltonian in the model space as a linear combination of
terms in the Hamiltonians for each symmetry group chain. Invariant operators of different
subgroup chains do not generally commute, so an invariant for one chain may be a source
of symmetry breaking for another. Thus the competition between different dynamical
symmetries and the corresponding quantum phase transitions may be studied.

8. More ambitious formulations can be solved by (a) perturbation theory around the
symmetric solutions (which corresponds to perturbation theory around a non-perturbative
vacuum), (b) numerical diagonalization of symmetry breaking terms, or (c) coherent state
(see Ch. 21) or other approximations to the full Hamiltonian described above in step 7.
Applications in various fields are given in Refs. [24, 93, 98, 116, 117, 118, 218, 223].

20.1.2 Validity and Utility of the Approach

The only approximation in the microscopic dynamical symmetry approach is the Hilbert
space truncation. If all degrees of freedom are incorporated the resulting theory is
microscopic and exact. Practically, only select degrees of freedom can be accommodated
and the effect of the excluded space must be incorporated through renormalized (effective)
interactions operating in the truncated space. It follows that the utility of this approach
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depends on (1) making a wise choice for the relevant emergent degrees of freedom
and corresponding symmetries, and (2) having sufficient phenomenological or theoretical
information to specify the effective interactions. The validity of the resulting formalism
then stands on whether predicted matrix elements agree with corresponding physical
observables, once a small set of effective interaction parameters has been fixed by
comparison with the global data set.

20.1.3 Spontaneously Broken Symmetry and Dynamical Symmetry

Spontaneous symmetry breaking (Ch. 17) is closely related to dynamical symmetry
because spontaneously broken symmetry may be viewed as the restriction of a vector freely
rotating in a multidimensional configuration space to precession about a limited number
of axes. That is, spontaneously broken symmetry corresponds to selecting dynamically
a preferred direction in an otherwise isotropic configuration space, so we may expect a
close relationship among dynamical symmetries, spontaneously broken symmetries, and
the appearance of collective condensates and long-range order. Later we shall use the
method of generalized coherent states (see Ch. 21) to demonstrate explicitly the connection
between dynamical symmetry and spontaneous symmetry breaking at a mean-field level.

20.1.4 Kinematics and Dynamics

The approach discussed above has much in common with the local gauge theories
discussed in Ch. 16 (though methodologies are different), in that the symmetries in
question are internal, associated not with the structure of spacetime but with properties of a
Hamiltonian and wavefunction defined at each spacetime point. Just as gauge theories rep-
resent internal symmetries at local spacetime points and imply dynamics, the symmetries
introduced here are internal symmetries that entail dynamics. That is, gauge field theories
are to Poincaré invariance (Ch. 15) as the dynamical symmetries to be discussed here are
to space group classifications of lattice electronic states (Ch. 5). Spacetime classifications
constrain only kinematics but the new symmetries introduced here, just as for local gauge
theories, do much more: they imply dynamics. We note in addition that the idea emerging
in later discussion of dynamical symmetries based on non-abelian symmetries being richer
with fewer free parameters than abelian counterparts because of constraints imposed by
commutators is also a characteristic ingredient of local gauge field theories.

20.2 Monolayer Graphene in a Strong Magnetic Field

Later chapters will give various examples of applying the microscopic dynamical sym-
metry method outlined in Section 20.1.1 to strongly correlated fermionic systems. Here
we illustrate the method by studying electronic states for monolayer graphene in a strong
magnetic field, guided by the presentations in Refs. [87, 221, 223].
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Fig. 20.2 (a) Electronic dispersion [energy versus momentum (kx, ky)] of graphene calculated in a tight-binding model with
no magnetic field. Two inequivalent points in the Brillouin zone (points not connected by reciprocal lattice vectors;
see Section 5.3) are labeled K and K′. (b) Near these K-points the dispersion is linear, leading to six Dirac cones. The
Fermi surface for undoped graphene lies at E = 0 in this diagram. (c) The six minima in the conduction band at
the Dirac cones are called valleys, which are labeled by K or K′. The two possible valley labels K or K′ for an electron
are termed valley isospin.

20.2.1 Electronic Dispersion in Monolayer Graphene

Comprehensive reviews of graphene physics may be found in Refs. [78, 157]. Here
we recall only select features relevant to the present discussion. In real space undoped
graphene has a bipartite 2D honeycomb lattice structure that corresponds to two interlock-
ing triangular sublattices, labeled A and B.1 The two-fold degree of freedom specifying
whether an electron is on the A or B sublattice is termed the sublattice pseudospin. The
electronic dispersion of graphene is illustrated in Fig. 20.2(a). Inequivalent points in the
Brillouin zone are labeled K and K ′. Near these points the dispersion is approximately
linear, leading to the Dirac cones shown in the expanded view of Fig. 20.2(b). For
undoped graphene the Fermi surface lies at the apex of the cones, where the level density
vanishes and the effective electronic mass tends to zero.2 Thus low-energy electrons

1 Recall the real-space direct lattice, the momentum-space reciprocal lattice, and the Brillouin zone discussed in
Ch. 5. A lattice consisting of two interlocking sublattices is called bipartite. By undoped we mean graphene in
its pure state, without added electron donors or receptors.

2 Graphene is an example of a semimetal (see Box 5.1). The valence and conduction bands just touch at the Fermi
surface for the discrete Dirac cones in Fig. 20.2.
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Fig. 20.3 (a) Energy for massless Dirac electrons as a function of magnetic field strength B. (b) One configuration for
occupation of the n = 0 Landau level in monolayer graphene, where the spin of the electron is indicated by an up
or down arrow and the valley quantum number is labeled by K or K′. Splitting and occupation are schematic only
[221, 223]. Reproduced with permission from Scientific Reports: The Ground State of Monolayer Graphene in a
Strong Magnetic Field, L.-A. Wu and M. W. Guidry, 6, 22423 (2016).

are governed approximately by a Dirac equation for massless electrons in which the
part of the speed of light is played by the Fermi velocity (velocity of electrons at the
Fermi surface).

Whether a conduction electron is in one of the six locations for the Dirac cones is termed
the valley degree of freedom, labeled by the two distinct values K and K ′ in Fig. 20.2(c).
The 2D electronic spin degree of freedom and the 2D electronic valley (K ) degree of
freedom are most elegantly expressed in terms of independent spin and valley isospin
symmetries.3 Spin may be described by a vector of Pauli matrices σ = (σx , σy , σz ), with
the standard representation in terms of 2× 2 matrices (3.11) obeying the SU(2) Lie algebra
(3.12). The σi operate on a (Pauli) spinor basis of spin-up and spin-down electrons denoted
by |↑〉 and |↓〉, respectively. Analogous valley isospin equations result if we define SU(2)
Pauli matrix representations for the valley isospin operators τ = (τx , τy , τz ) that operate
on the valley isospinor basis with components |K〉 and |K ′〉.

20.2.2 Landau Levels for Massless Dirac Electrons

Monolayer graphene in a strong magnetic field is of particular interest because it
exhibits quantum Hall effects such as those described in Ch. 28 for 2D electron gases in
semiconductor heterostructures, but with new features associated with modification of the
2D electron gas by the structure of graphene that are summarized in Box 20.2. Thus we are
motivated to study massless Dirac electrons in a strong magnetic field.

Landau Levels for Graphene: Figure 20.3(a) illustrates the energy for massless Dirac
electrons in a magnetic field of strength B, obtained by solving the Dirac equation with a
vector potential describing the magnetic field. States are labeled by a principal quantum

3 For brevity “valley isospin” is sometimes termed simply “isospin.” Of course valley isospin has nothing to do
with elementary particle isospin. It is just suggestive terminology indicating that there are two possible valley
states, which can be described concisely by an SU(2) symmetry if they are degenerate.
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Box 20.2 Quantum Hall Effects for Graphene in a Magnetic Field

As discussed in Ch. 28, a quantum Hall effect is signaled by a plateau in the Hall conductance having quantized
values σxy = νe2/h, where the filling factor ν is defined in Eq. (28.12). Such plateaus indicate formation of
an incompressible quantum liquid, with a ground state separated from excited states by an energy gap.

Integer Quantum Hall States for Graphene

The graphene integer quantum Hall effect (IQHE) is similar to the integer quantum Hall effect in conventional
2D semiconductor heterostructures with the following exceptions.

1. In addition to the two-fold spin degeneracy (neglecting Zeeman splitting), there is a two-fold valley
degeneracy associated with distinct K and K ′ points in the Brillouin zone. Thus filling factors change
in steps of four between plateaus in the Hall resistance.

2. For graphene the filling factor ν defined in Eq. (28.12) vanishes for half filling of the lattice (ground state),
since the electron density ne tends to zero there. Thus no integer quantum Hall effect is expected in
graphene for ν = 0.

Integer quantum Hall effects have been observed in graphene for filling factors ν = ±2,±6,±10, . . .,
implying Hall resistance quantization at filling factors

ν =
hne
eB
= 4
(
n +

1
2

)
= 4n + 2.

This sequence is quite different from the IQHE sequence described in Ch. 28 for a 2D electron gas, but
likely results from modification of the same underlying physics by the four-fold spin–valley graphene
degeneracies.

Electron–Electron Correlations in Graphene

A fractional quantum Hall effect (FQHE) requires strong electron–electron correlations, which are enhanced
by high degeneracy. The Dirac cone dispersion with the Fermi level located at the apex of the cones in Fig. 20.2
implies that low-energy excitations occur in regions of reduced electron density, disfavoring correlations.
But by applying a strong perpendicular magnetic field the resulting Landau quantization leads to bunching
of levels into regions of locally high degeneracy that are more favorable for the development of strong
correlations.

Fractional Quantum Hall States for Graphene

Landau levels (LL) become strongly correlated when low-energy excitations involve only transitions between
states within the same LL. This limit has two important physical implications. (1) The four-fold spin–valley
degeneracy leads to SU(4) quantum Hall ferromagnetic states, discussed in Section 20.2.3. (2) The strong
correlations can produce incompressible states at partial LL filling that are reminiscent of FQHE states in
semiconductor devices. Experiments at higher magnetic field strengths have observed graphene FQHE states
at filling factors such as 0, ±1,±4.
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number n and a quantum number λ indicating particle-like (+) and hole-like (−) states.
Each Landau level labeled by n has a high orbital degeneracy Ωk , and an additional four-
fold degeneracy associated with spin and valley isospin. In Fig. 20.3(b) one configuration
for occupying the n = 0 level is exhibited. The ground state would be a superposition of
such configurations and in the limit of Coulomb-only interactions the four levels shown
labeled by valley K or K ′ and spin up or down would be degenerate. This suggests an
SU(4) symmetry associated with the valley isospin and spin degrees of freedom, since the
fundamental representation of SU(4) consists of four degenerate states.

Degeneracies and Level Filling: The single-particle states within a single Landau level
may be labeled by the quantum numbers (n, mk ), where n indicates the Landau level and
mk distinguishes degenerate states within the Landau level. In the absence of spin and
valley degrees of freedom the states (n, mk ) of the Landau level hold a maximum of 2Ωk

electrons, where from solution of the Dirac equation in a magnetic field

2Ωk =
BS

(h/e)
, (20.1)

with B the strength of the magnetic field, S the area of the two-dimensional sample, and
h/e = 4.136 × 10−15 Wb the magnetic flux quantum. But graphene has four additional
internal degrees of freedom associated with the |spin〉 ⊗ |isospin〉 space, so there are four
copies of each Landau level and the total electron degeneracy 2Ω is given by

2Ω = 4(2Ωk ) =
4BS
(h/e)

. (20.2)

The fractional occupation f of the single Landau level may be defined as4

f ≡ n
2Ω
=

N
Ω

, (20.3)

where n is the number of electrons and N = 1
2 n is the number of electron pairs. For half

filling of the n = 0 Landau level located at the Fermi surface (ground state of undoped
graphene) the electron number ngs is then

ngs = Ω =
2BS
(h/e)

. (20.4)

These degeneracies and occupation numbers are just the standard results for relativistic
Landau levels in a 2D electron gas subject to a strong perpendicular magnetic field, but
modified by the graphene valley degree of freedom.

Effective Hamiltonian: Let us consider a single n = 0 Landau level, with a Hamiltonian

H = HC + Hv + HZ, (20.5)

where HC is the (valley independent) Coulomb interaction, Hv is the valley isospin and spin
interaction, HZ is the magnetic Zeeman interaction, and the z direction for the spin space

4 The Landau level fractional occupation f should not be confused with the quantum Hall filling factor ν defined
in Eq. (28.12). For monolayer graphene the two are related by ν = 4( f − 1

2 ) [223].
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is assumed aligned with the magnetic field [130, 220]. The short-range, valley-dependent
interaction may be written

Hv =
1
2

∑
i�j

[
gzτ

i
zτ

j
z + g⊥(τixτ

j
x + τ

i
yτ

j
y )

]
δ(r i − r j ), (20.6)

in terms of the parameters gz and g⊥. For realistic situations we may expect the Coulomb
interaction to dominate, with Hv and HZ acting as relatively small perturbations.

20.2.3 SU(4) Quantum Hall Ferromagnetism

Letting α = (x, y, z), β = (x, y), and using mk to label Landau states, the set of 15
operators

Sα =
∑
mk

∑
τσσ′

〈
σ′

 σα |σ〉 c†τσ′mk

cτσmk
(20.7a)

Tα =
∑
mk

∑
σττ′

〈
τ′

 τα |τ〉 c†τ′σmk

cτσmk
(20.7b)

Nα =
1
2

∑
mk

∑
σσ′τ

〈τ | τz |τ〉
〈
σ′

 σα |σ〉 c†τσ′mk

cτσmk
(20.7c)

Παβ =
1
2

∑
mk

∑
σσ′ττ′

〈
τ′

 τβ |τ〉 〈σ′

 σα |σ〉 c†τ′σ′mk

cτσmk
(20.7d)

closes an SU(4) Lie algebra that commutes with HC [130, 220]. Thus, if Hv and HZ are
small compared with HC, the Hamiltonian (20.5) has an approximate SU(4) invariance that
becomes exact if Hv = HZ = 0. In Eqs. (20.7) the generator S represents the total electronic
spin, T represents the total valley isospin, in the n = 0 Landau level N is a Néel vector
measuring the difference in spins on the A and B sublattices, and Παβ couples the spin and
valley isospin. Four explicit symmetry breaking patterns may be identified, depending on
the relative values of the valley parameters gz and g⊥, as shown in Fig. 20.4 [130, 220].

Example 20.1 From the leftmost subgroup chain in Fig. 20.4, for arbitrary non-zero values
of gz and g⊥ the SU(4) symmetry is broken to SU(4) ⊃ SU(2)s × U(1)v ⊃ U(1)s × U(1)v,
where SU(2)s is associated with global conservation of spin and U(1)s with conservation
of its z component, and U(1)v is associated with conservation of the Tz component of
the valley isospin. In the absence of Zeeman splitting spin is conserved but only the z
component of the valley isospin is conserved. The full Hamiltonian (20.5) conserves only
the z components of spin and valley isospin, corresponding to the subgroup U(1)s×U(1)v.

The examples in Fig. 20.4 correspond to breaking the symmetry through explicit terms
added to the Hamiltonian (see Section 17.2). This can describe states that differ only
slightly from the symmetric SU(4) state but cannot account for highly collective states
observed in this system. These represent spontaneous (not explicit) breaking of the
SU(4) symmetry for the weakly perturbed system, which creates fundamentally new
states that cannot be deformed continuously into states of the weakly perturbed system.
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Fig. 20.4 Explicit symmetry breaking pattern for SU(4) quantum Hall ferromagnetism generated by the operators in Eq.
(20.7) [130, 220]. Reproduced with permission from Scientific Reports: The Ground State of Monolayer Graphene in
a Strong Magnetic Field, L.-A. Wu and M. W. Guidry, 6, 22423 (2016).

Fig. 20.5 (a) Valley isospin (τ) and spin (σ) quantum numbers. (b) The two valley isospin labels K and K ′. (c) The four
corresponding basis vectors.

Such emergent states can be studied numerically but we now demonstrate a dynamical
symmetry solution that can recover such emergent states analytically. This is simpler,
easier to visualize, avoids errors associated with use of small bases in many numerical
simulations, and leads to new emergent modes that have not been discussed previously.
We begin by enlarging the group structure through inclusion of spin–isospin pair (particle–
particle and hole–hole) operators, in addition to the particle–hole operators of Eq. (20.7).

20.2.4 Fermion Dynamical Symmetries for Graphene

Spin and valley isospin quantum number assignments for a useful basis are illustrated in
Fig. 20.5. The table in Fig. 20.5(a) also displays a unique mapping of these four states to a
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label mi that takes the four possible projection quantum numbers
{
± 1

2 ,± 3
2

}
of a fictitious

angular momentum i = 3
2 ; the motivation for this mapping will become apparent later.

Example 20.2 Consider the basis state labeled |2〉 in Fig. 20.5(c). The electron occupies
valleys labeled by valley isospin K (τ = +) [see Fig. 20.5(b)] with spin down (σ =↓);
thus this basis state corresponds to the second row of the table in Fig. 20.5(a).

We shall use both the label a and the label mi to distinguish the basis states in Fig. 20.5(a).

SO(8) Generators: Let us introduce an operator A†
ab

that creates a pair of electrons, one in
the a = (τ1, σ1) level and one in the b = (τ2, σ2) level, with the total mk labeling different
n = 0 Landau states coupled to zero term by term,

A†
ab
=
∑
mk

c†amk
c†
b−mk

, (20.8)

and its hermitian conjugate A
ab
= (A†

ab
)†, which annihilates a corresponding electron pair.

Each index a or b ranges over four values, implying 16 components in Eq. (20.8). However,
the antisymmetry requirement for fermionic wavefunctions reduces this to six independent
operators A†, with six independent hermitian conjugates A. Introduce also the 16 particle–
hole operators Bab through

Bab =
∑
mk

c†amk
c
bmk
− 1

4
δabΩ, (20.9)

where δab is the Kronecker delta and Ω is the total degeneracy of the single Landau level.
The commutators for the 28 operators A, A†, and B are found to be [39]

[ A
ab

, A†
cd

] =−Bdbδac − Bcaδbd +Bcbδad +Bdaδbc [ Bab , Bcd ] = δbcBad −δadBcb

[ B
ab

, A†
cd

] = δ
bc

A†
ad
+ δ

bd
A†ca [ Bab , Acd ] = −δac Abd − δad Acb , (20.10)

which is isomorphic to an SO(8) Lie algebra.

A More Physical Basis: We wish to exploit dynamical symmetries of the SO(8) algebra
(20.10), but to simplify interpretation it is useful to transform to a new basis. First note
that the SO(8) particle–hole operators (20.9) can be replaced by the operators of Eq. (20.7)
through a comparison of their definitions, as illustrated in the following example.

Example 20.3 Consider the spin operator Sy . From Eq. (20.7a),

Sy =
∑
mk

∑
τσσ′

〈
σ′

 σy |σ〉 c†τσ′mk

c
τσmk

=
∑
mk

(
−ic†
+↑mk

c
+↓mk

+ ic†
+↓mk

c
+↑mk

− ic†−↑mk
c−↓mk

+ ic†−↓mk
c−↑mk

)
= −iB12 + iB21 − iB34 + iB43,
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where the representation (3.11) for σ2 = σy was employed and equivalences between the
indices a and (τ, σ) in the table of Fig. 20.5(a) were used to map to indices for Bab .

By a similar procedure the other 14 operators of Eq. (20.7) may be expressed in terms of
the Bab operators, as shown in Problem 20.2 and Ref. [223].

Next, because spin is conserved if Zeeman splitting is ignored, and valley isospin is
approximately conserved for low-lying states, it is useful to rewrite the pairing operators
in a form coupled to states of good spin and isospin. An electron pair creation operator
coupled to good spin and good valley isospin may be defined by (see Section 6.3)

A
†ST
MS MT

≡
∑
m1mk

∑
n1n2

〈
1
2 m1

1
2 m2




 S MS〉
〈

1
2 n1

1
2 n2




 T MT 〉 c†m1n1mk
c†m2n2−mk

, (20.11)

where S is the total spin of the pair with MS its projection, T is the total valley isospin of
the pair with MT its projection, the SU(2) Clebsch–Gordan coefficient

〈
1
2 m1 1

2 m2

 S MS〉
couples the spins to good total spin |SMS〉, and the SU(2) Clebsch–Gordan coefficient〈

1
2 n1 1

2 n2

 T MT 〉 couples the valley isospins to good total isospin |T MT 〉. Antisymmetry
restricts the fermion pair wavefunction to (S = 1, T = 0) or (S = 0, T = 1). A convenient
set satisfying these conditions consists of the six coupled pairing operators,

S† =
1
√

2

(
A†14 − A†23

)
D†0 =

1
√

2

(
A†14 + A†23

)
D†1 = A†13 D†−1 = A†24 D†2 = A†12 D†−2 = A†34

(20.12)

and the six corresponding hermitian conjugates S = (S†)† and Dμ = (D†μ)† (see
Problem 20.4). Since Eq. (20.12) and the SU(4) generators (20.7) expressed in terms
of the operators Bab (as in Example 20.3 and Problem 20.2) represent independent linear
combinations of the generators of SO(8) defined in Eqs. (20.8) and (20.9), the 28 operators

GSO(8) = {Sα, Tα, Nα, Παx , Παy , S0, S, S†, Dμ, D†μ} (20.13)

are also generators of SO(8) that will now be used to explore dynamical symmetry for
monolayer graphene in a magnetic field.

SO(8) Pair States in Graphene: The configurations resulting from application of the
creation operators to the pair vacuum are illustrated in Fig. 20.6, as are the configurations
generated by the linear combinations

|Q±〉 = Q†± |0〉 ≡
1
2
(
S† ± D†0

) |0〉 = 1
2
( |S〉 ± |D0〉

)
, (20.14)

which will be useful later. The physical meaning of the states in Fig. 20.6 may be elucidated
by constructing the corresponding electronic configurations, as in the following example.

Example 20.4 Consider D†2 in Fig. 20.6. From Eqs. (20.12) and (20.8)

D†2 =
1
√

2
A
†10
10 = A†12 =

∑
mk

c†1mk
c†2−mk

=
∑
mk

c†
K↑mk

c†
K↓−mk

,
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–1–2

–

–

Fig. 20.6 Configurations resulting from the pair creation operators operating on the vacuum |0〉. Location of the dots (K or
K′ site) indicates valley isospin; arrows indicate spin polarization.

where the correspondence between the index a = 1, 2, 3, 4 and the valley (K or K ′) and
spin (↑↓) labels in Fig. 20.5(a) was used. Thus D†2 |0〉 creates a state with a spin-up
and a spin-down electron on each equivalent site K . Going around the hexagon the net
spin is zero on each site but the charge changes from 0 to −2 between adjacent sites,
which is called a charge density wave. Likewise D†−2 generates a charge density wave on
the K ′ sites.

It is convenient to characterize these states in terms of order parameters defined in the basis
(20.13) (see Problem 20.6):

〈Sz〉 = 〈n̂1〉 − 〈n̂2〉 + 〈n̂3〉 − 〈n̂4〉 〈Tz〉 = 〈n̂1〉 + 〈n̂2〉 − 〈n̂3〉 − 〈n̂4〉
〈Nz〉 = 〈n̂1〉 − 〈n̂2〉 − 〈n̂3〉 + 〈n̂4〉,

(20.15)

where n̂i is the number operator counting particles in basis state |i〉 and the expectation
value is taken with respect to the collective wavefunction.

1. The net spin is measured by 〈Sz〉, which characterizes ferromagnetic order.
2. The difference in charge between the K and K ′ sites is measured by 〈Tz〉, which

characterizes charge density wave order.
3. The difference in spins between the K and K ′ sites is measured by 〈Nz〉, which

characterizes antiferromagnetic (also termed Néel or spin density wave) order.

The order parameters for the configurations in Fig. 20.6 are worked out in Problem 20.3.
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Example 20.5 In Example 20.4 we concluded that D†2 |0〉 is a component of a charge density
wave. The solution of Problem 20.3 supports this interpretation since it gives 〈Tz〉 = 2 and
〈Sz〉 = 〈Nz〉 = 0 for this state, which is consistent with a state having charge density wave
order, but no ferromagnetic or antiferromagnetic order.

From the order parameters we find the following physical interpretation of the operators
creating the pair states in Fig. 20.6.

1. The operators D†±2 applied to the pair vacuum generate charge density waves.
2. The operators D†±1 applied to the pair vacuum distribute electrons equally on all sites

with all spins aligned. These are components of a ferromagnetic state.
3. The operators S†, D†0, and the linear combinations Q†± involve configurations with a

single spin on each site but with spin direction alternating between adjacent sites. This
is termed an antiferromagnetic spin wave.

The SO(8) Collective Subspace: A 2N-particle state with no broken pairs is produced by
acting N times on the pair vacuum with SO(8) pair creation operators [98, 218],

|SO(8)〉 = (S†)NS (D†)ND |0〉 , (20.16)

where S† and D† are defined in Eq. (20.12) and Fig. 20.6, NS is the number of S pairs,
ND is the number of D pairs, and N = NS + D.5 The portion of the full Hilbert space
spanned by the states (20.16) is the collective subspace of Fig. 20.1(a). Following the
procedure described in Section 20.1.1, the SO(8) symmetry can be used to construct
effective Hamiltonians that are diagonal in this space, and the SO(8) generators do not
couple this subspace to the rest of the Hilbert space. Since the pair basis described
in Fig. 20.6 exhibits finite charge density wave, ferromagnetic, and antiferromagnetic
expectation values, the pair condensate (20.16) can produce a rich variety of strongly
correlated states corresponding to spontaneously broken symmetries. Let us examine some
of those solutions.

20.2.5 Graphene SO(8) Dynamical Symmetries

Graphene SO(8) subgroup chains that end in the group SU(2)σ × U(1)c imposing spin
and charge conservation are shown in Fig. 20.7,with Zeeman splitting ignored. If Zeeman
splitting is included it will influence directly only the spin sector and break SU(2)σ to
U(1)σ generated by Sz . Seven distinct subgroup chains are displayed. Each defines an
emergent mode and corresponding quantum phase for which matrix elements and therefore
observables such as energies, order parameters, and transition rates may be calculated
analytically. The following examples describe several of these subgroup chains.

5 More generally, the wavefunction can contain u broken pairs. For simplicity we consider only the lowest-energy
states here, which will be assumed to correspond to u = 0 since those are the most collective states.
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U(1)c ´ SU(4)

SO(8)

S, T, N, Πx, Πy

S0, S, S , D, D

SO(5) ´ SU(2)p

SO(5) ´ U(1)cSU(2)σ ´ SU(2)p
´ U(1)c

SU(2)σ ´ SU(2)v
´ U(1)c

SU(2)σ ´ U(1)c

S, S0

S, Tz, Πx, Πy , S0
S, S0, S, S S, Tz, N, S0 S, T, S0

SU(2)σ ´ U(1)v
´ U(1)c

SO(7)

S, T, N, Πx,

Πy, S0

S, Tz, Πx, Πy,
S0, S, S

S, Tz, Πx, Πy

S0, D, D S, Tz, S0

SU(2)σ ´ SU(2)σ
´ U(1)c ´ U(1)v

K K'

Charge and 
spin conserved

Fig. 20.7 SO(8) dynamical symmetry chains with group generators for graphene in a magnetic field [87, 221, 223].
The subgroup chains define seven distinct dynamical symmetries that correspond to different emergent states
compatible with the SO(8) highest symmetry. Reproduced with permission from Scientific Reports: The Ground
State of Monolayer Graphene in a Strong Magnetic Field, L.-A. Wu and M. W. Guidry, 6, 22423 (2016).

Example 20.6 The generators (S, S†, S0) close an SU(2)p algebra and the generators
{Sα, Παx , Παy , Tz } close an SO(5) algebra and commute with the SU(2)p generators.
Furthermore, the components of the total spin Sα generate an SU(2)σ subgroup of SO(5)
and S0 generates a U(1)c subgroup of SU(2)p. Thus one emergent state corresponds to the
dynamical symmetry subgroup chain

SO(8) ⊃ SO(5) × SU(2)p ⊃ SU(2)σ × SU(2)p ⊃ SU(2)σ × U(1)c,

where the final group SU(2)σ × U(1)c imposes conservation of spin and charge. Alterna-
tively, SO(5) may be broken according to the dynamical symmetry pattern

SO(8) ⊃ SO(5) × SU(2)p ⊃ SO(5) × U(1)c ⊃ SU(2)σ × U(1)c,

which also conserves spin and charge but corresponds to a different emergent state.

Example 20.7 A U(4) ⊃ U(1)c × SU(4) subgroup of SO(8) may be obtained by removing
the 12 pairing operators from the SO(8) generator set. The U(1)c subgroup is generated
by the particle number (charge) and the SU(4) subgroup is generated by the 15 remaining
operators defined in Eq. (20.7). There are then several options for subgroup chains.

(a) The subset {Sα, Παx , Παy , Tz } defines generators of the SO(5) symmetry discussed in
Example 20.6 and so forms an SO(5) subgroup of SU(4). Hence
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SO(8) ⊃ U(1)c × SU(4) ⊃ SO(5) × U(1)c ⊃ SU(2)σ × U(1)c

is one possible SU(4) subgroup chain.
(b) If there is little inter-valley scattering the spin within each valley is separately
conserved, implying SU(2)Kσ ×SU(2)K

′
σ symmetry. Thus a second SU(4) subgroup chain is

SO(8) ⊃ U(1)c × SU(4) ⊃ SU(2)Kσ × SU(2)K
′

σ × U(1)c × U(1)v ⊃ SU(2)σ × U(1)c,

where U(1)v is generated by Tz .
(c) A third possible SU(4) subgroup chain is

SO(8) ⊃ U(1)c × SU(4) ⊃ SU(2)σ × SU(2)v × U(1)c ⊃ SU(2)σ × U(1)c,

which corresponds to simultaneous conservation of both spin and valley isospin. These
three dynamical symmetry chains correspond to different emergent states having the same
SO(8) highest symmetry but different values of effective interaction parameters.

Example 20.8 The 21 operators {Sα, Παx , Παy , Tz , S0, D†μ, Dμ} close an SO(7) subalgebra
of SO(8) and the subset {Sα, Παx , Παy , Tz , S0} closes an SO(5) × U(1)c subalgebra of
SO(7), implying a third subgroup chain

SO(8) ⊃ SO(7) ⊃ SO(5) × U(1)c ⊃ SU(2)σ × U(1)c.

This chain is of special interest because it defines a critical dynamical symmetry that
represents an entire phase exhibiting critical behavior, as discussed in Box 20.3 below.

Emergent and Perturbative States: Figure 20.7 bears a superficial resemblance to
Fig. 20.4 but the implied physics differs fundamentally. In Fig. 20.4 the symmetry is
broken explicitly by terms in the Hamiltonian. The resulting states are perturbations of
a state corresponding to a spin–isospin multiplet that would be degenerate [exact SU(4)
symmetry] if Hv = HZ = 0 in Eq. (20.5). Conversely, in the dynamical symmetry chains
of Fig. 20.7 the symmetry has been broken spontaneously. These states are emergent and
represent different quantum phases of the theory that cannot be related perturbatively to
each other or to the original weakly interacting states.

20.2.6 Generalized Coherent States for Graphene

The dynamical symmetry limits displayed in Fig. 20.7 result from particular choices of the
coupling parameters appearing in the Hamiltonian. They have exact analytical solutions
for physical matrix elements. For arbitrary values of coupling parameters solutions will
correspond to superpositions of the different symmetry-limit solutions that do not have
exact analytical forms. In this more general case solutions could be obtained numerically
since the collective subspace is highly truncated. However, there is a powerful alternative:
the generalized coherent state approximation described in Ch. 21, which permits analytical
solutions for arbitrary coupling-parameter values.

The simplest way to visualize the nature of the collective states implied by the group
chains of Fig. 20.7 is to examine their total energy surfaces in coherent state approximation.
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We illustrate by restricting to the three SO(8) subgroup chains of Fig. 20.7 that contain the
SO(5) × U(1)c subgroup. Thus the corresponding coherent state solutions will represent a
superposition of the symmetry-limit solutions for the

SO(8) ⊃ SO(5) × SU(2)p ⊃ SO(5) × U(1)c

SO(8) ⊃ U(1)c × SU(4) ⊃ SO(5) × U(1)c SO(8) ⊃ SO(7) ⊃ SO(5) × U(1)c
(20.17)

chains of Fig. 20.7, which will be termed the SO(5) × SU(2), SU(4), and SO(7) symme-
tries, respectively. The ground state energy may be determined through the variational
condition δ

〈
η

 H 

η〉 = 0, where 

η〉 is the coherent state and H is the SO(8) Hamiltonian.

Another Useful Basis: For evaluation of coherent states it is useful to introduce a new
basis for the particle–hole operators given by6

Pr
μ =

∑
m jml

(−1)
3
2+ml

〈
3
2 m j

3
2 ml




 r μ
〉

Bm j−ml
, (20.18)

with the definition

Bm j−ml
≡
∑
mk

c†m jmk
c−mlmk

− 1
4
δm j−ml

Ω, (20.19)

where m j and ml take the values of the fictitious angular momentum projection mi in
Fig. 20.5(a), providing a labeling equivalent to that of a and b in Bab , with m j or ml values{

3
2 , 1

2 ,− 1
2 ,− 3

2

}
mapping to a or b values {1, 2, 3, 4}, respectively.

Example 20.9 From Fig. 20.5(a), we see that Bab = B12 and Bm jml
= B3/2,1/2 label the same

quantity, which is defined through either Eq. (20.9) or Eq. (20.19).

The index r in Eq. (20.18) can take values r = 0, 1, 2, 3, with 2r + 1 projections μ for
each possibility, giving a total of 16 operators Pr

μ. By inserting the explicit values of the
Clebsch–Gordan coefficients in Eq. (20.18) the 16 independent Pr

μ may be evaluated in
terms of the Bab . These are worked out in Problem 20.8 and summarized in Ref. [223].

Example 20.10 From the solution of Problem 20.8,

P0
0 =

∑
m jml

(−1)
3
2+ml

〈
3
2 m j

3
2 ml




 0 0〉 Bm j−ml

=
1
2

(B−3/2,−3/2 + B−1/2,−1/2 + B1/2,1/2 + B3/2,3/2)

=
1
2

(B44 + B33 + B22 + B11),

where the mapping between the labels mi in line 2 and a in line 3 is given in Fig. 20.5(a),
and Bab is defined in Eq. (20.9).

6 This basis is convenient because the Ginocchio SO(8) model of nuclear structure physics discussed in
Section 31.1 was formulated using this basis. Thus, much of the group theory required for applying SO(8)
symmetry to graphene has already been worked out in terms of this basis, most notably in Ref. [230].



357 20.2 Monolayer Graphene in a Strong Magnetic Field

It is convenient to introduce a number operator ni through

ni ≡ Bii =
∑
mk

c†imk
cimk

− Ω
4

, (20.20)

where 2Ω is the degeneracy of the space for particles contributing to SO(8) symme-
try. Introducing a total particle number operator n ≡ n1 + n2 + n3 + n4, we may
also define

S0 ≡
n −Ω

2
= P0

0 , (20.21)

where the last equality is proved in Problem 20.9. Physically, S0 is half the particle
number measured from half filling (n = Ω). Thus, we shall now work in an SO(8) generator
basis

G ′
SO(8) = {P1, P2, P3, S0, S, S†, Dμ, D†μ}, (20.22)

where the particle–hole operators in this basis and those in (20.13) can be related by
expressing both in terms of the Bab defined in Eq. (20.9), as illustrated in Problem 20.7.
The explicit SO(8) commutation algebra for the generators (20.22) is given in Ref. [223].

Coherent State Energy Surfaces: The Hamiltonian may now be written

H = H0 + G0S†S + G2D† · D +
∑

r=1,2,3
br Pr · Pr , (20.23)

where the coefficients G0, G2, and br are effective interaction strengths in the truncated
collective subspace, D† · D ≡ ∑μ D†μDμ and Pr · Pr ≡ ∑μ Pr

μPr
μ, and we assume H0 to

be constant in first approximation. The coherent state is a general SO(8) solution that is
not restricted to the dynamical symmetry limits but it is highly instructive to evaluate the
coherent state energy surface for each dynamical symmetry limit. For the chains (20.17)
the total energy surface is given by [230]

Eg(n, β) = 〈H〉 = Ng
[
Agβ

4 + Bg(n)β2 + Cg(n) + Dg(n, β)
]

, (20.24)

where n is the particle number, β is the single order parameter characterizing these states
(which measures antiferromagnetic order and indicates the mixture of S and Dμ pairs
in the ground state),7 and the parameters Ng, Ag, Bg(n), Cg(n), and Dg(n, β), which
depend on the group g, are tabulated in Ref. [223]. The ground states in the coherent
state approximation at fixed n/2Ω will be given by those values of β ≡ β0 that correspond
to minima of the energy surface E(n, β). Evaluation of these constraints for Eq. (20.24)
indicates that [230]

β
SU(2)×SO(5)
0 = β

SO(7)
0 = 0 β

SU(4)
0 = ±

√
n/4Ω. (20.25)

Energy surfaces for these SO(8) symmetry limits are shown in Fig. 20.8(a–c).

7 As shown in Problem 20.10, the AF order parameter 〈Nz 〉 is maximized at the values of β that correspond to
minimum total energy.
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Fig. 20.8 Coherent state energy surfaces for monolayer graphene in a magnetic field [221]. (a)–(c) Energy surfaces versus
the AF order parameter β for the three dynamical symmetry limits of Fig. 20.7 displayed in Eq. (20.17). Curves
labeled by fractional occupation f = n/2Ω defined in Eq. (20.3). (d)–(f) Ground state ( f = 0.5) energy
surfaces corresponding to (a)–(c). The inset diagrams in (d)–(f) indicate schematically the corresponding ground
state wavefunctions in terms of the configurations in Fig. 20.6. Reproduced with permission from Scientific Reports:
The Ground State of Monolayer Graphene in a Strong Magnetic Field, L.-A. Wu and M. W. Guidry, 6, 22423 (2016).

20.2.7 Physical Interpretation of the Energy Surfaces

The physical meaning of the energy surfaces displayed in Fig. 20.8(a–c) is illustrated in
Fig. 20.8(d–f), and may be understood from the following considerations. The coherent
state wavefunction corresponding to N = n/2 pairs conserves particle number only on
average, so it is a superposition of terms having different pair numbers p [223, 230],

|SO(5) × SU(2)〉 =
∑
p

Cp

(
S†
)p
|0〉 �

(
S†
)N
|0〉 ,

|SU(4)〉 =
∑
p

Cp

(
S† ± D†0

)p
|0〉 = 2

∑
p

Cp

(
Q†±
)p
|0〉 �

(
Q†±
)N
|0〉 ,

(20.26)

where the coefficients Cp are given in Ref. [230], the pair operators S† and Q†± are defined
in Eqs. (20.12) and (20.14) (see also Fig. 20.6), and the final approximations are justified
because the fluctuation in particle number is small (Problem 20.5) and thus dominated by
terms in the sum with p ∼ N . From Eq. (20.26) and the results of Problem 20.3, we have
the following.
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1. The SO(5) × SU(2) state in Fig. 20.8(d) is a coherent superposition of S pairs, with
vanishing order parameters 〈Sz〉, 〈Tz〉, and 〈Nz〉 or 〈β〉.

2. The SU(4) state in Fig. 20.8(f) is a coherent superposition of Q− or Q+ pairs that
has vanishing ferromagnetic order 〈Sz〉 and charge density wave order 〈Tz〉, but finite
AF order parameters 〈Nz〉 or 〈β〉. The degenerate energy minima imply spontaneous
breaking of the symmetry if one of them is chosen as the physical ground state.8

3. The SO(7) state in Fig. 20.8(e) is a superposition of S and Q± pairs that looks like
SO(5) × SU(2) states for β ∼ 0 and SU(4) AF states for β ∼ ±β0:


β = 0

〉
∼ (S†)N |0〉 


β = β0

〉
∼ (Q+)N |0〉 


β = −β0

〉
∼ (Q−)N |0〉 , (20.27)

where β = β0 = ±(n/4Ω)1/2 corresponds to a minimum of the energy in the SU(4)
limit.9 In the SO(7) ground state these configurations are nearly degenerate in energy.

Thus the SO(5) × SU(2) and SU(4) dynamical symmetries may be distinguished by the
order parameters 〈Nz〉 or 〈β〉, which vanish in the SO(5) × SU(2) state and are finite in the
SU(4) state. The SO(7) dynamical symmetry is characterized by maximal fluctuations in
〈β〉. It is an example of a critical dynamical symmetry, discussed further in Box 20.3.

20.2.8 Quantum Phase Transitions in Graphene

The transitions between different dynamical symmetry chains that inherit from a given
highest symmetry correspond to quantum phase transitions, which can be studied by vary-
ing control parameters in the coherent state approximation. In Ref. [223] the approximate
SO(8) coherent state Hamiltonian

H = G0S†S + b2P2 · P2 (20.28)

was used to study transitions among the quantum phases defined by the dynamical
symmetries (20.17). The approximate Casimir expectation values associated with dominant
symmetries of the subgroup chains are [223]

〈CSO(5)×SU(2)〉 ∼ 〈S†S〉 〈CSU(4)〉 ∼ 〈P2 · P2〉 〈CSO(7)〉 ∼ 〈S†S〉 + 〈P2 · P2〉.

Defining a control parameter q ≡ b2/G0, the Hamiltonian (20.28) can be rewritten,

H = G0(S†S + qP2 · P2) (20.29)

and q tunes the Hamiltonian (20.29) between SU(2) × SO(5) and SU(4) quantum phases,
via an intermediate SO(7) quantum phase displaying quantum critical behavior.

1. If q 1 the ground state energy surface is approximated by Fig. 20.8(d), with a
minimum at β = 0, no antiferromagnetic order, and SU(2) × SO(5) dynamical symmetry.

8 Figures 20.8 are slices along a particular axis in order-parameter space. The full diagrams are multidimensional.
For example, the full version of Fig. 20.8(f) is similar to a multidimensional version of Fig. 17.4.

9 For the undoped ground state of graphene n = 2Ω and β0 = (n/4Ω)1/2 = ± 1
2 . Thus the fluctuations in

β suggested by the ground state energy surface in Fig. 20.8(e) are the largest possible, since they represent
excursions over the full range of β permitted by SO(8) symmetry for a Landau level containing n electrons.
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Box 20.3 Critical Dynamical Symmetries

The SO(8) ⊃ SO(7) dynamical symmetry chain discussed in Section 20.2.7 is a specific example of a general
phenomenon called critical dynamical symmetry [229].

Universality of Critical Dynamical Symmetry

Critical dynamical symmetry has been shown to occur with strikingly similar features in nuclear structure
physics [218, 229, 230], high-temperature superconductors [93, 98, 222], and monolayer graphene in magnetic
fields [87, 221, 223]. Figure 20.10 illustrates this surprising universality. The

• SO(8) ⊃ SO(7) dynamical symmetry in Fig. 20.10(a),
• SU(4) ⊃ SO(5) dynamical symmetry in Fig. 20.10(b), and
• SO(8) ⊃ SO(7) dynamical symmetry in Fig. 20.10(c)

all exhibit a common set of properties associated with critical dynamical symmetry.

1. The energy surface is extremely flat as a function of an order parameter, implying classically an infinity
of nearly degenerate states that can have extremely different wavefunctions and values of the order
parameter.

2. They exhibit interpolation properties as in Eq. (20.27), where fluctuations in an order parameter provide a
doorway between two other phases of the theory.

3. In cases studied thus far, the doorway provided by critical dynamical symmetry typically connects a phase
with spontaneously broken symmetry to one where the symmetry has been restored (see Fig. 20.9).

4. The flat energy surfaces may produce systems having strong complexity (extreme sensitivity to initial
conditions) and fluctuations [97, 98].

5. The critical dynamical symmetry may be viewed as a generalization of a quantum critical point to an entire
quantum critical phase.

As a consequence, it has been proposed that critical dynamical symmetry may be a fundamental organizing
principle for quantum criticality and quantum phase transitions in complex systems exhibiting more than one
emergent mode [98].

Degeneracy and a Better Wavefunction

The flat energy surfaces for critical dynamical symmetries imply the existence of many nearly degenerate
classical ground states distinguished by different values of an order parameter and possibly very different
wavefunction components. As discussed in Ch. 22, this suggests that a better ground state with lower energy
could be found by using the generator coordinate method of Section 22.2 to obtain a new ground state that is
a superposition of the nearly degenerate quantum critical states.

2. If q! 1 the ground state energy surface is approximated by Fig. 20.8(f), with spon-
taneously broken symmetry corresponding to a set of degenerate energy minima at
|β | � 0, SU(4) dynamical symmetry, and antiferromagnetic order.

3. If q ∼ 1, the ground state energy surface is approximated by Fig. 20.8(e), with SO(7)
critical dynamical symmetry and with large fluctuations in the AF order parameter β.
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Fig. 20.9 Total energy surfaces illustrating SO(8) quantum phase transitions for graphene in a magnetic field. Dashed curves
correspond to∼SO(5) × SU(2) symmetry, solid curves to∼SU(4) symmetry, and dotted curves to SO(7) critical
dynamical symmetry mediating the transition from SO(5) × SU(2) to SU(4). (a) Particle number fixed and
coupling strength ratio q as control parameter. The figure shows coherent state energy surfaces as a function of
q ≡ G0/b2 for a fractional occupation f = n/2Ω = 0.5. (b) Coupling strength fixed and particle number as
the control parameter. The figure shows coherent state energy surfaces for different filling fractions f = n/2Ω
at fixed q = 2.5.

Figure 20.9(a) illustrates SO(8) quantum phase transitions controlled by varying the
coupling strength q. The dotted curves near q∼ 1 correspond to ∼SO(7) symmetry
mediating the quantum phase transition from SO(5) × SU(2) to SU(4). Quantum phase
transitions also may be implemented by varying particle number (filling fraction) at
constant q. This is illustrated in Fig. 20.9(b), with dotted curves near n/2Ω∼ 0.25
mediating the transition from SO(5) × SU(2) to SU(4). Section 23.7 gives a more general
discussion of the close relationship between dynamical symmetry and quantum phase
transitions.

20.3 Universality of Emergent States

Figure 20.10 illustrates the remarkable universality of emergent dynamical symmetries for
a broad range of disciplines. The systems compared there differ fundamentally at the
microscopic level and yet exhibit a clear universality manifested through a similar Lie
group structure for the generators of symmetries responsible for emergent states.

Dynamical symmetries encode collective macroscopic similarities of emergent
states; effective interactions parameterize smoothly the differences that follow
from underlying microscopic structure for those macroscopic states.

A striking aspect of this universality is the systematic occurrence of critical dynamical
symmetries, as discussed in Box 20.3. This universality extends beyond qualitative sim-
ilarities: dynamical symmetries provide microscopic descriptions of phenomena within
given subfields. Thus Fig. 20.10(a,b) provides a unified picture of collective states in heavy
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Fig. 20.10 Similarity in the dynamical symmetry chains and the ground coherent state energy surfaces for dynamical
symmetry in (a) nuclear structure [218], (b) high-temperature superconductivity [93, 222], and (c) monolayer
graphene in a strong magnetic field [221]. The plot contours show total energy as a function of an appropriate
order parameter, with each curve corresponding to a different value of a particle number parameter.

atomic nuclei and the antiferromagnetic and superconducting states of a high-temperature
superconductor, but at the same time, Figs. 31.6, 31.7, 31.8, and 32.8(a) demonstrate
computation of observables in quantitative agreement with data within each subfield.

20.3.1 Topological and Algebraic Constraints

The universality of dynamical symmetries for collective modes across multiple fields
having completely different underlying microscopic physics that is suggested by Fig. 20.10
is perhaps surprising. We might think that many possible Lie algebras could describe these
modes, which raises the issue of uniqueness. How does a dynamical symmetry description
pick out a unique set of Lie algebras for problems within a field, or even across completely
disparate fields that leads to the universality of a Fig. 20.10? The ultimate reason lies in
topological properties of the Lie group manifolds and in the restrictiveness of Lie algebras,
which leads to a “quantization” of candidate Lie groups such that only a few relatively
small groups are viable for description of emergent states.
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1. Topological constraints: Emergent states are typically bound states, which restricts
to the subset of compact Lie groups. This is a topological constraint (on the group
manifold), since compactness is a topological invariant; see Section 24.3.1.

2. Algebraic constraints: Compact groups have the further restriction that emergent
physical degrees of freedom be represented by generators that are functions of fermion
creation and annihilation operators, and only some sets of generators constructed
from acceptable fermion operators close a Lie algebra under commutation. This
algebraic constraint further restricts the candidate Lie groups to a subset of the compact
Lie groups.

3. Dimensionality constraints: Emergent states are characterized by only a few effective
degrees of freedom (often expressed as order parameters), implying that their emergent
dynamical behavior is described by groups with a relatively small number of generators.

As a consequence of these restrictions, only groups having certain discrete numbers of
generators are candidates for dynamical symmetries in realistic physical systems.

These ideas are illustrated further in Fig. 20.11, where we use the Lie group classification
in Appendix D to enumerate all compact Lie groups having fewer than 50 generators. Of

Fig. 20.11 (a) Number of generators (dimension) for compact Lie groups with fewer than 50 generators. (b) Only four
compact groups have more than 10 and fewer than 35 generators, and also include pair generators. (c) Of these
SU(4) ∼ SO(6) and SO(7) commonly appear as subgroups of SO(8), leaving SO(8) and Sp(6) as unique
highest groups.
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Fig. 20.12 Fitting competing but different collective modes into a collective subspace as in (b) is much more constrained than
fitting similar uncorrelated modes into the same subspace as in (a).

these compact groups, only four have more than 10 and fewer than 35 generators, and
also include pair (two-particle or two-hole) generators: SU(4), SO(7), Sp(6), and SO(8).10

Finally, we note that SU(4) ∼ SO(6) and SO(7) commonly appear as subgroups of SO(8),
leaving SO(8) and Sp(6) as the candidate highest groups having fewer than 35 generators
(with many of the smaller compact groups appearing as subgroups of these highest
symmetries). Figure 20.12 illustrates in a geometrical analogy the constraint imposed by
fitting five collective modes (the “puzzle pieces” A–E) into the same highest symmetry (the
container box). In Fig. 20.12(a) the small squares fit together in many ways to fill the box.
Conversely, in Fig. 20.12(b) there is only one way to arrange pieces to exactly fill the box.
Any other shape for the pieces, any other spatial relationship between them, the absence of
any pieces, or the presence of any additional pieces, will prevent filling the box exactly.

Example 20.11 In the theory of non-abelian superconductivity described in Section 32.3, the
minimal symmetry accommodating antiferromagnetism (AF), superconductivity based on
singlet (spin-0) pairing (SC), and conserved spin and charge is SU(4). However, AF, SC,
spin, and charge operators alone do not close under commutation of generators. If triplet
(spin-1) pairing operators are added, the full set of 15 operators defined in Eqs. (32.2)
exactly closes SU(4). The set of AF, singlet pairing, triplet pairing, spin, and charge
operators defined in Eqs. (32.2) is the analog of the set of collective modes A–E in
Fig. 20.12(b), and the commutator algebra obeyed by these SU(4) generators is the alge-
braic analog of the geometrical relationship among “puzzle pieces” required to exactly tile
the container.

10 The restriction to compact groups accommodating pair operators as generators is motivated physically since
efficient description of emergent states often requires such generators. A major reason is that pair operators
allow a natural definition of a pair-condensate collective subspace, as in Eq. (20.16). The cases displayed in
Fig. 20.10 all include pairing operators among their generators and a collective subspace of the form (20.16).
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The other cases in Fig. 20.10 exhibit a similar minimal higher symmetry that can
just accommodate physical operators characteristic of the emergent modes, as in
Example 20.11.

20.3.2 Analogy with General Relativity

The view of Hilbert space constrained by dynamical symmetries advocated here has an
abstract similarity to general relativity. Einstein realized that the universality of gravity
(independence of gravity from the nature of the object experiencing a gravitational force;
for example, gravitational acceleration does not depend on mass or any other intrinsic
property) meant that gravity must be a consequence of spacetime manifold structure, not
of interactions between specific objects in spacetime. In like manner, the universality
observed for emergent modes in many-body systems across many disciplines derives from
the structure of a similar Hilbert space submanifold selected by dynamical symmetries [91].

20.3.3 Analogy with Renormalization Group Flow

For those with some knowledge of the renormalization group,11 there also is an analogy
of the present discussion with renormalization group flow because dynamical symmetries
distinguish “relevant operators” characterizing the collective subspace from “irrelevant
operators” that enter only parametrically into the collective behavior. The “flow” is in the
dimensionality of the generator space; as it is decreased from the full Hilbert space toward
the collective subspace by taking successive subgroups of the full Hilbert space symmetry,
the influence of irrelevant operators is neglected or absorbed into smoothly varying
parameters, leaving only relevant operators to define explicitly the collective subspace.
Universality is implied because differences between problems are represented by irrelevant
operators but the relevant operators define collective subspaces having common algebraic
structures across problems. In this view the flow to fixed points for the renormalization
group is analogous to the dynamical symmetry chains discussed here.

Background and Further Reading

Additional applications of dynamical symmetries to physical problems are given in Chs. 31
and 32, and the deep connections between quantum phase transitions and dynamical
symmetries are elaborated in Section 23.7. Extensive reviews of dynamical symmetries
applied in both fermionic and bosonic many-body systems may be found in Guidry, Sun,
Wu, and Wu [98], Iachello and Arima [116], and Wu, Feng, and Guidry [218].

11 The renormalization group (RG) is a formalism that describes how the properties of a physical system evolve
under change of scale. The RG is a rather technical subject but those aspects relevant to the present discussion
are simple and are explained concisely in the Wikipedia article Renormalization group. The “renormalization
group” is not actually a group; it is instead a semigroup, which is a set with an associated binary operation.
Thus it differs from a group in that it need not have inverses or an identity. The renormalization group is a
semigroup and not a group because an RG transformation often does not have a unique inverse.
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Problems

20.1 Consider the isospin subgroup chain, U(2) ⊃ U(1)B × SU(2) ⊃ U(1)B × U(1)T3
,

where subscripts distinguish the U(1) group generated by baryon number B from
the U(1) group generated by the third component of isospin, T3. Write a Hamiltonian
consisting of a linear combination of the Casimir invariants for this chain and show
that the resulting spectrum can be obtained analytically as

E(NB, T , Q) =
(
a − c

2

)
NB + bT (T + 1) + cQ,

where a, b, and c are constants, and Q ≡ T3 +
1
2 B.

20.2 Write the SU(4) generators of Eq. (20.7) as linear combinations of the operators
Bab defined in Eq. (20.9). Hint: See Example 20.3. ***

20.3 Evaluate the order parameters 〈Sz〉 (ferromagnetic order), 〈Tz〉 (charge density
wave order), and 〈Nz〉 (antiferromagnetic order) for the configurations in
Fig. 20.6. ***

20.4 Evaluate Eq. (20.11) for the six possible pair creation operators corresponding to
S = 1, T = 0 and S = 0, T = 1 in terms of the uncoupled pair operators (20.8).
Hint: Clebsch–Gordan coefficients may be found in the solution of Problem 6.5
and Table C.3; the mapping a = (τ, σ) between the spin (σ) and isospin (τ) labels
in Eq. (20.11), and the single label a used in Eq. (20.8), is given in Fig. 20.5(a). ***

20.5 The generalized coherent state approximation is a (sophisticated) form of mean-
field theory, which means that it does not conserve particle number exactly. For
the SO(8) coherent state applied to graphene in Section 20.2.6, the fractional
uncertainty in electron number Δn is given by [230]

(Δn)2 = 〈n̂2〉 − 〈n̂〉 = 2n − n2

Ω
+ 16Ωβ4

0 − 8nβ2
0,

where β0 is the value of β at the minimum energy. Show that in the SO(5) × SU(2)
and SU(4) limits, respectively,[

Δn
n

]
SO(5)×SU(2)

=

√
1 − f

fΩ

[
Δn
n

]
SU(4)

=

√
1 − 2 f

fΩ
,

where f = n/2Ω is the fractional occupation of the Landau level.

20.6 Verify the equations for the order parameters in Eq. (20.15). Hint: Use the results
of Problem 20.2 to write Sz , Tz , and Nz in terms of the Bab , the definition (20.9),
and that the number operator n̂i counting particles in state |i〉 is given by
Eq. (20.20). ***

20.7 Show that P2
0 defined in Eq. (20.18) and Nz defined in Eq. (20.7c) are equivalent.

Thus the expectation value of either serves as an antiferromagnetic order parameter.
Hint: Both can be expressed in terms of the operators Bab given in Eq. (20.9).
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20.8 Express the 16 generators Pr
μ of Eq. (20.18) as linear combinations of the operators

Bab defined in Eq. (20.9). ***

20.9 Show that for graphene in a magnetic field, P0
0 defined in Eq. (20.18) satisfies

Eq. (20.21). Thus, P0
0 , S0, and n defined in Eq. (20.20) can serve as number

operators.

20.10 The AF order parameter Nz is related to the coherent state order parameter β
by 〈Nz〉= 2Ω|b2 |( f − β2)1/2β, where b2 is a coupling strength and f = 2Ω is the
fractional occupation. Prove that for the graphene SU(4) coherent state the maxi-
mum of Nz occurs for the β value that minimizes total energy. Show that 〈Nz〉max =

Ω|b2 | f , so that the maximum value of the AF order parameter occurs for half filling
of the n = 0 Landau level. Hint: The SO(8) model is particle–hole symmetric, so f
counts electrons up to half filling and holes (absence of electrons) after half filling.
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The idea of coherent states originated with Schrödinger in 1926 [181], but the modern
applications that concern us date from seminal work by Glauber [76, 77] in quantum optics
and its subsequent extension to generalized coherent states by Gilmore [70, 71, 72] and
Perelomov [161]. In this chapter we give an introduction to these methods, which are pow-
erful because they permit dynamical symmetry solutions for arbitrary coupling strengths,
and because they define a connection between dynamical symmetries and the Hartree–
Fock–Bogoliubov and Ginzburg–Landau methods that are staples of more traditional
approaches to the physics of emergent broken symmetry states. Actual implementation is
rather technical. This chapter concentrates on an overview. In Chs. 20, 31, and 32 we will
give results obtained using coherent state approximation, but even there we will largely
relegate details to the references.

21.1 Glauber Coherent States

Glauber’s original work dealt with coherent states of the electromagnetic field, which is a
boson field that may be modeled by a set of harmonic oscillators. In terms of the oscillator
creation operator a† and the corresponding annihilation operator a (see Section 10.1),
Glauber demonstrated that there are three equivalent definitions of coherent states [77].

Definition 1 Coherent states |α〉 are eigenstates of the harmonic oscillator annihilation
operator a, with a |α〉 = α |α〉, where α is a complex number.

Definition 2 Introducing a displacement operator D(α) by

D(α) ≡ eαa
†−α∗a, (21.1)

a coherent state |α〉 may be defined through the action of this operator,

|α〉 = D(α) |0〉 , (21.2)

where |0〉 is the oscillator ground (vacuum) state.

Definition 3 Defining coordinate and momentum operators (q, p) using Eq. (10.2)

q =
1
√

2

(
a + a†

)
p =

−i
√

2

(
a − a†

)
, (21.3)

368
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coherent states exhibit a minimum uncertainty relationship

(Δp)2(Δq)2 =

(
1
2

)2

. (21.4)

This definition motivated Schrödinger’s study of coherent states for the harmonic oscillator
[181]. It is not unique since more than one state can satisfy Eq. (21.3), with differing trade-
offs between Δp and Δq (which is the origin of squeezed states in quantum optics).

The coherent states resulting from these definitions are extremely useful because they
behave in many respects as classical fields. It is of interest to extend these ideas to fields
other than photon fields, but the preceding definitions depend on the properties of harmonic
oscillators and not all fields can be described as collections of harmonic oscillators. In
particular, matter fields are fermion fields and the creation and annihilation operators of
a fermion field do not obey boson commutators. Furthermore, even if the fields admit an
approximate oscillator description, one often finds that oscillator wavefunctions are too
schematic to describe the quantitative features of strongly correlated, many-body systems.
Let us now discuss an alternative formulation of electromagnetic coherent states that
suggests a way to generalize coherent states to particles other than photons.

21.2 Symmetry and Coherent Electromagnetic States

The Hamiltonian operator and the associated Hilbert space determine the quantum
dynamical properties of a system. Let us begin our reformulation of Glauber coherent state
theory by introducing a Hamiltonian for the interaction of photons with an atomic system.
In this and following material we follow the review by Zhang, Feng, and Gilmore [231].

21.2.1 Quantum Optics Hamiltonian

A simple Hamiltonian for interaction of an electromagnetic field with a set of atoms is

H =
∑
k

�ω
k

a†
k
a
k
+
∑
α

εσ(α)
0 +

∑
k,α

γkα ��σ
(α)
+√
N

a
k
+
σ(α)
−√
N

a†
k

�� , (21.5)

where �ω
k

a†
k
a
k

is the energy of the field mode k, and the coupling strength between the
atomic and electromagnetic systems is specified by a state-dependent γkα, which we shall
approximate by a constant γk . Each of the N atoms labeled by the index α is assumed
to be a two-state system, so its dynamical variables can be specified by SU(2) “spin”
operators, (σ±, σ0). Regarding the atomic system as a classical source, the σ operators
become complex numbers and the Hamiltonian may be written

H = H0 + Hint =
∑
k

�n
k
ω

k
+
∑
k

(
λ
k
(t)a†

k
+ λ∗

k
(t)a

k

)
, (21.6)
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where n
k
≡ a†

k
a
k

is the photon number operator and a constant term has been neglected.
This is the semiclassical Hamiltonian of a quantized harmonic oscillator system (the photon
field) in a classical external field provided by the atoms. The term H0 = �nk

ω
k

is the energy
of the free electromagnetic field and the term Hint approximates the interaction of this
field with the atoms. We now use the semiclassical Hamiltonian (21.6) and the associated
Hilbert space to construct an alternative algorithm for generating coherent states of the
electromagnetic field.

21.2.2 Symmetry of the Hamiltonian

Let us drop the index k and treat the modes of the field independently. The Hamiltonian
(21.6) is expressed in terms of four operators, {n̂, a†, a, I}, where n̂ ≡ a†a and I is the unit
operator. Using the oscillator commutation relations [ a, a† ] = 1, it is easily verified that

[ n̂, a† ] = a† [ n̂, I ] = 0 [ n̂, a ] = −a,
[ a†, I ] = 0 [ a, a† ] = I [ a, I ] = 0.

(21.7)

Thus the operators {n̂, a†, a, I} are closed under commutation and generate a Lie algebra.
The corresponding Lie group is termed the Heisenberg–Weyl group H4; its continuous
group elements g are obtained by exponentiating the generators. We shall term this a
dynamical symmetry, since it is associated with an algebraic and group structure for the
Hamiltonian.

21.2.3 Hilbert Space

The Hilbert space associated with the group H4 is spanned by the number eigenstates {|n〉 =
|0〉 , |1〉 , |2〉 , . . .}, with

n̂ |n〉 = n |n〉 |n〉 = (a†)n
√

n!
|0〉 . (21.8)

The energies of the unperturbed states are given by H0 |n〉 = �ω a†a |n〉 = �ωn̂ |n〉 , so the
unperturbed ground state is the field vacuum state |0〉. The ground state of the oscillator
corresponds to n = 0 (no quanta). We shall refer to this state |0〉 as an extremal state, since
from the properties of the oscillator operator algebra no lower-energy state can exist.

21.2.4 Stability Subgroup

A stability subgroup of H4 is generated by a subset of generators closed under commutation
and leaves the extremal state invariant (up to a possible phase). The subalgebra of H4

spanned by the generators {n̂, I} corresponds to a subgroup with elements

h = ei(θn̂+φI ) , (21.9)

where θ and φ are angular variables conjugate to the operators n̂ and I, respectively.
Operating on the extremal state with h then gives

h |0〉 = ei(θn̂+φI ) |0〉 = |0〉 eiφ, (21.10)
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where the last step follows from Problem 3.11(c) and n̂ |0〉 = 0 |0〉. Thus, h leaves the
extremal state |0〉 invariant (up to a phase), and since n̂ and I commute with each other
h is a U(1)×U(1) subgroup of H4 corresponding to two independent U(1) phase rotations.
Usually the phase φ will be irrelevant because we shall be interested in expectation values.

21.2.5 Coset Space

The final ingredient needed to construct the coherent state is the coset space of H4 with
respect to the stability subgroup U(1) × U(1). Recall from Section 2.14.2 that if H is an
invariant subgroup of G the cosets of G with respect to H form a group G/H that is termed
the factor group, and G/H = H4/U(1)×U(1) is the set of elements Ω that provide a unique
decomposition g = Ωh of every g ∈ H4. A typical representative of H4/U(1) × U(1) is

Ω(α) = e(αa†−α∗a) , (21.11)

with α an arbitrary complex parameter. Note that Ω(α) is just the displacement operator D
of Eq. (21.1).

21.2.6 The Coherent State

From the properties exhibited in Eqs. (21.9)–(21.11), the group element g ∈ H4 acting on
the oscillator ground state |0〉 can be factored in the form

g |0〉 = Ω(α)h |0〉 = Ω(α) |0〉 eiφ ≡ |α〉 eiφ, (21.12)

where h ∈ U(1)×U(1) and Ω(α) ∈ H4/U(1)×U(1). But this is the coherent state definition
(21.2), if we identify |α〉 with the state produced by the actions of the coset elements Ω(α)
on the extremal state |Φ0〉; that is, |α〉 ≡ Ω(α) |0〉.

We have obtained Glauber coherent states for the electromagnetic field by using
a dynamical symmetry of the Hamiltonian and well-studied properties of Lie
algebras and Lie groups, with no reference to bosonic fields or oscillators.

This suggests a way to obtain coherent states for any fermionic or bosonic system described
dynamically by a Lie algebra.This method of generalized coherent states is illustrated
schematically in Fig. 21.1 and described further in Section 21.3.

21.3 Construction of Generalized Coherent States

Still following Ref. [231], consider a general quantum dynamical system with a Hamilto-
nian operator H whose matrix elements define the energy and a set of transition operators
{A} whose matrix elements define the dynamical properties. We shall assume that the
Hamiltonian and transition matrix elements are defined by a complete set of operators
{Ti } ≡ T, with [ Ti , Tj ] ∈ T. Thus the set T spans a Lie algebra and the operators Ti ∈ T
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Fig. 21.1 Method of generalized coherent states. Coherent state calculations may be viewed as equivalent to a
symmetry-constrained Hartree–Fock–Bogoliubov (HFB) approximation [231], or as a microscopic
Ginzburg–Landau (GL) theory. Thus generalized coherent states are related to various conventional theoretical
methods for emergent states.

are generators of the algebra. Since the generators define a basis for a linear vector space,
any new independent linear combination of these generators will also correspond to the
generators of the same algebra.

Hamiltonian: To simplify we restrict to Hamiltonians linear or quadratic in the Ti ,

H =
∑
i

ciTi +
∑
i j

ci jTiTj . (21.13)

For example, a typical n-particle Hamiltonian may take the second-quantized form

H =
∑
i j

ki ja
†
i a j +

∑
i jlm

V
i jlm

a†i a†j ama
l

(i, j, l, m = 1, . . . , n), (21.14)

which implies physically that interactions are restricted to two-body or less.1 As in the
electromagnetic field example we now require (1) a dynamical group, (2) a corresponding
Hilbert space, and (3) identification of an extremal state in the Hilbert space.

Dynamical Symmetry: The dynamical symmetry is defined through a Lie algebra

[ Ti , Tj ] =
∑
k

Ck
i jTk , (21.15)

where Ck
i j are the structure constants of the algebra. For the cases of most interest the

algebra is semisimple and it is convenient to transform the generators {Ti } into the standard
Cartan–Weyl basis {Hi , Eα, E−α} of Section 7.2, with the commutation relations

[ Hi , Hj ] = 0 [ Hi , Eα ] = αiEα,
[ Eα, E−α ] = αiHi [ Eα, Eβ ] = Nα;βEα+β,

(21.16)

as in Eq. (7.17). The group associated with this algebraic structure will be labeled G.

1 For a Hamiltonian of the form (21.14), the operator set {a†i a j , a
†
i a
†
j , aia j } generates a closed algebra that is

SO(2n) for fermions and Sp(2n) for bosons [72, 224].
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Hilbert Space: The Hilbert space for a given Hamiltonian carries an irreducible represen-
tation ΓΛ of the group G.

Reference State: The reference state |Φ0〉 is a state in the Hilbert space that can be
normalized to unity. In principle it can be arbitrary; in practice the nature and thus utility of
the coherent states depends on this choice. It usually makes sense to choose as a reference
state an unperturbed ground state. If G is semisimple, it is normal to select for |Φ0〉 the
highest-weight or lowest-weight state of the representation ΓΛ.

Maximum Stability Subgroup: The maximum stability subgroup H is a subgroup of the
full dynamical group G that leaves the reference state invariant,

h |Φ0〉 = |Φ0〉 eiφ(h) h ∈ H , (21.17)

up to a phase eiφ(h) that is usually irrelevant.

The Coset Space G/H: Each dynamical group element g ∈ G has a unique decomposition
into a product of one element h in H and one element Ω in the coset G/H ,

g = Ωh (g ∈ G, h ∈ H , Ω ∈ G/H). (21.18)

Thus, each choice of extremal state |Φ0〉 implies a unique coset space.

Coherent States: The coherent state |Λ,Ω〉 is then defined by

|Λ,Ω〉 ≡ Ω |Φ0〉 , (21.19)

where the preceding definitions ensure that the action of an arbitrary group element g ∈ G
on the reference state is

g |Φ0〉 = Ωh |Φ0〉 = Ω |Φ0〉 eiφ(h) = |Λ,Ω〉 eiφ(h) , (21.20)

and where the definition (21.19) ensures that the generalized coherent states preserve the
algebraic and topological properties of the coset space G/H .

21.4 Atoms Interacting with Classical Radiation

Let us illustrate the generalized coherent state method outlined in Section 21.3 by
considering the Hamiltonian (21.5) again, but now in the limit where the atomic system is
quantized in terms of two-level atoms but the electromagnetic field is described classically
[231]. The Hamiltonian is

H =
∑
α

(
ΔEσ(α)

0 + γ(t)σ(α)
+ + γ

∗(t)σ(α)
−
)

, (21.21)

where a constant has been discarded.

Dynamical Symmetry: The quantum-mechanical operators (σ(α)
0 , σ(α)

+ , σ(α)
− ) appearing in

Eq. (21.21) are Pauli matrices and generate an SU(2) algebra. Assuming the atoms to be
independent, we may define many-atom operators
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J± ≡
∑
α

σ(α)
± J0 ≡

∑
α

σ(α)
0 , (21.22)

and these too will obey an SU(2) angular momentum algebra

[ J0, J± ] = ±J± [ J+, J− ] = 2J0. (21.23)

Therefore, the Hamiltonian may be expressed as

H = H0 + Hint = ΔE J0 + γ(t)J+ + γ
∗(t)J−, (21.24)

with dynamical group SU(2).

Hilbert Space and Reference State: The Hilbert space of SU(2) consists of the states | jm〉
with m = − j,− j + 1, . . . , j − 1,+ j, where

J2 | jm〉 = j ( j + 1) | jm〉 J0 | jm〉 = m | jm〉 , (21.25)

and where all states | jm〉 can be constructed from an extremal state | j − j〉 through j + m
applications of the raising operator J+,

| jm〉 =

√(
2 j

j + m

)
( j+) j+m

( j + m)!
| j − j〉 . (21.26)

The eigenvalues of H0 are H0 | jm〉 = ΔE J0 | jm〉 = (ΔE)m | jm〉, so the ground state is the
extremal state | j − j〉.

Maximum Stability Subgroup: Selecting this extremal state as the reference state, the
actions of the group generators on the extremal state are given by

J+ | j,− j〉 ∝ | j,− j + 1〉 � | j,− j〉 J− | j,− j〉 = 0 � | j,− j〉
J0 | j,− j〉 = − j | j,− j〉 .

Therefore, only J0 leaves the extremal state invariant and it defines a single-generator U(1)
subgroup that is the maximum stability subgroup,

h | j,− j〉 = | j,− j〉 eiφ (h ∈ U(1)), (21.27)

with explicit elements h = eiαJ0 , where α ≡ −φ/ j.
Coset Space: The factor group is SU(2)/U(1). For g an element of SU(2), we obtain a
unique coset decomposition g = Ωh by taking

Ω(ξ) = eξJ+−ξ
∗J− , (21.28)

where ξ is a complex number. Then g = gΩ = eξJ+−ξ
∗J−+iαJ0 ∈ SU(2).

Coherent States: From Eq. (21.28), the atomic coherent states associated with the
Hamiltonian (21.21) may be defined as

| j, ξ〉 ≡ Ω(ξ) | j,− j〉 = eξJ+−ξ
∗J− | j,− j〉 , (21.29)
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so that for g ∈ SU(2), h ∈ U(1), and Ω(ξ) ∈ SU(2)/U(1),

g | j,− j〉 = Ω(ξ)h | j,− j〉 = Ω(ξ) | j,− j〉 eiφ ≡ | j, ξ〉 eiφ, (21.30)

gives the action of a group element g on the extremal state.

Geometry of the Coset Space: Because of the correspondence between the coset space and
the coherent states, the geometry of the coherent-state space is determined uniquely by the
geometry of the coset space. As shown in Problem 21.2,

Ω(ξ) = eξJ+−ξ
∗J− = exp

(
0 ξ
−ξ∗ 0

)
=

�����
cos |ξ | ξ

|ξ | sin |ξ |

− ξ
∗

|ξ | sin |ξ | cos |ξ |

����� , (21.31)

where the last step follows from expanding the exponential. Since Ω(ξ) is an element of
SU(2) we have detΩ(ξ) = 1, which when applied to (21.31) gives cos2 |ξ | + sin2 |ξ | = 1.
Thus, the coset space corresponds to the unit 2-sphere S2, which can be parameterized as

ξ =
1
2
θe−iφ (0 ≤ θ ≤ π; 0 ≤ φ ≤ 2π). (21.32)

Since S2 is compact, the topology of our atomic coherent-state manifold is compact.

21.5 Fermion Coherent States

Generalized coherent states for fermions are of particular interest because fundamental
matter fields are always fermionic. The most important new ingredient for fermionic
coherent states relative to bosonic ones is the antisymmetry of the wavefunction (Pauli
principle), which has varied physical implications.

Example 21.1 Many features of fermion coherent states are exhibited by the simple case
of a single fermion obeying the anticommutation relations { a, a† } = 1 and { a, a } =
{ a†, a† } = 0, where a† creates a fermion, a annihilates a fermion, and { a, b } ≡ ab + ba.
Problems 21.3–21.7 will guide you through finding the coherent state for this case.

Comprehensive results for generalized coherent states in many-fermion systems are given
in Chs. 20, 31, and 32. Perhaps the most far-reaching outcome of generalized coherent
states applied to fermionic systems is that it permits a systematic introduction of quasiparti-
cles like those commonly encountered in condensed matter and nuclear physics, but subject
to powerful symmetry constraints. This permits application of variational principles with
states strongly restricted by symmetry. Such symmetry-constrained variational methods
permit construction of realistic theories for correlated fermions that are also tractable
because of the simplification enabled by the symmetry.
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Background and Further Reading

For applications of coherent states in quantum optics and extensions to arbitrary fermion
or boson fields see Gilmore [70, 71, 72], Glauber [76, 77], Perelomov [161], Sudarshan
[186], and Zhang, Feng, and Gilmore [231]. Much of our discussion in this chapter has
been influenced by the presentation in Ref. [231]. Fermionic applications of generalized
coherent states are described in Chs. 20, 31, and 32 of the present text.

Problems

21.1 Verify the commutation relations for the H4 algebra displayed in Eq. (21.7).

21.2 For the coherent state of atoms in Section 21.4, prove that

Ω(ξ) = exp
(

0 ξ
−ξ∗ 0

)
,

starting from Eq. (21.29) and that J± ≡ J1 ± i J2.

21.3 For Example 21.1, show that the fermion operator set {a, a†, a†a − 1
2 } obeys

[ a†, a ] = 2
(
a†a − 1

2
) [

a†a − 1
2 , a
]
= −a

[
a†a − 1

2 , a†
]
= a†,

and that this is equivalent to the SU(2) Lie algebra of Eq. (3.18).

21.4 Construct the Hilbert space corresponding to the Lie algebra for a single fermion
in Problem 21.3. Hint: Remember that for a fermion the Pauli principle must be
obeyed, which greatly restricts allowed states in the Hilbert space. ***

21.5 For the single-fermion example worked out in Problems 21.3 and 21.4, take as a
reference state the minimal weight SU(2) state | 12 −

1
2 〉 corresponding to the fermion

vacuum. Find the stability subgroup and the coset space. ***

21.6 Show that the coset representative is

Ω(ξ) = eξJ+−ξ
∗J− = eξa

†−ξ∗a,

for the generalized coherent state approximation corresponding to the single-fermion
example worked out in Problems 21.3, 21.4, and 21.5. ***

21.7 Show that the coherent state corresponding to the single-fermion problem worked
out in Problems 21.3 through 21.6 is


 1

2 ξ
〉
=




 1
2θ φ

〉
= e−iφ sin

(
θ
2

) 


 1
2

1
2

〉
+ cos

(
θ
2

) 


 1
2 −

1
2

〉
,

where θ and φ are angular variables parameterizing a sphere S2. Hint: The coset
representative Ω(ξ) is the same as for the example worked out in Section 21.4. ***
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The low-energy spectrum of a quantum many-body system often is described concisely in
terms of collective rotations of some equilibrium configuration and elementary excitations
representing low-amplitude collective fluctuations about that equilibrium configuration.
For example, in molecular physics the low-energy excitations may often be approximated
as collective rotations of the molecule and vibrations of its bond lengths and angles. In
nuclear physics also, the low-lying modes often resemble collective rotations or vibrations
of the nuclear shape characterizing the equilibrium density distribution. For example,
letting J denote angular momentum and π parity, low-lying Jπ = 0+ and 2+ excitations in
nuclei with even number of neutrons and protons often correspond to collective excitations
called β- and γ-vibrational modes [27, 28]. The collective rotations and shape oscillations
occurring in nuclei typically have equilibrium non-spherical quadrupole shapes. Such
states have been pivotal in understanding nuclear structure but they break rotational invari-
ance. In this chapter we address methods that allow the best of both worlds, permitting the
use of broken symmetry states for ease of calculation and physical interpretation, while at
the same time allowing recovery of the symmetry that is broken through projection of a
symmetry-conserving state from an integral over broken symmetry states.

22.1 Rotational Symmetry in Atomic Nuclei

As shown in Ch. 17, for spontaneous symmetry breaking the states of a theory do not have
the same symmetry as the Lagrangian or Hamiltonian of that theory. Collective states in
atomic nuclei provide an example. Nuclear structure calculations often find (approximate)
mean-field solutions having wavefunctions that imply deformed shapes for the density
distribution and for which angular momentum is not a good quantum number. However,
angular momentum conservation corresponds to rotational symmetry, which is one of the
few universally conserved symmetries in nature: an isolated nucleus must conserve angular
momentum, as described by a rotational invariant (spherically symmetric) Hamiltonian.

Nuclear deformation is an emergent consequence (see Box 20.1) of spontaneous
symmetry breaking in an approximate solution of the nuclear many-body
problem, but the exact solution must conserve rotational symmetry.

Let us consider an approximate nuclear state corresponding to a prolate quadrupole
deformation of the density, as in Fig. 22.1. Define an intrinsic or body-fixed coordinate

377
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z
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nsic

3
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M J

Fig. 22.1 Intrinsic and laboratory frames for a deformed nucleus of angular momentum J . The projection of J is M on the
laboratory z-axis and K on the intrinsic 3-axis.

system with the 3-axis oriented along the long axis of the quadrupole. This deformed
shape represents an intrinsic state of the deformed nucleus, and if the intrinsic state rotates
the intrinsic coordinate system is assumed to rotate with it. Conversely, experiments will
reference a fixed laboratory coordinate system, with the z-axis oriented as illustrated
in Fig. 22.1.

The intrinsic states are spatially deformed, so they break rotational symmetry and do not
conserve angular momentum. The nucleus is shown with a fixed orientation relative to the
laboratory coordinate system but any orientation will have the same energy, so the lowest-
energy deformed state is infinitely degenerate in the orientation of the intrinsic axis relative
to the laboratory axis. This is reminiscent of the infinite angular degeneracy for the ground
state of the complex scalar field illustrated in Fig. 17.4, and is in fact a non-relativistic
analog of the spontaneously broken symmetry discussed in Section 17.5 for a complex
scalar field. The intrinsic state is a useful theoretical construction but it breaks rotational
invariance. States measured in experiments are observed in the laboratory reference frame,
and they must be rotationally invariant and conserve angular momentum. This example
motivates us to consider general methods to relate “intrinsic states,” which break some
fundamental symmetry, to “laboratory-frame states” that conserve these symmetries.

22.2 The Method of Generator Coordinates

To describe the relationship of symmetry breaking intrinsic states to symmetry conserving
physical states, we introduce an approach called the Generator Coordinate Method (GCM).

22.2.1 Generator Coordinates and Generating Functions

Generator coordinate methods start from a general prescription for a trial wavefunction

|Ψ〉 =
∫

da f (a) |Φ(a)〉 . (22.1)
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This is a linear superposition of continuous functions, |Φ(a)〉, termed generating functions,
which are labeled by an unlimited number of (real or complex) parameters {a} called
generator coordinates. In Eq. (22.1), |Φ(a)〉 can be any well-behaved wavefunction of
a many-body Hilbert space. We do not need to display generating functions explicitly
because they are not important for the current discussion. What is important here are the
generator coordinates themselves {a} = {a1, a2, . . .}.1 One can always include a large set
of generating functions |Φ(a)〉 in the integration of Eq. (22.1) to better express the physics,
but such a calculation becomes complicated very quickly. Practical applications must limit
the number of generating functions by choosing only those general enough to describe the
physics but simple enough to make the problem treatable; this requires physical intuition.

22.2.2 The Hill–Wheeler Equation

The variational principle of quantum mechanics that is reviewed in Box 22.1 asserts that
for a set of trial wavefunctions the ones that best describe a system are those that minimize
the energy E, which requires that the variation of the energy vanish, δE = 0. The key step
in using the method of generator coordinates is to determine the weight function f (a) in
Eq. (22.1) by applying the variational principle in the form

δE = δ
〈Ψ| Ĥ |Ψ〉
〈Ψ| Ψ〉 = 0, (22.2)

where Ĥ is the Hamiltonian operator. Putting Eq. (22.1) into Eq. (22.2) and performing a
variational calculation with respect to f (a) gives an integral equation∫

da′ 〈Φ(a) | Ĥ 

Φ(a′)
〉

f (a′) = E
∫

da′ 〈Φ(a) | Φ(a′)
〉

f (a′), (22.3)

called the Hill–Wheeler equation [111], which may be written formally as

Ĥ f = EN̂ f , (22.4)

with the overlap matrix elements for the Hamiltonian H (a, a′) and the norm N (a, a′),

H (a, a′) = 〈Φ(a) | Ĥ 

Φ(a′)
〉

N (a, a′) = 〈Φ(a) | Φ(a′)
〉

, (22.5)

as integral kernels. Note that the norm matrix is not an identity matrix as in a normal
eigenvalue equation because the basis formed by |Φ(a)〉 is generally not orthonormal.
Thus mathematical care must be exercised because assumptions employed in the usual
formulation of quantum mechanics in an orthonormal basis are not always valid in the
present discussion.

Finding solutions of Eq. (22.4) is easy formally: first invert the norm matrix N and then
diagonalize N−1H , giving a non-hermitian eigenvalue problem (with the restriction that
N has no zero eigenvalues). In practice, solving the Hill–Wheeler equation to determine
the weight function f (a) can be a non-trivial numerical procedure, with the degree
of complexity depending on the nature of the problem. There are particular examples
where group representations may be used to great advantage in solving the Hill–Wheeler

1 Note that the name “generator coordinates” is somewhat misleading because these are parameters in |Φ(a)〉,
not really coordinates in the usual sense. But it is the standard terminology, so we use it here.
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Box 22.1 The Variational Principle

If we wish to calculate the ground state energy Eg for a quantum system described by a Hamiltonian Ĥ
but cannot solve the Schrödinger equation Ĥ |Ψ〉 = E |Ψ〉 exactly, we can apply the variational principle,
which is based on restricting |Ψ〉 to a set of mathematically simple trial functions. If the true wavefunction
is not in the set the variational solution is only an approximation, but it can be a very good one.

The Variational Approximation

We start with eigenfunctions
{


ψn

〉}
of Ĥ that form a complete set, expressing |Ψ〉 as a linear combination

of the orthonormalized set
{


ψn

〉}
,

|Ψ〉 =
∑
i

ci



ψi

〉
Ĥ 


ψi

〉
= Ei




ψi

〉 〈
ψi




 ψ j

〉
= δi j .

The normalization condition for |Ψ〉 yields

1 = 〈Ψ| Ψ〉 =
〈∑

i

ciψi


∑

j

cjψ j

〉
=
∑
i

∑
j

c∗i cj
〈
ψi




 ψ j

〉
=
∑
i

|ci |2,

and the expectation value of Ĥ can be calculated as

〈Ψ| Ĥ |Ψ〉 =
〈∑

i

ciψi


Ĥ∑

j

cjψ j

〉
=
∑
i

∑
j

c∗i Ejcj
〈
ψi




 ψ j

〉
=
∑
i

Ei |ci |2.

The true ground state energy corresponds to the smallest eigenvalue, Eg ≤ Ei , so

〈Ψ| Ĥ |Ψ〉 =
∑
i

Ei |ci |2 ≥ Eg

∑
i

|ci |2 = Eg,

and by the variational principle Eg is the lower bound of variational expectation values and the best |Ψ〉
gives an energy closest to Eg. A wisely chosen trial function can give a variational result that approximates
the true ground state quite well.

Minimizing the Energy with Physical Constraints

Finding the smallest expectation value requires minimizing the energy functional,

δE(Ψ) = δ 〈Ψ| Ĥ |Ψ〉 = 0,

with respect to variational parameters in the trial function. The uk and vk in the BCS trial wavefunction
(22.24) are examples of variational parameters. The minimization is often subjected to a set of constraints
f i (x1, x2, . . . ) = 0. For example, in the BCS calculation a Lagrange multiplier term is added to the original

energy functional to impose the condition that the solution have the correct average particle number. This is
accomplished by adding constraint terms λi f i ,

G(x1, x2, . . . , λ1, λ2, . . . ) = G0(x1, x2, . . . ) + λ1 f1 + λ2 f2 + · · · ,

with G0(x1, x2, . . . ) the original energy functional. Equating all derivatives to zero,

∂G
∂xi
= 0

∂G
∂λi
= 0,

then leads to a set of differential equations that must be solved numerically.
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equation, not only by simplifying the numerical procedure, but also by giving physical
meaning to the numerical results. Angular momentum projection is one such example.

22.3 Angular Momentum Projection

As discussed in Section 22.1, broken rotational symmetry implies a failure to conserve
angular momentum. Angular momentum projection is a procedure to restore the broken
rotational symmetry for approximate wavefunctions that do not conserve angular momen-
tum. It may be viewed as a special application of the generator coordinate method to
many-body systems executing the quantum equivalent of rotational motion. The generator
coordinates in Eq. (22.1) are now chosen as the Euler angles Ω = (α, β, γ) described in
Section 6.3.2 and the generating functions are wavefunctions describing the quantum rotor
oriented in a particular spatial direction Ω, which are called intrinsic rotational states.

22.3.1 The Rotation Operator and its Representations

Elements of the 3D rotation group SO(3) may be specified by the group parameter
Ω = (α, β, γ), which represents a set of Euler angles

(
α, γ = [0, 2π] and β = [0, π]

)
illustrated in Fig. 6.4 and discussed in Section 6.3.2. The explicit form of the rotation
operator is given in Eq. (6.30) as

D(Ω) = e−ıαJz e−ıβJy e−ıγJz , (22.6)

where Ji (i = x, y, z) are the angular momentum operators and Ω = (α, β, γ). Its (unitary)
representation is 〈

μJM 


 D(Ω) 

νJM ′〉 = δμνDJ
MM′ (Ω)∗, (22.7)

where ∗ denotes complex conjugation of the Wigner D-matrix given in Eq. (6.31a).
Equation (22.7) is defined for rotation within a single coordinate system. Now we
consider rotation by Ω between the laboratory frame and the body-fixed intrinsic frame.
A generalization for the representation of a rotation of Ω between the two coordinate
systems is accomplished by using DJ

MK (Ω), in which a subindex K replaces M ′ in
Eq. (22.7): 〈

μJM 


 D(Ω) |νJK〉 = δμνDJ
MK (Ω)∗, (22.8)

where K denotes the third component of angular momentum in the body-fixed frame
illustrated in Fig. 22.1. For justification, see Box 22.2.

For a state 


μJM
〉

having angular momentum quantum numbers J and M , the parameter
μ designates any additional quantum numbers that are required to specify the quantum state
uniquely, so that the closure condition∑

μJM




μJM
〉 〈
μJM 


 = 1 (22.9)
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Box 22.2 Rotation between Laboratory and Body-Fixed Frames

In Section 6.3.2 we discussed 3D rotation by an Euler angleΩ (see Fig. 6.4) for rotations of angular momentum
in a single coordinate system. Now we extend the picture to rotation byΩ between the laboratory system and
the body-fixed system illustrated in Fig. 22.1. We shall summarize the results here, with the technical details to
be found in Edmonds [51]. Let us use (Li , i = x, y, z) to denote the three angular momentum components
in the laboratory system and (Iμ , μ = 1, 2, 3) for the corresponding components in the body-fixed system.
It is convenient to write the angular momentum vector as a spherical tensor of rank 1 (see Section 6.5):

L−1 =
1
√

2
(Lx − iLy) L0 = Lz L+1 = −

1
√

2
(Lx + iLy ).

The spherical components of the angular momentum with respect to the body-fixed frame are

Iμ =
∑
i

D1
i μ (Ω)Li ,

which relates the components of the two coordinate frames. After working out the commutation relations
between the angular momentum components of the two coordinate frames, we can determine the tensor
properties of DJ

MK (Ω) under rotations around the axis in the laboratory and in the body-fixed frame.
Specifically,

[ Li , DJ∗

MK ] =
∑
M′

DJ
M′K

〈
JM ′

 Ji |JM〉 [ Iμ , DJ∗

MK ] =
∑
K′

DJ
MK′ 〈JK | Jμ 

JK ′

〉
.

Comparing with Eq. (6.56), the function DJ∗

MK behaves as a spherical tensor of rank J . The normalized
wavefunctions

|JMK〉 =
√

2J + 1
8π2 DJ

MK (Ω)

are simultaneous eigenfunctions of J2, Lz (≡ Jz ), and I3,

J2 |JMK〉 = J (J + 1) |JMK〉 Lz |JMK〉 = M |JMK〉 I3 |JMK〉 = K |JMK〉 ,

and the |JMK〉 form a complete and orthogonal set of spatial functions depending on the Euler
anglesΩ.

holds. We need not know details of the state 


μJM
〉
, except that it belongs to a complete

set of orthonormal vectors in a Hilbert space in which the rotation operator (22.6) acts.
The D-functions in Eq. (22.8) form a complete set of functions in the parameter space of
Ω (see Box 22.2). Applying

∑
μJM




μJM
〉

from the left to both sides of Eq. (22.8) and
considering Eq. (22.9) gives

D(Ω) |νJK〉 =
∑
M

|νJM〉DJ
MK (Ω)∗, (22.10)

which is the multiplet relation between the states belonging to the representation labeled
by angular momentum J.
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22.3.2 The Angular Momentum Projection Operator

Now let us suppose that |Φ〉 in Eq. (22.1) is a deformed state obtained as a solution of
a variational calculation for a many-particle system. Thus |Φ〉 is an intrinsic state that
violates rotational invariance and is not an eigenstate of angular momentum. A rotationally
invariant Hamiltonian obeys

D†(Ω)ĤD(Ω) = Ĥ (22.11)

and the following identity for the energy expectation value holds

〈Φ| Ĥ |Φ〉
〈Φ| Φ〉 =

〈Φ| D†(Ω)ĤD(Ω) |Φ〉
〈Φ| D†(Ω)D(Ω) |Φ〉

. (22.12)

This means that the energy expectation value remains the same when the state |Φ〉 is rotated
spatially by an angle Ω. In other words, all rotated states, |Φ(Ω)〉 ≡ D(Ω) |Φ〉, having
different orientations Ω, are degenerate. As |Φ(Ω)〉 represents a state with definite spatial
orientation Ω, it is linearly independent of any other rotated state with |Φ(Ω′)〉 and the
most general wavefunction corresponds to a superposition of all the rotated states [160]

|Ψ〉 =
∫

dΩ F (Ω) |Φ(Ω)〉 =
∫

dΩ F (Ω)D(Ω) |Φ〉 , (22.13)

where F (Ω) is a weight function specified further below. We recognize immediately that
the form of Eq. (22.13) is the same as that of (22.1), and Eq. (22.13) is just a special case of
the generator coordinate method with the Euler angles Ω acting as generator coordinates.

The weight function F (Ω) appearing in Eq. (22.13) may be evaluated by taking
advantage of the group representations associated with rotations and making use of the
completeness of the D-functions. We first expand the weight function F (Ω) as

F (Ω) =
∑
JMK

2J + 1
8π2 FJ

MK DJ
MK (Ω), (22.14)

and then insert it into Eq. (22.13) to obtain

|Ψ〉 =
∑
JMK

FJ
MK P̂J

MK |Φ〉 , (22.15)

where P̂J
MK is defined as

P̂J
MK =

2J + 1
8π2

∫
dΩDJ

MK (Ω)D̂(Ω) (22.16)

and is termed the angular momentum projection operator. The coefficients FJ
MK in

Eq. (22.15) play the part of variational parameters in place of the weight function F (Ω)
in Eq. (22.13). Now |Ψ〉 in Eq. (22.15) is expressed as a linear combination of a set of
states created by the operator P̂J

MK acting on the deformed state |Φ〉. Thus, P̂J
MK |Φ〉 in

Eq. (22.15) is the (angular momentum) projected state. Using Eqs. (22.10) and (22.16),
and the orthogonality of the D-functions given in Eq. (6.38), one obtains the relation

P̂J
MK



νJ ′K ′
〉
= δJJ′δKK′ |νJM〉 . (22.17)
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From Eqs. (22.9) and (22.17), one can obtain its spectral representation and the “sum rule”

P̂J
MK =

∑
ν

|νJM〉 〈νJK |
∑
JM

P̂J
MM = 1. (22.18)

Using the spectral representation, one can easily derive the properties for the angular
momentum projection operator(

P̂J
MK

)†
= P̂J

KM P̂J
KM P̂J′

M′K′ = δJJ′δMM′ P̂
J
KK′ . (22.19)

If we carry out a variational procedure with the trial wavefunction of Eq. (22.15), it
is easy to show that the summation over J and M drops out due to Eqs. (22.19) and
(22.11); therefore, the state has sharp values of J and M , and it is sufficient to carry out the
variational calculation with

|Ψ〉 =
∑
K

FJ
K P̂J

MK |Φ〉 , (22.20)

without the summation over J and M . This means that |Ψ〉 becomes an eigenstate of
angular momentum. The rotational symmetry violated in the deformed state |Φ〉 is thus
recovered in the new state |Ψ〉, as discussed further in Box 22.3.

22.3.3 Solving the Eigenvalue Equation

From the results of the preceding discussions, we can write explicitly the eigenvalue
equation in the (angular momentum) projected basis by putting P̂J

MK |Φ〉 from Eq. (22.15)
into Eq. (22.5) to replace Φ(a):

H =
〈
Φ




P̂J†
MK Ĥ P̂J′

M′K′



Φ〉 N =

〈
Φ




P̂J†
MK P̂J′

M′K′



Φ〉 . (22.21)

The Hamiltonian is spherically symmetric so it behaves like a scalar and commutes with
the projector,

P̂J†
MK Ĥ P̂J′

M′K′ = Ĥ P̂J†
MK P̂J′

M′K′ .

Considering the properties of the angular momentum projector given in Eq. (22.19), we
obtain a GCM equation of the Hill–Wheeler type [111]. This is an eigenvalue equation
with the normalization condition written in a non-orthogonal basis:∑

K′

(
HJ

KK′ − ENJ
KK′

)
F J
K′ = 0

∑
KK′

FJ
K NJ

KK′F
J
K′ = 1, (22.22)

where the Hamiltonian matrix and norm matrix are defined as

HJ
KK′ =

〈
Φ




Ĥ P̂J
KK′




Φ〉 NJ
KK′ =

〈
Φ




P̂J
KK′




Φ〉 . (22.23)

An eigenvalue equation is usually solved by diagonalizing the Hamiltonian matrix. In
introductory quantum mechanics we normally work with basis states that are orthogonal,
but for the present case the calculation is more involved because the matrix in the projection
theory is represented in a non-orthogonal basis. This means that the norm matrix must be
diagonalized first and then the Hamiltonian matrix transformed into the representation in
which the norm matrix is diagonal. We shall omit the technical details, which may be found
in Ref. [187].
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Box 22.3 The Projected State |Ψ〉 Is an Eigenstate of Angular Momentum

A rotated state |Φ(Ω)〉 = D(Ω) |Φ〉 corresponds to a particular spatial orientation,Ω. The wavefunction
|Ψ〉 in Eq. (22.13) is a superposition of all these rotated states. Equation (22.13) indicates that |Ψ〉 lies in the
space spanned by all |Φ(Ω)〉. We can thus define a projection operator for this space:

PΦ =
∫

dΩ |Φ(Ω)〉 〈Φ(Ω) | .

It is easy to prove (see Problem 22.1) that PΦ and the rotation operator D(Ω) commute: D(Ω)PΦ =
PΦD(Ω). On the other hand, a rotationally invariant Hamiltonian Ĥ commutes with D(Ω) and
PΦĤPΦ also commutes with D(Ω). Thus PΦĤPΦ and J2 have a simultaneous eigenfunction, which
is temporarily denoted as 

ψ〉,

PΦĤPΦ

ψ〉 = E

ψ〉 J2

ψ〉 = J (J + 1)

ψ〉.
Remember that the projection operator PΦ defines a linear transformation PΦ that maps a vector space to
itself such that P2

Φ
= PΦ. Thus PΦ

ψ〉 = 

ψ〉 and 

ψ〉 lies completely in the space spanned byΦ(Ω).

The energy minimization expression is

δ

〈
ψ

PΦ ĤPΦ

ψ〉〈

ψ

ψ〉 = δ

〈
ψ

Ĥ 

ψ〉〈
ψ

ψ〉 ,

but 

ψ〉 is an eigenstate of PΦĤPΦ so this variation is zero. We conclude the following.

1. The state 

ψ〉minimizes the energy.
2. The state 

ψ〉 is an eigenstate of angular momentum.
3. The state 

ψ〉 lies in the space spanned by |Φ(Ω)〉.

Therefore, it should be possible to find an appropriate F (Ω) in Eq. (22.13) so that |Ψ〉 = 

ψ〉 and is
rotationally invariant.

22.4 Particle Number Projection

In microscopic systems of identical fermions the spin- 1
2 particles can under certain

conditions form pairs with total spin zero called Cooper pairs (see Box 32.2) [44]. The
Bardeen–Cooper–Schrieffer or BCS theory [18] describes the phenomenon of supercon-
ductivity as caused by a condensation of Cooper pairs into a collective coherent state
with long-range pairing order.2 It gives an approximation for the quantum many-body

2 Superconductivity is characterized by the ability of charge to flow without resistance and the expulsion of
magnetic fields from the superconductor (the Meissner effect). A similar phenomenon corresponding to a
current of uncharged particles that flows without resistance is called superfluidity. The original BCS theory
postulated a specific mechanism for binding of electron Cooper pairs by phonon (vibrational) interactions in a
solid. We adopt a broader view that the BCS theory corresponds to wavefunctions of the BCS form, irrespective
of the specific type of fermion or of the specific mechanism binding them into Cooper pairs.
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state corresponding to the superconductor known as the BCS state, which is a specific
example in a non-relativistic context of the spontaneous symmetry breaking described in
Ch. 17. The symmetry that is broken corresponds to a global gauge invariance associated
with phase rotations of the particle wavefunctions. The broken symmetry then implies that
particle number, which is a variable conjugate to the gauge rotation angle in a quantized
theory, is not conserved.

Just as the breaking of rotational symmetry implies that angular momentum is not
conserved, breaking of (global) gauge symmetry implies a failure to conserve quantities
such as electrical or more general charges related to particle number. If the effective number
of fermions participating in a state with spontaneously broken gauge symmetry is large, the
implied fluctuation in particle number has minimal effect. However, for fermionic systems
with a relatively small number of particles, failure to conserve particle number in intrinsic
states can cause large unphysical effects. As we now discuss, an effective way to deal with
this is to project a state of good particle number from the broken symmetry state.

22.4.1 Violation of Particle Number in BCS Theory

The BCS wavefunction is given by [18],

|ΨBCS〉 =
∏
k>0

(u
k
+ v

k
c†
k↑c
†
k̄↓

) |0〉 , (22.24)

where k is a momentum label, the arrows indicate up or down spin projections, and uk

and vk represent variational parameters that are determined by energy minimization. The
product in Eq. (22.24) runs over only half the configuration space, as indicated by k > 0.
For each state with k > 0, there exists a conjugate state k̄ < 0 that couples to the k > 0 state
to form a Cooper pair. If the Hamiltonian is invariant under time reversal, the conjugate
state can be chosen as the time-reversed state. Example 22.1 illustrates.

Example 22.1 In a spherical single-particle basis, |k〉 = | jm〉 and 


k̄〉 = | j − m〉 for m > 0,
where j is angular momentum and m is its projection. The m and −m states correspond to
spin-up and spin-down particles, which couple to a (Cooper) pair with total spin zero.

The factors uk and vk are the probability amplitudes that a Cooper pair is or is not occupied,
respectively, which are constrained by | uk | 2 + | vk | 2 = 1. To carry out a variational
calculation, one first constructs a variational Hamiltonian Ĥ ′ = Ĥ − λN̂ and then solves
δ 〈ΨBCS | Ĥ ′ |ΨBCS〉 = 0 to find the energy minimum. The Lagrange multiplier λ is fixed
by the condition

〈ΨBCS | N̂ |ΨBCS〉 = 2
∑
k>0

v2
k = N , (22.25)

which implies that (see Problem 22.2)

λ =
dE
dN

, (22.26)
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where E is the energy and N is the particle number. Thus λ, which is called the chemical
potential, represents the change in energy associated with a change in particle number.
In reactions a system tends to move from higher to lower chemical potential. At zero
temperature λ is also termed the Fermi energy εF, with a corresponding Fermi momentum
pf = �kF. At a temperature of absolute zero, εF is the energy of the highest occupied
single-fermion level. Let us introduce a pair creation operator

A† ≡
∑
k>0

vk

uk
c†
k↑c
†
k̄↓

(22.27)

and rewrite Eq. (22.24) as

|ΨBCS〉 ∝ exp
(
A†
) |0〉 = ∞∑

i=0

1
i!
(
A†
) i |0〉 , (22.28)

implying that |ΨBCS〉 is a superposition of different numbers of pairs and thus does not
have a definite particle number. This approximation can cause serious error if the particle
number is small.

Example 22.2 Nuclear structure physics typically deals explicitly with only tens to hundreds
of valence nucleons. A BCS wavefunction for a nucleus (Z , N ) of proton number Z and
neutron number N can be constrained to have the correct average values of Z and N , but
it will have non-zero components that belong to different nuclei with a range of proton and
neutron numbers around the average Z and average N . This is illustrated schematically in
Fig. 22.2, and the fluctuation in particle number for a BCS wavefunction is discussed more
quantitatively in Box 22.4.

The physical consequences of particle number fluctuations depend on what quantities are
being calculated in BCS approximation. For the nuclear structure problem illustrated in
Example 22.2 the error is often not very consequential for matrix elements of ground state
properties, but can be significant for matrix elements involving excited states of nuclei or
the transfer of particles between nuclei in reactions.

22.4.2 Bogoliubov Quasiparticles

A quasiparticle is a “dressed” particle formed from a bare particle by absorbing correla-
tions from a field. A “bare” particle in a strongly correlated field then behaves as if it were
a different non-interacting particle in free space. The quasiparticle concept is important
since it is one of the few known systematic ways of simplifying a quantum-mechanical
many-body problem.3 In addition to the quasielectrons that we discuss in this subsection,

3 However, the simple quasiparticle approach outlined here is not useful for all systems. In many strongly
correlated materials, not all field effects can be dressed into a bare particle and the elementary excitations
are so far from being independent that it is not even useful as a starting point to treat them as independent. This
is often true for emergent states (Box 20.1), which are typically separated from the weakly interacting states by
a phase transition (see Box 32.1 and Section 29.1.1). This is particularly important when there are competing
emergent states, such as for deformed nuclei with strong pairing fields or high-temperature superconductivity
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Box 22.4 Particle Number Fluctuation in the BCS Wavefunction

The BCS approximation gives a wavefunction |ΨBCS〉 that is not an eigenstate of the particle number
operator because the approximation breaks U(1) gauge symmetry. Thus, we may expect that the BCS theory
is well grounded only if |ΨBCS〉 is localized around the actual particle number N . To estimate the particle
number fluctuation about N , one can calculate the mean square deviation of the particle number. As shown
in Problem 22.5, this is given by

(ΔN )2 = 〈ΨBCS | N̂ 2 |ΨBCS〉 − N 2

for the BCS wavefunction. In the second-quantized representation (see Appendix A), the particle number
operator is

N̂ =
∑
k>0

(
c†
k
c
k
+ c†−kc−k

)
.

By using the BCS wavefunction (22.24) and the constraint condition (22.25), one obtains from the first equation
above

(ΔN )2 = 4
∑
k>0

(u
k
v
k
)2.

The sum extends over all states but only those with energies close to the Fermi energy εF contribute
significantly, as illustrated in the following figure.

ε
F

(kF)
E(k)

4(ukvk)2

P
ro

b
a

b
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ty

0

1

v2
k u2

k

The value of (ΔN )2 depends on the specifics of the system because the single-particle distribution and
interactions determine the values of uk and vk in the variational calculation. For example, consider a pure
pairing force Hamiltonian,

Ĥ =
∑
k>0

ε
k
(c†

k
c
k
+ c†−kc−k ) − G

∑
kk′>0

c†
k
c†−kc−k′ck′ ,

where the {εk } are single-particle energies and G is the pairing strength. Both terms influence uk and vk ;
thus they both affect the BCS particle number fluctuation.
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Z0 + 4
Z0 + 2

Z0 – 2
Z0 – 4

Z0

N0 + 4
N0 + 2

N0 – 2
N0 – 4

N0

Fig. 22.2 Components of different particle number in a BCS wavefunction for a nucleus with proton number Z0 and neutron
number N0. The wavefunction has the correct average (Z0, N0), but has components corresponding to nuclei
with Z0 ± 2, Z0 ± 4, . . ., and N0 ± 2, N0 ± 4, . . ., unless wavefunctions of good proton number and good
neutron number are projected.

other examples of quasiparticles include phonons (particles derived from the vibrations of
atoms in a solid), plasmons (particles derived from plasma oscillations), and quasiprotons
and quasineutrons (protons and neutrons in strong nuclear pairing fields).

The BCS wavefunction may be viewed as a product state of new types of fermions,
called Bogoliubov quasiparticles. If we label the time-reversed state of |k〉 as |−k〉, the
quasiparticles (created and annihilated by α†

k
and α

k
, respectively) and the “bare” particles

(created and annihilated by c†
k

and c
k
, respectively) are related by the Bogoliubov–Valatin

transformations (which we will term Bogoliubov transformations for brevity),

α†
k
= u

k
c†
k
− v

k
c−k α†−k = u

k
c†−k + vkc

k
,

α
k
= u

k
c
k
− v

k
c†−k α−k = u

k
c−k + vkc†

k
,

(22.29)

where uk and vk are real and defined only for positive k, with u2
k
+v2

k
= 1. Crucially, (22.29)

preserves the fermion algebraic structure and the quasiparticles are also fermions, obeying

{ α
k
, α

k′ } = { α
†
k
, α†

k′ } = 0, { α
k
, α†

k′ } = δkk′ (22.30)

(see Problem 22.4), which can be used with Eq. (22.29) to express the BCS wavefunction
(22.24) as a product of quasiparticle creation operators acting on the vacuum,

|ΨBCS〉 ∝
∏
k

α†
k
|0〉 . (22.31)

where strong pairing fields, antiferromagnetism, and Coulomb repulsion compete to determine the structure of
highly collective states. As we shall demonstrate in Chs. 31 and 32, in that case dynamical symmetries based
on compact Lie algebras may provide a powerful method to deal with the competing emergent states.
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From Eqs. (22.29), a Bogoliubov quasiparticle is a linear combination of a bare particle
and a bare hole. Let us simplify by assuming zero temperature, so that λ corresponds to
the Fermi energy εF. When a quasiparticle lies far above the Fermi energy εF (so that u2

k

is large and v2
k

small) it is approximately a particle, while far below εF (so that u2
k

is small
and v2

k
large) it is approximately a hole. Close to εF it is part particle and part hole.

Through a Bogoliubov transformation (22.29) the complicated state (22.24) of
pairwise interacting particles has been replaced by a simple product wavefunc-
tion (22.31) of non-interacting quasiparticles.

The price of this simplification is the loss of particle number conservation (spontaneous
breaking of gauge symmetry) that follows from mixing particle creation and annihilation
operators in Eq. (22.29). But as we saw in Ch. 17, symmetries broken spontaneously are
not truly broken; they are just hidden. This suggests that it should be possible to recover
the broken symmetry. We shall now discuss how to do so by using projection techniques.

22.4.3 The Particle Number Projection Operator

As discussed in Section 3.4.3, for U(N) internal symmetries the physical meaning of the
U(1) factor in the homomorphism U(N) → U(1) × SU(N) is that some quantity related
to a particle number is conserved. As a simple but illustrative example, we discuss the
U(1) factor for the U(2) ⊃ U(1) × SU(2) case in Box 22.5 where the particle number
operator is represented in terms of gauge angles, which is analogous to representation of
the angular momentum operator Jz in the real space in terms of Euler angles that was
discussed in Section 6.3.1. Thus particle number projection has much in common with
angular momentum projection but is simpler, since we work in a 1D gauge space associated
with U(1) instead of the 3D Euler angle space associated with SO(3).

To implement particle number projection let us again start from the GCM trial
wavefunction in Eq. (22.1). Our interest lies in the gauge group connected with particle
number so the generator coordinate is the gauge group phase φ. From Box 22.5 the number
operator 1

2 N̂ has the representation i∂/∂φ, with eigenfunctions

f (φ) =
1

2π

∑
n

gne−inφ, (22.32)

where the gn are constants and the integer n reflects the periodicity in φ. Proceeding as for
the treatment of angular momentum projection, we insert (22.32) into (22.1) to give

|Ψ〉 =
∑
n

gn P̂2n |Φ〉 , (22.33)

where |Φ〉 is a particle number violating state such as one described by a BCS wavefunc-
tion. The particle number projection operator for a state of good particle number N is

P̂N =
1

2π

∫ 2π

0
e−iφ(N−N̂ )dφ, (22.34)
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Box 22.5 Particle Number Is Related to Gauge Angle

In Problems 31.1 through 31.6 we will work with a single- j shell model, where quasispin operators Si close
under the SU(2) commutator algebra. The effective Hamiltonian of the single- j model is

Ĥ = −GS+S− = −G(S · S − S2
z + Sz ),

where G is a coupling constant. The quasispin operators act in a three-dimensional quasispin space and S2

and Sz commute with the single- j Hamiltonian. Therefore one can classify the eigenstates according to their
seniority s (see Problem 31.4) and the particle number N ,

s = Ω − 2S N̂ = 2Sz +Ω,

whereΩ = 1
2 (2 j + 1) denotes half the shell degeneracy. We see that the particle number operator N̂

is related to Sz and acts as an infinitesimal U(1) generator of rotations around the z-axis in the abstract
quasispin space. Such rotations represent global gauge transformations with the rotational angleφ regarded
as the gauge angle. We can thus express the particle number operator N̂ as

N̂
2
= −1

i
∂

∂φ
+ constant,

in terms of the gauge angleφ.

where only the term 2n = N has been retained in the summation (22.33). Comparing the
particle number projector Eq. (22.34) with the angular momentum projector (22.16) we
can say the following.

• The Euler angles Ω have been replaced by the gauge angle φ.
• The rotation operator D̂(Ω) has been replaced by the particle number operator N̂ (φ).
• The rotational matrix elements DJ

MK (Ω) have been replaced by ∼ e−iφN .

The projected wavefunction with conserved particle number is then

|Ψ〉 = P̂N |Φ〉 = N

∫ 2π

0
dφe−iφ(N−N̂ ) |Φ〉 , (22.35)

where N is a normalization. This wavefunction may now be used to calculate physical
observables, as in Example 22.3.

Example 22.3 The energy of a particle number projected state can be expressed as an integral
over the gauge angle φ of the Hamiltonian matrix elements between states labeled by gauge
angles. Formally,

EN =
〈Ψ| Ĥ |Ψ〉
〈Ψ|Ψ〉 =

〈Φ| Ĥ P̂N |Φ〉
〈Φ| P̂N |Φ〉

.
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Then the following integrations,

〈Φ |
{

Ĥ
1

}
P̂N |Φ〉 = 1

2π

∫ 2π

0
dφe−iφN 〈Φ |

{
Ĥ
1

}
eiφN̂ |Φ〉,

may be used to calculate the matrix elements required in the expression for EN .

Thus, projection of a state of good particle number from an approximate many-body state
that breaks global U(1) gauge invariance spontaneously is analogous to projection of a state
of good angular momentum from an approximate many-body state that breaks rotational
SO(3) invariance spontaneously, with the Euler angle generator coordinate Ω for rotations
replaced by the gauge angle generator coordinate φ for particle number.

22.5 Parity Projection

Parity transformations were introduced in Box 6.1 and Section 13.7. They involve a flip
in the sign of spatial coordinates that changes a right-handed coordinate system into a
left-handed one or vice versa. As discussed in Box 13.4, the strong and electromagnetic
interactions conserve parity but the weak interactions violate parity symmetry with
abandon.

22.5.1 The Parity Transformation

The group of reflections through a point is composed of the reflection operation UR

and the identity operation I, and is isomorphic to the group Z2. In the transformation
induced by R the polar coordinate r and momentum p change sign, while the axial
vectors r × p and spin s are invariant, and since r and p change sign simultaneously the
transformation conserves the commutation relations of the orbital angular momentum L.
In summary,

U
R
r U†

R
= −r U

R
pU†

R
= −p U

R
LU†

R
= L U

R
sU†

R
= s.

The reflection operator acts generally on a spatial wavefunction as UR


ψ(r )

〉
= 

ψ(−r )

〉
.

It is obvious that U2
R = I because two applications of the parity transformation restores

the coordinate system to its original state. Spatial inversion is an example of an improper
rotation because it is a discrete rather than continuous transformation (see Box 6.1); it is a
generator of O(3) but not of the subgroup O(3) ⊃ SO(3).

Let us further examine consequences of the reflection operation on quantum states. We
can introduce the parity operator Π, which acts on states containing spatial degrees of
freedom. We discuss the 1D case to start with, but the conclusions are valid for 3D. The
definition of the parity operator means that Π |x〉 = |−x〉, which implies several general
properties for Π (Problem 22.6).
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1. The parity operator is its own inverse, Π−1 = Π.
2. The parity operator is hermitian, Π† = Π.
3. Because of 1 and 2, the parity operator is unitary, Π† = Π−1.

To solve the eigenvalue equation Π |π〉 = π |π〉 we apply Π on both sides, which yields
Π2 |π〉 = π2 |π〉 . But Π2 = 1, which means |π〉 = π2 |π〉 and thus that π2 = 1. Therefore,
we find two eigenvalues π = ±1 for parity corresponding to the eigenfunctions |+〉 and |−〉,
respectively. Under a parity transformation |+〉 is unchanged and is labeled even parity,
while |−〉 acquires a negative sign and is labeled odd parity. Thus, if the Hamiltonian
commutes with Π the Hilbert space decomposes into eigenspaces of parity, with π = ±1.

22.5.2 Breaking Parity Spontaneously

In some quantum systems that are dominated by electromagnetic or strong interactions
(which should be invariant under the parity transformations) spontaneous breaking of
the parity symmetry may occur. In Section 22.1 examples were shown of (approximate)
mean-field solutions that imply deformed shapes for the density distribution, which break
rotational symmetry. Now we present examples in which reflection symmetry also can be
violated in mean-field solutions. To illustrate shapes in quantum systems, we may describe
a surface in terms of a multipole expansion in spherical harmonics,

R(Ω) = c(α)

⎡⎢⎢⎢⎢⎢⎣1 +
∞∑
λ=2

+λ∑
μ=−λ

αλμY ∗λμ (Ω)

⎤⎥⎥⎥⎥⎥⎦ . (22.36)

In the above expression c(α) has the meaning of the radius of a sphere (corresponding
to the λ = 0 term of the multipole expansion). It is typically determined from a volume
conservation condition that results if the quantum fluid is assumed to be incompressible.

The λ = 1 term in Eq. (22.36) describes a translation of the whole system. Thus the
deformed shapes are illustrated starting from the multipolarity λ = 2. The quadrupole
deformation with λ = 2 was illustrated in Fig. 22.1 when the intrinsic state of the deformed
nucleus was introduced. The next term in Eq. (22.36) is λ = 3, corresponding to an
octupole deformation. Box 22.6 illustrates parity classification for angular momentum
states. As λ = 3 is an odd integer, by parity selection rules4 the two states involved in
octupole matrix elements must have opposite parities. Thus a non-vanishing λ = 3 term in
Eq. (22.36) implies a mixing of states with opposite parities and motion in a potential with
octupole deformation does not conserve parity.

Example 22.4 It has been proposed that a non-vanishing α30 in Eq. (22.36) leads to pear-
shaped intrinsic states for some radium isotopes [5], and that non-vanishing α32 leads to
potato-shaped intrinsic states for some superheavy nuclei [40].

4 The solution of Problem 6.14 requires that spherical harmonic matrix elements vanish unless the sum of the
spherical harmonic multipolarity and the orbital angular momenta of the two wavefunctions is an even integer.
From Box 22.6 the parity of a spherical harmonic is (−1)l , so this is a parity selection rule.
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Box 22.6 Parity for Spherical Harmonics

A spherically symmetric Hamiltonian commutes with the parity operator Π and each energy level has
a definite parity. The angular eigenfunctions are spherical harmonics Ylm(θ,φ), which are (2l + 1)-
dimensional representations of SO(3) (see Ch. 6):

Ylm(θ,φ) ∼ eimφPm
l (cos θ),

where Pm
l

is the associated Legendre function. The spherical harmonics can be classified by the parity
quantum numberπ = (−1)l , so the parity of Ylm(θ,φ) is

1. even if l is even, and
2. odd if l is odd.

The reason is that replacing r by−r in spherical coordinates means that

θ → π − θ φ → φ + π.

The change inθmodifies cos θ to− cos θ, which leaves Pl (cos θ) unchanged for even l but changes
its sign for odd l , so that the sign varies as (−1)l . This is not modified by the change inφ because the factor
eimφ in the spherical harmonic gives a sign (−1) |m | under parity, but this is compensated exactly by a sign
of P |m |

l
(cos θ) that alternates with integer changes in |m |.

22.5.3 The Parity Projection Operator

For intrinsic states that violate parity, one can construct the parity projector [52]

P̂π =
1
2

(1 + πΠ), (22.37)

where π = ±1 are eigenvalues of Π, and apply the projector to the intrinsic states. P̂π has
the same properties as Π; in particular it obviously satisfies (P̂π)† = P̂π, and (P̂π)2 = P̂π.
It is easy to see that when the operator P̂π is applied to an arbitrary state 

ψ〉 that is not
an eigenstate of parity, it produces eigenstates of parity with the eigenvalues indicated in
the projector. For example, in a one-dimensional case with 


ψ(x)

〉
being an arbitrary wave

function but not necessarily an eigenfunction of parity,

P̂+

ψ(x)
〉
=

1
2
(

ψ(x)

〉
+ 

ψ(−x)

〉)
P̂−

ψ(x)

〉
=

1
2
(

ψ(x)

〉 − 

ψ(−x)
〉)

.

Now suppose |Φ〉 to be a parity-violating state from a mean-field calculation. It is simple
to apply the parity projection operator to obtain projected wavefunction with good parity

Ψπ〉 = N P̂π |Φ〉 , (22.38)

with N a normalization constant. The energy level with good parity can be evaluated as

Eπ =
〈
Ψπ 

 H 

Ψπ〉 = 〈Φ| P̂πHP̂π |Φ〉

〈Φ| P̂π P̂π |Φ〉
=
〈Φ| HP̂π |Φ〉
〈Φ| P̂π |Φ〉

, (22.39)
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where in the last two steps we have applied (P̂π)2 = P̂π and assumed that parity projection
commutes with the Hamiltonian. Projection of parity is relatively easy because it works
with a discrete group of only two elements. In contrast, both angular momentum and
particle number projections involve infinite numbers of elements in a continuous group,
which may require numerical integration in the Euler or gauge spaces, respectively.

22.6 Spin and Momentum Projection for Electrons

Condensed matter physics usually involves many electrons and the dimension of the
Hilbert space increases exponentially with the number of particles. Representing a quantum
state for such a large many-electron system through the coefficients in a mathematically
simple basis is highly inefficient. However, not all quantum states in the Hilbert space are
equally important. In many condensed matter problems the interaction between particles
tends to be local (for example, between nearest or next-nearest neighbors). The Hubbard
model [114] exploits this by assuming that at sufficiently low temperatures all electrons
remain in the lowest Bloch band (Section 5.5) and long-range interactions can be ignored.

22.6.1 Hartree–Fock Approximation for the Hubbard Model

Even for the greatly simplified Hubbard model Hamiltonian, an exact solution of the 2D
problem for arbitrary lattice size is still not known. For small lattices, one can resort to
exact diagonalization; for larger systems, further approximations must be introduced. Here
we show that a projection method that is better known in nuclear structure physics can be
applied also to many-electron systems. Let us consider a Hamiltonian [172]

H = −t
∑
j ,σ

[
c†j+xσcjσ + c†j+yσcjσ + h. c.

]
+U

∑
j

c†j↑c
†
j↓cj↓cj↑, (22.40)

which is a one-band version of the 2D Hubbard Hamiltonian in which

1. the first term (with t > 0) represents hopping between nearest-neighbor sites, with unit
hopping vectors x = (1, 0) and y = (0, 1), and

2. the second term (with U > 0) is a repulsive onsite interaction.

The operator c†jσ (cjσ) in (22.40) creates (destroys) a particle at the lattice site j = ( jx , jy )

with spin projection σ = + 1
2 (denoted by ↑) or σ = − 1

2 (denoted by ↓). The total number
of sites is Ns = Nx × Ny , with Nx and Ny the number of sites along the x- and y-axes,
respectively. It is convenient to work in the momentum space instead of the coordinate
space by applying a 2D Fourier transformation

c†ασ =
1
√

Ns

∑
j

e−ikα · j c†jσ (22.41)
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to obtain new operators with the momentum index α

kα = (kαx , kαy ) =

(
2παx

Nx
,

2παy

Ny

)
, (22.42)

and rewrite the Hamiltonian (22.40) using the momentum operators (22.41). It is not
necessary to show explicitly the new form of the Hamiltonian, but we note that the indices
for the operators are changed from ( jx , jy ) to (αx , αy ) and the total number of sites
remains Ns.

In the Hartree–Fock (HF) approximation the ground state of an N-electron system is
represented by a Slater determinant (see Appendix A)

|D〉 =
N∏
a=1

b†a |0〉 , (22.43)

in which the lowest N single-electron states are occupied and the new HF-quasiparticle
operators are related to the operators of Eq. (22.41) by a unitary transformation

b†a =
∑
ασ

Q∗ασ,a c†ασ. (22.44)

The transformation matrix Q in Eq. (22.44) is a 2Ns × 2Ns matrix with quasiparticle index
a ≡ (ax , ay , σa) that specifies the quasiparticles and associated quasiparticle vacuum
state in Eq. (22.43), thus defining the Slater determinant. This transformation changes the
particle representation into a quasiparticle representation. The matrix Q is not necessarily
known at this stage; it will be determined later by variational calculations.

The transformation (22.44) generally mixes all linear momentum and spin projection
states defined in Eq. (22.41), thus breaking translational and rotational (in spin space)
invariance, so it is an example of spontaneous symmetry breaking. By analogy with the
discussion in Section 22.1, one may expect that by (deliberately) breaking symmetries of
the original Hamiltonian the states of the symmetry-violating system may approximate
the same physics that would be difficult or impossible to calculate for the representation
using the original single-electron basis [187]. Likewise, by analogy with the discussion
in Sections 22.3 and 22.4, we may expect that the broken symmetries can be restored by
projection of good quantum numbers from the broken symmetry solutions, as we we shall
now discuss.

22.6.2 Spin and Momentum Projection in the Hubbard Model

To obtain states with a good spin quantum number S we may apply the spin projection
operator

P̂ S
ΣΣ′ =

2S + 1
8π2

∫
dΩD S∗

ΣΣ′ (Ω)D̂S (Ω), (22.45)
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where D̂S (Ω) = e−ıαSz e−ıβSy e−ıγSz is the rotation operator in spin space, D S∗
ΣΣ′ (Ω) is the

Wigner D-function (Section 6.3.2), and Ω = (α, β, γ) are Euler angles. The index Σ is
introduced for spin projection in symmetry-violating systems. The projector in Eq. (22.45)
has the same form as the angular momentum projection operator defined in Eq. (22.16). To
recover states with good linear momenta kξx and kξy and restore translational symmetry
we introduce the momentum projector [172]

P̂(ξ) =
1
Ns

∑
j

ei( jx+jy )P̂T e−ikξ · j , (22.46)

where P̂T =
∑
ασ (kαx + kαy )c†ασcασ is the generator of the lattice translation. Note that this

operator is not the usual linear momentum operator. Rather, it is associated with the quasi-
momentum resulting from translational invariance of the lattice. Applying these projectors
to the symmetry-violating function in Eq. (22.43), the projected wavefunction is



ΨΘ(D, Σ)
〉
=

S∑
Σ′=−S

f ΘΣ′ P̂ΘΣΣ′ |D〉 P̂ΘΣ′ ≡ P̂ S
ΣΣ′ P̂(ξ), (22.47)

where the f Θ
Σ′ are variational parameters, Θ ≡ (S, ξx , ξy ) denotes the set of good spin and

momentum quantum numbers, and the composite projector P̂Θ
ΣΣ′ combines the spin and

momentum projections.
By using the wavefunction of Eq. (22.47) to sandwich the Hamiltonian, the energy of

the symmetry-restored state can be expressed as

E Θ =
f Θ†H Θ f Θ

f Θ†N Θ f Θ
, (22.48)

where the Hamiltonian and norm matrix elements are

H Θ
ΣΣ′ =

〈
D

HP̂ΘΣΣ′ 

D〉 N Θ

ΣΣ′ =
〈
D

P̂ΘΣΣ′ 

D〉. (22.49)

This may be viewed as a more general form of Eq. (22.21). The ground state energy
is obtained by minimizing Eq. (22.48) with respect to the coefficients f Θ and the HF
transformation D, all of which are generally complex quantities. The actual number of
minimization variables depends on the numbers N (electrons) and 2Ns−N (electron holes).
The computational footprint depends also on the numerical grid in the spin projection
(22.45), which is a 3D integration. Thus, efficient numerical algorithms and significant
computing power are required to apply this method.

Background and Further Reading

An overview of many concepts discussed in this chapter may be found in Ring and Schuck
[171]. Angular momentum projection is reviewed in Hara and Sun [105]. Basic projection
methods are often discussed in standard quantum-mechanical texts such as Griffiths [83].
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Problems

22.1 Prove that the projection operator

PΦ =
∫

dΩ |Φ(Ω)〉 〈Φ(Ω) |

defined in Box 22.3 commutes with the rotation operator D(Ω). Hint: Use the
property D†(Ω) = D(−Ω) given in Eq. (6.35a).

22.2 Show that a variational calculation with a BCS wavefunction as the variational state,

δ 〈ΨBCS | Ĥ − λ |ΨBCS〉 ≡ 〈ΨBCS | Ĥ ′ |ΨBCS〉 = 0,

where Ĥ is the Hamiltonian and λ is the variational parameter, leads to λ = dE/dN ,
where E is the energy and N is the average particle number. ***

22.3 Show that the transformation (22.29) can be inverted to give

c
k
= u

k
α
k
+ v

k
α†−k c−k = u

k
α−k − v

k
α†
k

for the bare fermion operators {c, c†} in terms of the quasiparticle operators {α, α†}.

22.4 Demonstrate that the Bogoliubov quasiparticle creation and annihilation operators
obey the anticommutators { α

k
, α

k′ } = { α
†
k
, α†

k′ } = 0 and { α
k
, α†

k′ } = δkk′ given in
Eq. (22.30), if the bare fermion operators satisfy the

{ ci , c†j } = δi j { c†i , c†j } = { ci , cj } = 0

fermionic anticommutator algebra. ***

22.5 Show that the mean square deviation of the particle number from the actual particle
number for a BCS wavefunction is given by

(ΔN )2 = 〈ΨBCS | N̂2 |ΨBCS〉 − N2,

where N̂ is the particle number operator and N = 〈N̂〉 is the average particle number.
Hint: In quantum mechanics the spread in a distribution of measurements with
respect to the average or expectation value is given by the standard deviation σ,
with

σ =
√
〈(ΔÔ)2〉 ΔÔ ≡ Ô − 〈Ô〉.

Use this to prove the general result that σ2 = 〈Ô2〉−O2, and then specialize to particle
number in the BCS approximation.

22.6 Show that the parity operator Π is its own inverse and is hermitian, so it is unitary.
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22.7 Prove that the parity operator Π does not commute with the position operator x̂ but
it does commute with x̂2. ***

22.8 Discuss the parity selection rule for electric dipole transitions of a single-electron
atom (the Laporte rule). Hint: The electric dipole matrix element is 〈n′l ′m′ | r |nlm〉,
where r is the coordinate operator, n is a principal quantum number, and (l, m) are
angular momentum quantum numbers. ***



23 Quantum Phase Transitions

Phase transitions are germane to our discussion of symmetry and broken symmetry because
they often are characterized by a change in the symmetry properties of a system. For
example, a ferromagnet corresponds classically to a large set of atomic spins all aligned
approximately in the same direction, which establishes a macroscopic state having a
preferred spatial direction that breaks rotational invariance. But if the ferromagnet is
heated above a certain temperature it undergoes a phase transition to a state in which the
spins point in random directions, which restores the rotational invariance (no preferred
direction). Thus the phase transition represents a qualitative change of state between a
disordered high-temperature phase having a symmetry and an ordered low-temperature
phase in which that symmetry is broken (usually spontaneously; see Ch. 17).

23.1 Classical and Quantum Phases

The spins of a ferromagnet are described microscopically by quantum mechanics but the
ordered magnetic state is macroscopic and may be understood in classical terms. The corre-
sponding phase transition may be termed a classical phase transition. But phase transitions
may occur in a purely quantum context that correspond to a qualitative change in matrix
elements of a microscopic wavefunction. These are called quantum phase transitions. In
this chapter we introduce the basics of quantum phase transitions and their contrast with
classical phase transitions, and show that quantum phase transitions have a natural affinity
with the dynamical symmetries that were described in Section 3.6 and Ch. 20.

23.1.1 Thermal and Quantum Fluctuations

Classical phase transitions are typically induced by varying an external control parameter
and generally lead to qualitative changes in a physical system. At finite temperatures,
thermal fluctuations can be the agents of the phase transition. For example, a crystal
undergoes increasing thermal fluctuations as the temperature is raised to the melting point.
These fluctuations are classical in nature for a macroscopic system and melt the crystal
by disrupting its crystalline order. Quantum systems undergo thermal fluctuations too
but there is another source of fluctuations. Even at zero temperature there exist quantum
fluctuations because of the uncertainty principle. They can destroy order and cause phase
transitions, but they are purely quantum in nature and are distinct from temperature

400
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induced fluctuations since they remain finite in the limit T → 0. The corresponding phase
transitions are typically controlled by a non-thermal external parameter like a magnetic
field strength. Phase transitions induced by fluctuations having a quantum origin are termed
quantum phase transitions. As discussed further below, under appropriate conditions
the corresponding transition point for the quantum phase transition may be a quantum
critical point.

23.1.2 Quantum Critical Behavior

Quantum critical points are of special interest because they can lead to quantum critical
behavior, which is associated with a peculiar excitation spectrum of the quantum critical
ground state. Because of quantum critical behavior a quantum critical point can spread its
influence through regions of a phase diagram far removed from the actual critical point. In
addition, the quantum fluctuations that destroy long-range order even at zero temperature
can lead to novel effects not found in ordinary classical phase transitions.

23.2 Classification of Phase Transitions

Phase transitions may be classified as first-order or second-order (sometimes termed
continuous). The distinction between the two is illustrated in Fig. 23.1. In first-order
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Fig. 23.1 (a) First-order and (b) second-order phase transitions.
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transitions the two phases coexist at the transition point while in second-order phase
transitions they do not. A a first-order transition may be characterized as one that involves a
latent heat released as the system cools through an infinitesimally small temperature range
around Tc. The release of latent heat indicates a dramatic restructuring at the transition
point. In contrast, there is no latent heat associated with a second-order transition and the
restructuring that leads from one phase to the other is a continuous process.

Example 23.1 The transition between ice and water at 0◦ C is a first-order phase transition.
The ferromagnetic transition of iron where the magnetic moment vanishes above the Curie
point at 1043 K is a second-order phase transition.

As we shall now discuss, second-order phase transitions are of particular interest because
they can lead to critical behavior.

23.3 Classical Second-Order Phase Transitions

The ferromagnetic phase transition of Example 23.1 occurs because thermal fluctuations
destroy the ordering of magnetic moments that characterize iron at lower temperatures.
A natural order parameter distinguishing these phases is the magnetization m. In the
ferromagnetic transition the magnetization vanishes continuously as the transition tem-
perature is approached from below. Then the ordered phase below the Curie point has
a finite value of the order parameter, while in the disordered phase above the Curie
point the order parameter vanishes. The point of continuous second-order phase transition
where the order parameter vanishes is termed the critical point.

23.3.1 Critical Exponents

The thermodynamical average of the order parameter is finite in the ordered phase and
zero in the disordered phase, but it has non-zero fluctuations and very near the critical
temperature the spatial correlations of the order parameter become long range. If a quantity
t is defined that is a dimensionless measure of the distance from the critical temperature Tc,

t ≡ |T − Tc |
Tc

, (23.1)

then the correlation length ξ typically diverges as a power of t,1

ξ ∝ |t |−ν , (23.2)

1 Physically the correlation length measures the largest distance over which order is correlated. For example, in a
2D spin system the correlation length is related to the characteristic size of the largest patches containing spins
that all point in the same direction. Note that in Eq. (23.1) we are assuming that Tc � 0.
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Table 23.1. Some critical exponents for magnets [144, 203]

Quantity Exponent Power law Conditions

Specific heat α C ∝ |t |−α t → 0, B = 0
Order parameter β m ∝ (−t)β t → 0,† B = 0
Susceptibility γ χ ∝ |t |−γ t → 0, B = 0
Correlation length ν ξ ∝ |t |−ν t → 0, B = 0
Correlation function η G(r) ∝ |r |−d+2−η t = 0, B = 0
Dynamic z τc ∝ ξz t → 0, B = 0
†From below.

where ν is an example of a (correlation length) critical exponent. As the critical point is
approached, fluctuations of the order parameter that are long range in time also will occur.
Near the critical point the correlation time τc (a measure of the characteristic equilibration
time for the system) diverges as

τc ∝ ξz ∝ |t |−νz , (23.3)

where z is a (dynamical) critical exponent. These ideas lead to a far-reaching conjecture
for critical systems.

Scaling Hypothesis: Near a critical point the only characteristic length scale is
ξ and the only characteristic time scale is τc. Very near the critical point the
divergences in (23.2) and (23.3) ensure that fluctuations occur on all length and
time scales, and the system becomes scale invariant because it is no longer
sensitive to any length or time scales set by the microscopic physics of the
problem.

As a result, physical observables depend on external parameters through power laws and
the critical exponents characterize completely the critical behavior near the transition.
Critical exponents for the magnetization critical point are summarized in Table 23.1.

23.3.2 Universality

The behavior encapsulated in the scaling hypothesis implies universality in critical
phenomena. Because fluctuations destroy all length or time scales near the critical point
except those set by the correlation lengths and correlation times, the detailed microscopic
structure of the sample becomes irrelevant and one finds that the critical exponents are the
same for physically very different systems that have the same universality class.

Universality Classes: The universality class for critical behavior is determined
only by (1) dimensionality n of the order parameter, (2) symmetry G of any local
couplings between variables, and (3) dimensionality d of the space.
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Fig. 23.2 Gas–liquid critical point of water. Beyond this critical point there is no clear distinction between vapor and liquid;
only a single undifferentiated mixture of gas and liquid exists.

The following two examples illustrate that a single universality class can accommodate
physical systems that are very different microscopically.

Example 23.2 Water has a second-order phase transition with a critical point at Tc = 647 K
and Pc = 218 atm, as illustrated in Fig. 23.2. A suitable order parameter is the density
difference between liquid and vapor phases, which is a scalar. Thus in a 3D volume the
order parameter dimensionality is n = 1 and the space dimensionality is d = 3.

Example 23.3 Consider a 3D Ising model of a ferromagnet (a 3D lattice with an up or down
spin on each site). A natural order parameter is the difference in the number of up and down
spins on the lattice. This difference is a scalar and for the 3D Ising model n = 1 and d = 3.

Examples 23.2 and 23.3 indicate that the gas–liquid critical point for water and the mag-
netization critical point for a 3D Ising model belong to the same universality class. Indeed,
these systems are observed to exhibit scaling behavior near these critical points with similar
critical exponents. Water and the 3D Ising spin lattice are very different microscopically,
but they are in the same universality class and exhibit the same critical behavior. The
physical reason was given above: near a critical point fluctuations erase knowledge of
small-scale microphysics, leaving only the scaling properties to characterize the system.

23.4 Continuous Quantum Phase Transitions

Quantum effects can influence continuous phase transitions for two distinct reasons.

1. The ordered phase may have a quantum origin (for example, superconductivity).
2. At low temperature quantum fluctuations may influence critical behavior.
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Let us now ask what happens to continuous classical phase transitions and their critical
properties as the temperature is lowered toward absolute zero so that quantum fluctuations
assume increased importance [175, 203]. Two energy scales are relevant. The first is the
classical thermal energy ∼kT . The second is the quantum energy characterizing long-
wavelength fluctuations of the order parameter near the critical point, which may be
estimated as

�ωc ∝ |t |νz . (23.4)

Quantum effects will be less important for critical behavior if �ωc < kTc, or equivalently

|t | � T1/νz
c . (23.5)

This condition is satisfied for T asymptotically close to Tc and quantum effects may
contribute, but classical thermal fluctuations dominate the macroscopic scales controlling
critical behavior. At the other extreme, for T = 0 the fluctuations are entirely quantum in
origin. Understanding the interplay of classical and quantum fluctuations near the critical
point requires distinguishing systems having long-range order only at T = 0 from systems
where order may also exist at finite T . Let us consider these two possibilities in turn [203].

23.4.1 Order Only at Zero Temperature

In terms of a tuning parameter x (for example, a concentration variable, applied pressure,
or an external field), the quantum critical phase diagram is illustrated in Fig. 23.3(a) for the
case where there is no order at finite temperature. The (quantum) ordered phase exists only
at T = 0 up to a critical value xc of the control parameter, which defines the position of
the quantum critical point. In the left-hand portion of Fig. 23.3(a) the system is thermally
disordered for T > 0; in the right-hand portion of Fig. 23.3(a) quantum fluctuations
(controlled by x) are larger and the disorder for all values of T is quantum in origin, so this
region is labeled “Quantum disordered.” The most interesting feature in Fig. 23.3(a) is the
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x = xc x = xc

T
Quantum

disordered

Quantum
critical
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Fig. 23.3 Schematic quantum critical phase diagrams for temperature T and control parameter x, with a single quantum
critical point (QCP) at x = xc [203]. (a) Case where the ordered phase exists only for T = 0. (b) Case where
classical order exists at finite temperature.
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dark gray region fanning out from the quantum critical point with increasing temperature
that is labeled “Quantum critical.” The curves marking its boundary are defined by

kT > �ωc ∝ |x − xc |νz . (23.6)

At finite temperature this region receives significant contributions from both quantum
and thermal fluctuations. The boundaries of the quantum critical region mark crossovers
between types of behavior, not true phase transitions. Above the dashed horizontal lines,
kT exceeds the characteristic coupling energy and universality is lost.

23.4.2 Order Also at Finite Temperature

The case where order may also exist at finite temperature is illustrated in Fig. 23.3(b). The
quantum disordered, quantum critical, and non-universal behavior regions of this diagram
are similar to the corresponding ones in Fig. 23.3(a). The basic difference is that now a line
of classical second-order phase transitions extends from finite temperature, terminating in
the quantum critical point at T = 0. Below this line the system is ordered while above it
the system is disordered by thermal fluctuations. In the region marked “Classical critical”
we may expect classical critical behavior except at the T = 0 quantum critical point.

23.5 Quantum to Classical Crossover

Given a Hamiltonian H = Hkin + Hpot that is a sum of kinetic and potential energies,
thermodynamical properties may be derived from the partition function Z ,

Z ≡ Tr e−H /kT , (23.7)

where Tr denotes the matrix trace. Classically kinetic and potential energies commute and
the partition function factors as Z = Zkin × Zpot. Therefore, for classical systems statics
and dynamics decouple and classical phase transitions can be studied using effective time-
independent methods in d space dimensions. But quantum mechanically the kinetic and
potential energies do not generally commute (see Problem 23.3), so the partition function
cannot be factored into a product of kinetic and potential energy contributions. Hence, in
quantum phase transitions the order parameters must be expressed in terms of fields with
both space and time dependence, and statics and dynamics are always coupled. As we now
demonstrate, these differences imply that a quantum phase transition in d dimensions is
related closely to a classical phase transition in d + z dimensions, where z is the dynamical
critical exponent [203].

23.5.1 The Classical–Quantum Mapping

The quantum evolution operator for propagation through a real time t is exp(iHt/�). If time
is continued to imaginary values by the replacement t → −iτ where τ is real,

e
i
�
Ht → eHτ/� = e−H /kT , (23.8)
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provided that we identify τ = −�/kT .

The partition function of classical statistical mechanics is related to the propaga-
tor of quantum mechanics through rotation of the time axis in the complex plane
from the real to imaginary direction.

Analytical continuation to imaginary time is called a Wick rotation and the resulting
problem is said to be formulated in euclidean space (see also Box 25.1). Since τ ∝ T−1, at
zero temperature the euclidean time has infinite extent and behaves as if it were an extra
spatial dimension. From Eq. (23.3), time scales like a length to the z power, which suggests
the following.

A quantum phase transition in d real spatial dimensions is related to a classical
phase transition in d + z dimensions, where often z = 1 but it can be fractional.

We may then expect that quantum phase transitions often belong to a universality class
for the corresponding classical problem formulated in one higher spatial dimension. Near
the transition the behavior is governed by the relationship between τ and the correlation
time τc. The crossover from quantum to classical behavior will occur when τc > τ, which
implies that |t |−νz > (kT )−1 and therefore is equivalent to a condition |t |νz < kT . While
τc < τ (suggesting that quantum effects are important), the system behaves effectively
as if it were (d + z)-dimensional but once τc > τ (suggesting classical critical behavior)
the system realizes that it is only d-dimensional. On the other hand, if the critical point
is approached by lowering the temperature at x = xc both τ and τc diverge. Then the
condition τc > τ is not generally fulfilled, quantum effects are always important, and the
system behaves as if it had dimension d + z.

23.5.2 Optimal Dimensionality

General arguments suggest that two spatial dimensions are optimal for the observation
of quantum critical points in strongly correlated electron systems [176]. In 1D, quantum
fluctuations of the order parameters are so strong that they tend to suppress long-range
order. In 3D, correlated electron systems tend to form good Fermi liquids (Box 32.1) or
ordered states with order parameters having weak fluctuations that do not lead to unusual
quasiparticle behavior. Two dimensions strikes a balance between order and fluctuations
that permits quantum critical points with non-trivial universality properties to be identified.

23.5.3 Quantum versus Classical Phase Transitions

Given the preceding discussion suggesting that quantum phase transitions in some number
of dimensions can be associated with classical phase transitions in a different number
of dimensions, one may well ask why quantum phase transitions need be considered as
separate entities. In fact, we cannot simply appropriate results indiscriminately from the
classical analog to describe a quantum phase transition, for several important reasons
[175, 203].
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1. The quantum–classical mapping gives imaginary-time quantum correlation functions.
To relate these theoretical quantities to real-time dynamics requires analytically con-
tinuing to real time. This continuation may be poorly defined and approximations that
work in imaginary time may fail to translate into valid approximations in real time.

2. A fundamental new timescale characterizes dynamics near a quantum critical point:
the phase coherence time, which is the timescale for the quantum system to lose phase
memory. This can lead to quantum interference effects in local measurements that have
no analog for a classical critical point.

3. Some quantum critical systems have no simple classical analog. For example, topolog-
ical effects deriving from Berry phases (see Section 28.4) may lead to quantum critical
points with properties that do not appear in any classical theory.

Thus the quantum–classical correspondence is illuminating but quantum phase transitions
must be studied in their own right to obtain a full picture of quantum critical transitions.

23.6 Example: Ising Spins in a Transverse Field

Let us now illustrate some of the preceding ideas by examining a real system that exhibits
quantum critical behavior. The magnetic properties of LiHoF4 at low temperature provide
an example of a quantum phase transition that may be tuned using the strength of a
magnetic field and that can be approximated by a simple mathematical model. This
compound has only the spins of the Ho atoms as magnetic degrees of freedom at low
temperature, and these prefer to point up or down with respect to a particular crystal
direction. The observed magnetic properties of LiHoF4 as a function of temperature T
and the strength of an external magnetic field Ht applied perpendicular to the preferred
spin direction are summarized in the phase diagram of Fig. 23.4.

0 20 40 60
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(disordered)
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Fig. 23.4 Low-temperature magnetic behavior in LiHoF4 [25, 203]. The curve represents a theoretical fit to the data points. A
quantum critical point is labeled QCP.
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Domain wall
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Fig. 23.5 Quasiparticles in a 1D Ising model with transverse magnetic field for large and small values of the tuning
parameter g. (a) Domain-wall quasiparticles for g  1. (b) Flipped-spin quasiparticles for g ! 1. (c) Moving
the domain wall in (a) by flipping a spin.

23.6.1 Hamiltonian

A 1D chain of Ising spins interacting with a transverse magnetic field has been suggested
as a simple model for LiHoF4 [163, 175, 176, 203]. The corresponding Hamiltonian is

H = −J
∑
j

(
gσxj + σ

z
j σ

z
j+1
)
, (23.9)

where the σx,z
j are Pauli matrices, J and g are positive, and j labels sites in a 1D chain

where the ions reside. Each site j hosts two possible spin states, |↑〉j and |↓〉j , corresponding
to eigenstates of σxj with eigenvalues +1 and −1, respectively. The two terms in Eq. (23.9)
do not commute (Problem 23.4), and represent competing physical tendencies.

1. The first term mixes |↑〉j and |↓〉j , and favors spin alignment in the x direction.
2. The second term favors parallel spin alignment on neighboring sites (ferromagnetism).

This model exhibits many basic features of quantum phase transitions, and accounts for
the general features of Fig. 23.4.2 Let us analyze it in a quasiparticle approach, where we
(1) identify the ground state and (2) attempt to associate the low-energy excited states with
quasiparticle excitations of this ground state.

23.6.2 Ground States and Quasiparticle States for g→ 0

The Hamiltonian (23.9) has simple ground states for large and small g. If g  1, the
second term dominates and the ground state has either all spins up or all spins down.3 Low-
energy excitations of this ground state are domain-wall quasiparticles, where all spins to
the left of a particular point (the domain wall) are up and all spins to the right are down (or
vice–versa), as illustrated in Fig. 23.5(a).These are excited states because they have less
ferromagnetic stabilization energy from the second term of Eq. (23.9)] than the ground
state (all spins pointing in the same direction) for g  1. If g = 0 such states are stationary

2 A 2D Ising model gives critical behavior similar to that of a 1D model. In 3D the behavior is not quantum
critical. This illustrates the earlier comments that quantum criticality is a low-dimensional effect.

3 This corresponds to spontaneously broken Z2 symmetry, since the two ground state choices are equivalent and
related by symmetry. It is similar in spirit to the spontaneous breaking of reflection symmetry for a scalar field
in Section 17.4.2 and parity symmetry for intrinsic nuclear states in Section 22.5.2.
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because they are eigenstates of Eq. (23.9). For small g � 0 the domain walls become mobile
because perturbation from the first term in Eq. (23.9) can flip a spin at the domain wall; this
effectively moves the location of the domain wall by one site, as illustrated in Fig. 23.5(c).

23.6.3 Ground States and Quasiparticle States for g→∞

In the opposite limit g → ∞ the wavefunctions become eigenstates of the σxj operator.
These states are linear superpositions of the up and down eigenstates and the ground state
has

|→〉j =
1
√

2
( |↑〉j + |↓〉j ) , (23.10)

(with eigenvalue +1) for all sites, which may be interpreted as a state in which all spins in
the chain point to the right. The low-lying quasiparticle excitations result from flipping a
single spin to point to the left, corresponding to the state on that site

|←〉j =
1
√

2
( |↑〉j − |↓〉j ) , (23.11)

with eigenvalue −1. The corresponding state for the full chain has a higher energy than the
ground state because the product Jg is negative, which disfavors left-pointing spins. The
quasiparticle excitations in this large-g limit are illustrated schematically in Fig. 23.5(b).
For g = ∞ these states are stationary but they develop dynamics because of the perturbation
from the second term in the Hamiltonian if g is large but not infinite.

In the limits of large g and small g a quasiparticle description appears to be valid for our
model, but the quasiparticles corresponding to the g  1 limit differ fundamentally from
the quasiparticles corresponding to the g ! 1 limit. This suggests interesting possibilities
for the transition between these two limits at intermediate g, which we shall now explore.

23.6.4 Competing Ground States

The spin system described by the Hamiltonian (23.9) has eigenstates of the operators σxj
for g ! 1 and of σzj for g  1. Because [ σxj , σzj ] � 0, neither of these ground states can
be realized over the entire range of g, implying an essential tension between them at
intermediate g. This suggests the possibility of a quantum critical point at intermediate
g where the zero-temperature system undergoes a quantum phase transition between the
competing quantum ground states expected in the g ! 1 and g  1 limits. In fact, this
model has an exact solution and a quantum critical point at g = gc = 1 [162]. The
essentially quantum nature of this transition at g = 1 can be brought into clear focus by
considering the non-commuting operators σxj and σzj , and their eigenvalues.

1. In the g ! 1 limit the system has sharp values of σxj but the uncertainty in σzj is large
since the eigenstates of σxj are linear combinations of σzj eigenstates.

2. In the g  1 limit the uncertainty in values of σxj is large but σzj has sharp values.
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As g is tuned through the quantum critical point, uncertainties in the z and x components
of spin vary continuously but their product remains non-zero because the spin components
are eigenvalues of non-commuting operators. This indicates clearly that the T = 0 phase
transition at g = 1 is driven by fluctuations of purely quantum origin.

Quantum phase transitions are enabled by a Hamiltonian having non-commuting
terms representing distinct ordering tendencies for the system, with qualitatively
different quantum ground states and quasiparticle states for each.

In the quantum phase transition the tuning parameter g then represents the fundamental
tension between these quantum ground states and their conflicted ordering agendas, and
the quantum phase transition is driven by fluctuations in that ordering.

23.6.5 The Quantum Critical Region

At g = gc the description of the system is not simple in terms of either the quasiparticles
valid for g → ∞ or those valid for g → 0. However, g = gc is a quantum critical point
that exhibits scale invariance. This means that near g = gc it is not possible to determine
the distance between well-separated spins from the ground state wavefunction because the
correlation between spins at the critical point is sufficiently long range that nothing changes
if we increase the length scale over which the spins are observed. At finite temperature
new features enter as temperature fluctuations modify the purely quantum aspects of the
problem. The quantum phase transition takes place at zero temperature but remnants of it
appear in the finite-temperature phase diagram as long as time constraints set by the natural
timescale �/kT are satisfied. In the Ising model example, the zero-momentum dynamic
response function at low temperature is found to be [176]

χ(ω) ≡ i
�

∑
k

∫ ∞

0

〈
[ σzj (t), σz

k
(0) ]

〉
eiωtdt ∼ T−7/4Φ

(
�ω
kT

)
, (23.12)

where Φ is a universal function depending only on T .

23.6.6 Phase Diagram

The preceding considerations permit the phase diagram of Fig. 23.6 to be sketched. In
the lightly shaded regions outside the diagonal lines quasiparticle behavior is exhibited,
with domain-wall quasiparticles for g < gc and flipped-spin quasiparticles for g > gc. The
V-shaped quantum critical region in darker gray is characterized by the response (23.12).
The diagonal lines bounding it are set by the requirement �ω > kT . The horizontal dashed
line corresponds to a temperature where kT is large enough that properties are no longer
determined solely by scaling. This diagram should be compared with Fig. 23.3(a). We see
in a simple model that the QCP at (T = 0, g = gc) influences a large region of the phase
diagram at finite temperature (the dark V-shaped area in Fig. 23.6). For T > 0 quantum
criticality extends over a broad range of g values around gc. In the quantum critical
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Fig. 23.6 Quantum critical behavior in a one-dimensional Ising model with a transverse magnetic field.

region the system displays unique properties like the response (23.12) that are determined
by quantum critical fluctuations and cannot be described by quasiparticles characterizing
regions of the phase diagram dominated by one or the other forms of competing order.

23.7 Dynamical Symmetry and Quantum Phases

The preceding discussion has reviewed the standard picture of quantum phase transitions.
Now we wish to show that quantum phase transitions can also be understood as a natural
consequence of dynamical symmetries for non-abelian symmetry groups. This different
perspective leads to new insights for transitions between quantum phases, and to a new
view of universality in quantum phase transitions across diverse physical systems.

23.7.1 Quantum Phases in Superconductors

From the discussion in Section 20.1, the microscopic dynamical symmetry method leads
to subgroup chains of the highest symmetry, each representing a unique quantum ground
state. Thus fermion dynamical symmetries describe quantum phases that are related by
quantum phase transitions. Let us illustrate using the SU(4) model of high-Tc super-
conductors (SC) described in Section 32.3. Dynamical symmetry subgroup chains and
their physical interpretation based on calculated matrix elements are described in Eq.
(32.6), Table 32.1, and Figs. 32.5 and 32.6. These are summarized in Fig. 23.7, where four
quantum phases relevant to a unified understanding of conventional and unconventional
superconductivity are displayed.

1. Conventional SC corresponds to quantum phase I, defined by the dynamical symmetry
subgroup chain SO(8) ⊃ · · · ⊃ SU(2)BCS, where ellipses indicate possible intervening
groups. This phase is favored when onsite Coulomb repulsion is weak, so that onsite
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Fig. 23.7 Schematic overview of dynamical symmetries for superconductors discussed in Section 32.3. Quantum phase I
describes conventional superconductivity and quantum phases II–IV describe unconventional superconductivity.

pairs are low in energy and there is little competition from non-pairing emergent modes.
Phase I typically is characterized by the simplest pairing order: singlet s-wave.

2. Antiferromagnetic (AF) Mott insulators correspond to quantum phase II, defined by
SO(8) ⊃ SU(4) ⊃ SO(4). This is favored when Coulomb repulsion suppresses double
site occupancy and favors bondwise pairs [SO(8) ⊃ SU(4) subgroup], and AF correla-
tions favor antiferromagnetic states [SU(4) ⊃ SO(4) subgroup]. It is characterized by
large AF order, Mott insulator transport properties, and vanishing pairing order.

3. Singlet d-wave SC corresponds to quantum phase III, defined by SO(8) ⊃ SU(4) ⊃
SU(2)p. It is favored when Coulomb repulsion favors bondwise pairs [SO(8) ⊃ SU(4)
subgroup] and pairing correlations favor SC states [SU(4) ⊃ SU(2)p subgroup]. It is
characterized by vanishing AF order and large d-wave singlet pairing order.

4. Quantum phase IV corresponds to SO(8) ⊃ SU(4) ⊃ SO(5). It is implicated when
Coulomb repulsion favors bondwise over onsite pairs [SO(8) ⊃ SU(4) subgroup] and
doping favors contribution of both AF and SC correlations [SU(4) ⊃ SO(5) subgroup].
This phase exhibits remarkable universality associated with fluctuations in Hilbert
space, since the SO(5) wavefunction at low doping is a rich superposition of SC and AF
states with zero expectation value for AF and SC order but large fluctuations in both.

Each quantum phase I–IV issues from the same highest symmetry, SO(8) or SO(8) ⊃
SU(4), which implies that they are related to each other though constraints imposed by
the highest symmetry. This suggests that dynamical symmetries offer an important tool to
understand quantum phase transitions from a comprehensive and unified perspective.

23.7.2 Unique Perspective of Dynamical Symmetries

The dynamical symmetry picture of quantum phases and quantum phase transitions offers
a unique perspective and some potential advantages over traditional understanding.

Exact Quantum Solutions: Dynamical symmetries arise as exact quantum solutions within
a symmetry truncated Hilbert space. Thus they provide a unified microscopic description of
quantum phases and their physical interpretation. This is similar in spirit to the Ising model
discussed in Section 23.6, but dynamical symmetries can provide solutions for models that
are much richer and more complex than that of magnetism in a 1D spin chain.
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Physical Pictures with a Microscopic Basis: Generalized coherent state wavefunctions
(Ch. 21) provide a physical interpretation of quantum phases and also a direct microscopic
connection to Ginzburg–Landau energy surfaces and Hartree–Fock–Bogoliubov varia-
tional wavefunctions for interpreting quantum phases and their fluctuations. An example
for graphene states in a strong magnetic field is given in Fig. 20.8.

Microscopic Relationship of Quantum Phases: Dynamical symmetries arising from the
same highest symmetry define quantum phases that are related by the highest symmetry.
Thus they provide microscopic predictions for the properties of quantum phase transitions.
This is illustrated in Examples 23.4 and 23.5 below.

A More Abstract Universality: Quantum phases arising from dynamical symmetry lead to
critical points and universality classes as do traditional theories, but they suggest a higher
abstraction through similar dynamical Lie group structure across diverse systems. Striking
examples of Lie group universality are given in Figs. 20.10 and 32.12. This universality
arises because systems that are fundamentally different microscopically can exhibit emer-
gent states corresponding to similar symmetry dictated truncations of their Hilbert spaces.

23.7.3 Quantum Phases and Insights from Symmetry

It was suggested above that relationships between quantum phases implied by dynamical
symmetry lead to new insights and new predictions for phase transitions. Here we
discuss two representative cases: Examples 23.4 and 23.5 provide plausible and self-
consistent explanations for two enduring mysteries in the physics of high-temperature
superconductors.

Example 23.4 The SU(4) model of Section 32.3 describes the transition from the AF Mott
insulator normal state to a superconducting state as a doping-driven quantum phase
transition from the SO(4) AF Mott quantum phase to the SU(2) SC quantum phase
(Fig. 32.10). This transition can occur spontaneously for infinitesimal doping through
quantum fluctuations in the order parameter with SO(5) symmetry. Thus SU(4) symmetry
provides a natural explanation for why cuprate AF Mott insulator ground states become
superconducting with only a tiny amount of electron hole doping: the AF Mott insulator
state is fundamentally unstable against condensing d-wave pairs with hole doping because
the AF Mott insulator derives from the same highest symmetry as the superconducting
state [96, 98].

Example 23.5 The SU(4) model described in Section 32.3 suggests a generic reason for
unusually high transition temperatures for cuprate superconductors that is illustrated in
Fig. 32.11 [98, 99]. The parent AF Mott insulator state and the d-wave SC state are both
generated by subsets of SU(4) generators [SU(4) ⊃ SO(4) and SU(4) ⊃ SU(2) subgroups,
respectively]. Thus the AF Mott state can be rotated collectively into the SC state in the
group space with minimal entropy generation, which can occur with minimal cooling.
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It is important to understand the essential role of dynamical symmetry in the preceding
examples. In Example 23.4 it is clear from data that there is a quantum phase transition
between the cuprate normal ground state and superconducting state. However, only the
insight that this quantum phase transition is between dynamical symmetries deriving
from the same higher SU(4) symmetry leads to the prediction that the normal AF Mott
insulator ground state is unstable against producing the SC state because (in essence)
it already contains the superconductor hidden inside it. This is non-intuitive from the
traditional point of view, where AF Mott insulators and superconductors appear to be
fundamentally different quantum phases with little obvious similarity. The SU(4) analysis
shows that Example 23.4 is in fact just the venerable Cooper instability described in
Box 32.2, but modified by polarization of the Fermi sea caused by strong AF correlation
and Coulomb repulsion. Thus, the SU(4) picture of quantum phase transitions in cuprate
superconductors provides a natural generalization of the Cooper instability to doped AF
Mott insulators.

In Example 23.5 the SC transition is predicted to be a low-entropy (and therefore
unusually high Tc) quantum phase transition only because the two quantum phases are
intimately related through the higher SU(4) symmetry, so one can be rotated into the other
at minimal entropy cost. If the two phases were not related by this symmetry one would
generally expect this transition to be high-entropy (implying low Tc), because to make the
SC state requires first deconstructing the AF state and then reconstructing the SC state
from the pieces. The insight from SU(4) dynamical symmetry is that the SC state has
already been constructed and is masquerading as an AF Mott insulator; we just need to
point it in the right direction in the SU(4) group space (for example, with a small amount
of hole doping).

Example 23.6 Consider phases for the ground state of monolayer graphene in a strong
magnetic field shown in Fig. 20.7. The dynamical symmetries imply seven emergent
quantum phases corresponding to distinct subgroup chains deriving from SO(8). Some
have been predicted before but some, like those involving SO(7), appear to be new.

Thus, in Example 23.6 the fermion dynamical symmetry method accounts for phases that
have been proposed before, but also predicts new quantum phases and associated quantum
phase transitions that have not yet been discussed in standard graphene physics.

Background and Further Reading

Ma [144] is a classic introduction to critical phenomena. Quantum phase transitions are
reviewed in Phillips [163], Sachdev [175, 176], and Vojta [203]. Examples of fermion
dynamical symmetries that imply quantum phase transitions are given in Chs. 20, 31,
and 32 of this book. The review [98] deals extensively with dynamical symmetry quantum
phase transitions for high-temperature superconductors.
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Problems

23.1 This problem and Problem 23.2 give a qualitative feeling for the difference between
a phase dominated by classical thermal effects and one dominated by quantum
effects by considering the corresponding velocities and pressures. Assume a gas
of electrons, each having mass m. Show that a “thermal velocity” vT ∼ (kT /m)1/2

may be associated with thermal motion at a temperature T for classical electrons
and a “quantum velocity” vQ ∼ �n1/3/m may be associated with the uncertainty
principle, assuming a number density n for the Fermi–Dirac gas particles. Compare
the behavior of the thermal and quantum velocities with density and temperature.
Hint: Average spacing between particles may be estimated as Δx ∼ n1/3, and it is
convenient to drop constant factors of order one.

23.2 Use the classical and thermal velocities derived in Problem 23.1 to estimate the
ratio of the corresponding “quantum pressure” and classical “thermal pressure.”
Hint: Assume thermal electrons to obey an ideal gas equation of state and quantum
electrons to obey the Fermi–Dirac equation of state P ∼ (�2/m)n5/3, where m is the
mass and n the number density of electrons. ***

23.3 Assume a 2D lattice with islands of superconductivity surrounded by regions of
insulating behavior. Within each SC island patch i, assume a set of electron Cooper
pairs having the same wavefunction phase that can be approximated as bosons.
A simple Hamiltonian describing this system is given by the Bose–Hubbard model
[163]

H = Hpot + Hkin = EC
���
∑
i

(n̂ − n0)2 − t
EC

∑
〈i j〉

(b†i bj + b†jbi )��� ,

where b†i creates a Cooper pair on patch i and bi annihilates it, n0 is the average
Cooper pair density, EC is the energy cost to convert an isolated Cooper pair into
charge carriers in a conductor, t is the energy associated with a Cooper pair hopping
between adjacent patches i and j, and 〈i j〉 indicates that the summation is only over
patches i and j that are nearest neighbors. Describe physically the competing ground
state tendencies of this Hamiltonian as t/EC is varied. Prove that the kinetic and
potential energies do not commute, suggesting that there should be a critical point at
a quantum phase transition between SC and insulating states as t/EC is varied. ***

23.4 Show that the two terms in the Ising model Hamiltonian (23.9) do not commute and
thus represent competing, incompatible tendencies in the corresponding system.
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Various physical problems formulated in euclidean or Minkowski space, or more abstractly
in a quantum-mechanical Hilbert space, have properties that are not determined by local
symmetries and depend on the global nature of the manifold for the theory. To understand
such properties and their increasingly important role in modern physics, we must consider
more formally the subjects of topology and topological spaces, differentiable manifolds,
and metrics and metric spaces. Loosely, the first deals with continuity, the second with
smoothness, and the third with measurement of distance. Let us now give a more detailed
description of each of these, beginning with topology.

24.1 Basic Concepts of Topology

Geometry is largely quantitative: distances, angles, curvature, . . . . Topology is largely
qualitative; it is “what is left of geometry when measurement is removed” [16]. A famous
example is shown in Fig. 24.1: for the topologist a doughnut and a coffee cup are one and
the same because they are characterized by a topological invariant called the genus, which
is intuitively the number of “holes” or “handles” for a surface. Figure 24.2 illustrates.
Loosely, topology studies continuous deformations that do not change the most basic
properties of objects such as the number of “holes,” as in the continuous deformation of a
doughnut into a coffee cup.

24.1.1 Discrete Categories Distinguished Qualitatively

Topology often leads to classifications into discrete categories with a qualitative (global)
distinction; Fig. 24.3 gives an example.The number of times a length of string with
fixed endpoints is wound around the cylinder takes on discrete integer values called the
winding number, and configurations with different winding numbers cannot be deformed
continuously into each other. This is an example of a topological conservation law, since
the impossibility of deforming the winding number +1 configuration continuously into
the winding number +2 configuration in Fig. 24.3 has nothing to do with physics. It has
been decreed once and for all by the gods of mathematics; physics considerations like
dynamical equations for the strings and their local symmetries have no power over the
winding number because it originates in topology. This discrete nature of topology is of
great import for physics. In fact, one would not be too far off the mark to assert as follows.

419
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Fig. 24.1 A doughnut and a coffee cup are equivalent topologically, because each is a surface with a single hole and one can
be deformed continuously into the other without tearing, puncturing, or gluing. Roughly, the number of “holes” or
“handles” for a surface is its genus.

g = 0 g = 1 g = 2 g = 3

Fig. 24.2 Two-dimensional manifolds with genus g equal to 0, 1, 2, and 3. Images reproduced from https://en.wikipedia
.org/wiki/Genus_(mathematics), CC BY-SA.

Winding number = +1

Winding number = +2

Winding number = +3

Fig. 24.3 For integers n � m and fixed endpoints, a string wound n times around a cylinder of infinite length cannot be
deformed continuously into one wound m times. These topologically distinct cases are characterized by a (positive
or negative) integer winding number.

Physicists are interested in topology mostly because of the rather obvious notion
that integers cannot morph continuously into other integers.

This seeming banality has non-trivial implications because it can lead to conservation laws
that largely transcend any particular physics manifestation.

24.1.2 The Nature of Topological Proofs

Topology is characterized by many concepts that are “intuitively obvious” but difficult to
prove in a formal mathematical sense. Since this is not a mathematical treatise and our
interest lies primarily in physical applications of rather elementary topological principles,

https://en.wikipedia.org/wiki/Genus_(mathematics)
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Fig. 24.4 (a) The shaded area is a neighborhood of x. (b) A point x where no neighborhood can be defined because an open
ball contained entirely in S cannot be drawn around x.

some basic mathematical proofs will be demonstrated in the text and in problems but often
we will appeal more to intuition and schematic mathematics (“coffee cup and doughnut”
arguments) than rigorous proof in our discussion.

24.1.3 Neighborhoods

An essential concept in topology is that of continuity and a key aspect of continuity is the
idea of a neighborhood. Intuitively, a neighborhood for a point x is a set of points near x
that completely surround it. More formally, for a point x in a space, we have the following
definition.

A neighborhood of x is any set S containing an open solid sphere with center x,
where an open solid sphere is a solid sphere without its surface points.

An open solid sphere is commonly called an open ball (see Box 24.1); open balls in some
number of dimensions are central concepts in the explication of topology.

Example 24.1 An interval on the real number line that contains its endpoints a and b
(a closed interval, denoted by [a, b] ⊂ R), is a neighborhood of each of its points except
for the endpoints a and b.

Figure 24.4 shows an example of a neighborhood of x in 2D space, and a point x for which
no neighborhood exists.

24.2 Topology and Topological Spaces

Let us introduce some formal definitions that will allow us to put many of the preceding
ideas on a firm mathematical footing.
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Box 24.1 Open Sets and Open Balls

Sets (see Box 2.1) can be classified as closed or open. Open sets are important in topology, so we review the
concept here. Generally a set can be rather abstract but physics usually assumes metric spaces (Section 24.5.2),
for which the concept of distance between points has meaning. This simplifies the definition of open sets.

Open and Closed Intervals

An interval is a segment of the real number line bounded by two points. A closed interval is an interval that
contains its boundary points, which is denoted by square brackets: the closed interval [a, b] means the real
numbers greater than or equal to a and less than or equal to b. An open interval does not contain its boundary
points, which is denoted by parentheses: the open interval (a, b) means the real numbers greater than a
and less than b.

Open and Closed Sets

Closed sets generalize closed intervals in that they include their boundary points. Open sets generalize
open intervals in that they exclude their boundary points. The following figure illustrates for a filled circle
in a plane.

x2 + y2 = R2
Boundary set B

x2 + y2 < R2
Open set O

Closed set C = O U B

In this example the boundary set B (circle) is given by points for which x2 + y2 = R2, the open set O is
given by points in the hatched area for which x2 + y2 < R2, and the closed set C is the union of O and B.
Thus in this example the open set is the interior of the filled circle, without its boundary set. More formally,
an open set O is a set that for each of its points x a neighborhood U can be defined that is a subset of the
original set: U ⊂ O.

Open and Closed Balls

In n-dimensional euclidean space, an open n-ball of radius R and center at X is the set of points having
distance from X that is less than R. A closed n-ball of radius R is the set of points having distance from X
that is less than or equal to R. Thus, in euclidean n-space every ball is bounded by a hypersphere (sphere
of dimension n − 1), and open balls are closed balls minus their boundary. Examples: a ball is (1) a bounded
interval for n = 1, (2) a disk bounded by a circle for n = 2 (example shown above), (3) a volume bounded
by a 2-sphere S2 for n = 3, and so on.
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24.2.1 Formal Definition of a Topology

Let M be a set and τ = {S} = {S1, S2, . . .} be a collection of subsets Si of M . A topology τ
on the set M results if τ satisfies the following axioms.1

1. The collection of subsets τ contains the null set ∅ and the full set M: ∅ ∈ τ and M ∈ τ.
2. The union of elements of subcollections in τ is also in τ: if Si , Sj ⊂ τ, then Si ∪ Sj ∈ τ.
3. If Si , Sj ⊂ τ and {S} is finite, then the intersection of Si and Sj is also in τ: Si ∩ Sj ∈ τ.

Any choice of subsets that satisfies these conditions defines a topology for (or on) M , and
τ is said to give a topology to M . Loosely then, a topology for a set is a family of subsets
closed under unions and finite intersections; Problem 24.1 gives a simple example. The set
M (the underlying set) and its topology τ together constitute a topological space T ,

T ≡ {M , τ} (topological space), (24.1)

and the members of τ are termed the open sets. Typically more than one topology can be
associated with a given set M . Let us give a few examples.

Example 24.2 For any set M , the discrete topology for T = {M , τ} is the topology introduced
by taking for τ every subset of M . Clearly these are closed under unions and finite
intersections, and satisfy the three topological axioms given above.

Example 24.3 If M is any set then τ = {∅, M } satisfies the topological conditions. This is
termed the indiscrete (or trivial) topology.

Example 24.4 Consider the set of real numbers R and all subsets τ = {S}, with S ⊂ R so that
for any point x ∈ S there is a positive number ε such that the interval {x − ε < x < x + ε}
is contained in S. These are the usual open sets of the real number line (a, b) and this
topology T = {R, τ} is termed the natural (or usual) topology of R.

Example 24.5 Consider n-dimensional Euclidean spaces, Rn. For R1 the topology is the
topology of the real number line (for example, as in Example 24.4), while R2 has
the topology of two copies of the real number line (the 2D euclidean plane).

Box 24.2 describes a type of topological space called a Hausdorff space. Physical theories
are almost always formulated in topological spaces that satisfy the Hausdorff condition.

24.2.2 Continuity

The concept of continuity is central to topology. Intuitively, continuous functions take
nearby points to nearby points. We are now in a position to make this idea precise.
A continuous function from a topological space (S, σ) (the domain) to a topological space
(T , τ) (the range) is a function F : S → T such that F−1(U) (termed the inverse image;

1 Our discussion assumes a familiarity with basic concepts for sets that were reviewed in Boxes 2.1 and 24.1.
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Box 24.2 Hausdorff Spaces

A Hausdorff space H is a topological space with the property that for any two distinct points x and y of the
space there exists a pair of open sets Sx and Sy such that

Sx ∩ Sy = ∅ x ∈ Sx ; y ∈ Sy ; x � y.

In words, a topological space is a Hausdorff space if there always exist neighborhoods of arbitrary distinct
points x and y that do not intersect. Hausdorff spaces are sometimes called separated spaces because of this
property. Spaces of interest in physics are normally Hausdorff. For example, n-dimensional euclidean space
Rn, and more generally any metric space (Section 24.5.2), are Hausdorff.

see Box 2.3) is an open set in (S, σ) when U is an open set in (T , τ). We use the terminology
continuous map for such a continuous function. Each choice of topologies σ and τ for the
fixed sets S and T selects a subset of functions from S to T that are continuous. This
definition is basically what a physicist speaking in the vernacular means by “smooth and
well-behaved”.

24.2.3 Compactness

A physicist’s understanding of compactness was employed often in discussion of group
properties in earlier chapters. We now wish to give a more precise mathematical definition,
and to show that the precise definition reduces to the earlier one for typical situations
encountered in physics. First it is necessary to define the cover of a set. For a family of sets
S = {Si }, if ∪Si contains a set U , then S is a cover of U . If the Si are open sets, the cover is
an open cover. Now, if for every open covering {Si } of a set U with ∪Si ⊃ U there is a finite
subcovering {S1, S2, . . . , Sn} with S1 ∪ S2 ∪ S3 ∪ · · · ∪ Sn ⊃ U , then the set U is compact. In
words: compact sets can be covered by a finite number of sets of arbitrarily small size. Let
us consider several examples of applying this definition to determine compactness [156].

Example 24.6 Consider the infinite vertical strip X displayed in Fig. 24.5(a), and choose as
an open covering the set of overlapping open rectangles (dashed boxes) satisfying

Sα =
⎧⎪⎨⎪⎩
|x | < a + ε

α/2 < y < α/2 + 1

where ε > 0 and α = . . . − 2,−1, 0, 1, 2, . . .

1. Thus, each Si is open and overlaps its two immediate neighbors and ∪Si ≡ S1 ∪ S2 ∪
S3 · · · ⊃ X , implying that {Si } is an open cover of X .

2. However, no finite subcovering {S1, S2, . . . , Sn} exists because the area of X is infinite
but the area covered by the rectangles of {S1, S2, . . . , Sn} must be finite, so it cannot be
a covering of X .
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Fig. 24.5 Two spaces inR2 that are not compact: (a) an infinite vertical strip; (b) an open disk. Dashed boundaries indicate
an open set.

We conclude that the infinite strip is non-compact. Clearly the lack of compactness is
associated with the absence of bounds in the y direction for the space X .

Example 24.7 Consider the closed disk Y = {(x, y) : x2 + y2 ≤ 1}. Choose as an open
covering the set of concentric disks

Sα =

{
(x, y) : x2 + y2 <

(
1 − 1

1 + α
+ ε

)}
,

where ε > 0 and small, and α = 1, 2, . . .

1. Then this is a covering of Y , since ∪Sα ⊃ Y .
2. But also there is a finite subcover consisting of {S1, S2, . . . , Sn}, where n is the smallest

integer satisfying n > 1/ε − 1 (that is, the first n for which the radius exceeds 1).

Thus the closed disk Y is compact.

Example 24.8 As you are asked to show in Problem 24.5, the open disk

Y = {(x, y) : x2 + y2 < 1}

displayed in Fig. 24.5(b) is non-compact. Comparing Problem 24.5 with Example 24.7, we
see that it is the open property of the disk that is responsible for its non-compact topology.

For n-dimensional euclidean spaces Rn, if Y ⊂ Rn then Y is compact only if it is closed
and bounded.2 This is the definition that we have employed for compactness in much of
our earlier discussion. If Y is not a subset of Rn, the question of compactness requires the
preceding more general considerations in terms of coverings and subcoverings to test for

2 This is called the Heine–Borel theorem. Notice that the non-compact space in Example 24.6 is not bounded,
while the non-compact space in Example 24.8 is bounded, but it is not closed.
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compactness. Compactness is significant because we shall show in Section 24.3.1 that it is
a topological invariant for a space.

24.2.4 Connectedness

Intuitively, a connected set cannot be divided into parts that are “far apart” (the usual
concept of “being in one piece”). More formally, a set Y is connected if it cannot be written
in the form Y = Y1 ∪ Y2, where Y1 and Y2 are open sets and Y1 ∩ Y2 = ∅. The following are
two examples.3

1. The closed interval [a, b] on the real number line is connected.
2. Any discrete subset of Rn with more than one member is disconnected. For example,

the set of rational numbers is disconnected.

It will be shown in Section 24.3.2 that connectedness is a topological invariant, and we
shall explore the nature of connectedness in more detail in Section 24.4.

24.2.5 Homeomorphism

We now wish to make precise the qualitative idea that topological properties are conserved
under smooth deformations. Consider topological spaces T1 and T2, and a map between
them f : T1 → T2. This map is a homeomorphism if it is continuous and has an inverse
f −1 : T2 → T1 that is also continuous. This permits a definition of topological equivalence.

Topological Equivalence: A homeomorphism establishes a relationship between
one topological space and a second topological space such that open sets in
the two spaces are in one to one correspondence. If two spaces admit such a
homeomorphism, they are topologically equivalent.

Homeomorphism is an equivalence relation (see Box 2.5 and Section 2.11). Using Ti to
denote topological spaces and the symbol ∼ to denote homeomorphism, by equivalence

1. T1 ∼ T1,
2. if T1 ∼ T2, then T2 ∼ T1,
3. if T1 ∼ T2 and T2 ∼ T3, then T1 ∼ T3.

Sets of topological spaces can be divided into equivalence classes and topological spaces
that are homeomorphic to each other belong to the same equivalence class. As we now
discuss, these equivalence characterizations allow the definition of topological invariants
that are conserved under homeomorphisms.

3 Experience suggests that a space is connected if any two points can be joined by a continuous path, which is
called pathwise connectivity. But this is too restrictive by the formal definition of connectivity: all pathwise
connected spaces are connected, but not all connected spaces are pathwise connected. However, our interest
here lies in pathwise connectivity, so for brevity we use “connected” to mean pathwise connected.
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24.3 Topological Invariants

In the preceding section topological invariants were defined as quantities that do not
change under a homeomorphism. We shall now prove that three fundamental properties
of topological spaces, compactness, connectedness, and dimensionality, are topological
invariants.4

24.3.1 Compactness Is a Topological Invariant

Suppose that X is a compact topological space, that f : X → Y is a homeomorphism from
X to a second topological space Y , and that {Si } is an open cover of Y [156]. Then f −1(Si)
is an open set in X because f is continuous and, since f is invertible, ∪ f −1(Si) is an open
cover of X . But X is compact, so there is a finite subcover { f −1(S1), f −1(S2), . . . , f −1(Sn)}.
This is also a finite subcover of Y , so Y is compact. Thus, if a space is compact a
homeomorphism leads to a space that is also compact and we conclude that compactness
is a topological invariant because it is unchanged by a homeomorphism.

24.3.2 Connectedness Is a Topological Invariant

Consider a connected topological space X with a homeomorphism f to Y [156]. If Y were
disconnected, Y = Y1 ∪Y2 and Y1 ∩Y2 = ∅, with Y1 and Y2 open sets. But f is continuous, so
f −1(Y1) and f −1(Y2) are open sets in X . However, they also satisfy f −1(Y1) ∪ f −1(Y2) = X ,
which would imply that X is not connected, contradicting the original hypothesis. It follows
that Y is necessarily connected and connectedness is a topological invariant.

24.3.3 Dimensionality Is a Topological Invariant

We shall now demonstrate that the dimensionality of Rn is a topological invariant by
showing inductively that there can be no homeomorphism between Rn and Rm if n � m
[156].

Conjectured Homeomorphism of R and R2: First consider the special case of R and R2.
If there were a homeomorphism f : R→ R2, then the dimensionality of R and R2 could be
changed by the homeomorphism and dimensionality would not be topologically invariant.
However, we shall now show that such a homeomorphism is logically contradictory. Let
R2 be represented by the x–y plane and R by its x-axis, but delete the point (x, y) = (0, 0)
from R2 (which is the point x = 0 in R). Then, the following is evident from Fig. 24.6(a).

1. The space R − {(0)} is disconnected while the space R2 − {(0, 0)} is connected.
2. But connectedness is a topological invariant, as proved in Section 24.3.2.
3. Hence the spaces R − {(0)} and R2 − {(0, 0)} cannot be homeomorphic.

4 Conversely, Problem 24.3 will demonstrate that the property of boundedness is not a topological invariant.
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Fig. 24.6 (a) The spacesR (x-axis) andR2 (xy-axes), with a point at the origin removed. (b) The spacesR2 andR3 with a
point at the origin removed.
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Fig. 24.7 Proof thatR3 with the origin removed is simply connected. The circle in the x–y plane shown in (a) can be
distorted out of the plane as in (b), moved away from the origin as in (c), and then shrunk to a point without
encountering the origin.

Now, suppose the homeomorphism f : R → R2 to exist and consider its restriction to
R − {(0)}, which implies a homeomorphism from R − {(0)} to R2 − {(0, 0)}. But we just
proved that this homeomorphism is non-existent, so no homeomorphism can exist between
R and R2 either. Now we need only generalize this reasoning to Rn and Rn+1 for n ≥ 2.

Conjectured Homeomorphism of Rn and Rn+1: For the special case of R2 and R3, take
R2 as the x–y plane and R3 as the (x, y, z) space, and delete the point at the origin, as
illustrated in Fig. 24.6(b). Assume that there is a homeomorphism f : R2 → R3, which
would imply that the dimensionalities of R2 and R3 are not topological invariants. Restrict
f to R2 − {(0, 0)} to define a homeomorphism f : R2 − {(0, 0)} → R3 − f {(0, 0)}. Now
place a circle x2 + y2 = r2 around the origin and consider the limit r → 0.

1. In R3 − f {(0, 0)}, the circle may be shrunk to a point since it can be deformed out of the
x–y plane to avoid (0, 0), as illustrated in Fig. 24.7.

2. On the other hand, in R2 − {(0, 0)} no deformation can avoid the point (0, 0) and the
circle cannot be shrunk to a point.

Thus, continuity of the homeomorphism breaks down and it does not exist. By induction we
may continue, deleting a point p fromRn andRn+1 to obtain the setsRn−{p} andRn+1−{p},
and showing that no homeomorphism exists between Rn and Rn+1 by surrounding p with
spheres Sn−1 of radius r and taking the limit r → 0. We conclude that Rn and Rm are
homeomorphic only if m = n, and dimensionality is a topological invariant.
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P

Q

0

1
s

M

p(s)

Fig. 24.8 A path from P to Q in the space M. A path p(s) may be parameterized by a 1D variable s that ranges continuously
from 0 to 1 as the path goes continuously from P to Q.

24.4 Homotopies

A path in a topological space X may be defined as a continuous function p(s) of some real
parameter 0 ≤ s ≤ 1 that associates each value of s with a point p(s) in the space, as in
Fig. 24.8. Such a path connects the points P and Q if p(0) = P and p(1) = Q, or vice versa
since paths may be directed, with a direction “to” and “from” the endpoints that may be
indicated graphically by an arrow. A great deal can be learned about the connectedness of
a topological space by studying the possible independent paths that can be constructed in
it. Of particular interest are closed paths, which have the same starting and ending points.

24.4.1 Homotopic Equivalence Classes

A loop or a closed path at the point S corresponds to p(0) = p(1) ≡ p(S). If for two closed
paths p(S) and p′(S) a function h(t, S) exists satisfying

h(0, S) = p(S) h(1, S) = p′(S), (24.2)

where t is a parameter ranging over the interval [0, 1], then the paths p(S) and p′(S) are said
to be homotopic (continuously deformable one into the other by the function h(t, S)). The
space of continuous maps C(X ,Y ) from X to Y is divided by homotopy into equivalence
classes: all continuous maps C(X ,Y ) that are homotopic belong to the same equivalence
(homotopic) class.5

24.4.2 Homotopy Classes Are Topological Invariants

Since homeomorphism is a continuous map, the homotopy equivalence classes are
unchanged under a homeomorphism of either X or Y ; thus, they are topological invariants
of the pair of spaces X and Y . If we choose a fixed space for X and allow Y to vary over all

5 Note as an aside that (1) for groups, conjugation produces equivalence classes that have group elements as
members (see Section 2.11 and Box 2.5). (2) For topologies, homeomorphism produces equivalence classes that
have topological spaces as members (see Section 24.2.5). (3) For closed paths in topological spaces, homotopy
produces equivalence classes that have continuous maps as members. These observations illustrate the utility
and abstract nature of equivalence classes that was emphasized in Box 2.5.
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Fig. 24.9 Winding of a planar spin around a circle [194]. The spin orientation is an order parameter.

topological spaces of interest, we can then study the topological differences between two
spaces Y and Y ′ by comparing their equivalence classes under maps with the fixed space X .
The equivalence classes under homotopy of the continuous maps C(X ,Y ) from X to Y are
denoted [X ,Y ]. A common choice is X = Sn, where Sn is the n-dimensional unit sphere.
Then the equivalence classes under homotopy [Sn,Y ] of C(Sn,Y ) cannot be deformed one
into another because of the conservation of topological invariants for the pair of spaces Sn

and Y . Many topological quantities of interest in physics are homotopy invariants of this
sort. An example is shown in Fig. 24.9.

24.4.3 The First Homotopy Group

We shall now show that the equivalence classes of C(Sn,Y ) have a group structure
[146, 174]. Because we associate a direction with a path, an inverse is defined naturally
by traversing the path in the opposite direction, p−1(s) = p(1− s). We can also introduce a
natural definition for a product of paths. Consider two paths a(s) and b(s). If the endpoint
of a(s) coincides with the beginning of b(s), we may define the product path c = ab by
requiring that

c(s) =
⎧⎪⎨⎪⎩

a(2s) 0 ≤ s ≤ 1
2

b(2s − 1) 1
2 ≤ s ≤ 1

(24.3)

as Fig. 24.10 illustrates. A null path can be defined by the product aa−1 (or ab−1 if a ∼ b).
Let [a] denote the set of paths having the same endpoints that are homotopic (contin-

uously deformable) to the path a, and introduce a multiplication law for the space X for
these homotopy classes,

[a][b] = [ab], (24.4)

where any representative of a class may be used in the multiplication. Now consider
the multiplication of the classes of closed paths having a common basepoint in a space
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Fig. 24.10 Product of two paths, c = ab. The product path c is formed by connecting the end of path a and beginning of path
b. All paths may be parameterized by a variable ranging from 0 to 1.

a

b c = ab

Deformable to 
a point

Fig. 24.11 Path multiplication in a space that is simply connected.

(denoted by a dot).6 This defines a group called the first homotopy group π1(X ) of the
space X , since the group postulates of Section 2.2 are satisfied [174].

1. Closure: If [a] ∈ π1(X ) and [b] ∈ π1(X ), then [a][b] = [ab] ∈ π1(X ).
2. Associativity: ([a][b])[c] = [a]([b][c]), because (ab)c ∼ a(bc).
3. Identity: The class of null paths [1] constitutes an identity element since [a][1] = [a].
4. Inverse: [a−1][a] = [1], so an inverse exists for every class.

The first homotopy group is also called the fundamental group of the corresponding
space. For a simply connected space, the product of closed paths is a path that is always
deformable to a point, as illustrated in Fig. 24.11. Thus, for a simply connected space
π1(X ) = [1]. We may, in fact, use this as a definition.

A space is simply connected if its fundamental group consists of only the identity.
Conversely, the fundamental group is no longer trivial for a space that is not
simply connected.

Example 24.9 Consider the 2D euclidean plane with a hole in it, as in Fig. 24.12. Topo-
logically, this space is the product of a line and a circle: R × S1. It may be shown that
π1(A × B) = π1(A) × π1(B). Thus, in this example π1(R × S1) = π1(S1), since R
is simply connected with a trivial first homotopy group. This corresponds to the group

6 Attaching the loops to a common basepoint is necessary to be definite, but it can be shown that the choice of
basepoint is irrelevant if the space is pathwise connected.
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Fig. 24.12 Path multiplication in a space that is not simply connected.

Fig. 24.13 Equivalence ofπ1(S1×R) = π1(S1) and the additive group of integers Z in Example 24.9.

structure associated with the mapping of circles to circles, S1 → S1. As illustrated in
Fig. 24.13, the fundamental group is in one to one correspondence with the additive group
of integers Z, where (signed) integers label the number of loops around the hole for a
closed path. In this example positive integers indicate clockwise and negative integers
indicate counterclockwise loops.

Let us look at the mapping S1 → S1 of Example 24.9 more carefully, as a prototype of map-
pings for higher-dimensional spheres [164]. The general mapping may be characterized by
an angle φ associated with the first circle and a corresponding angle Λ(φ) associated with
the second circle. Consider first the trivial mappings

Λ0(φ) = 0 (for all φ) Λ′0(φ) =
⎧⎪⎨⎪⎩

tφ 0 ≤ φ < π
t(2π − φ) π ≤ φ < 2π

(24.5)

where t is a parameter in the range [0, 1]. It is obvious algebraically that the mapping Λ′0
may be deformed continuously to Λ0 by letting t → 0, so these mappings are all in the
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Box 24.3 Of Coffee Cups, Doughnuts, and Winding Numbers

A coffee cup and a doughnut are equivalent topologically, as illustrated in Fig. 24.1. We may wind a string
around the handle of the cup and define a winding number n as the number of complete windings of the
string around the handle. Everything changes smoothly in the continuous deformation between a coffee cup
and a doughnut, so any change in this winding number must also be smooth.

But winding numbers are integers and integers cannot change smoothly into other integers.
Therefore, the winding number cannot change in the continuous, smooth deformation and it
is a topological invariant [79].

Such winding numbers are conserved topologically, for reasons that have nothing to do with the details of the
deforming transition. This simple example illustrates the essence of many conserved topological invariants in
physical systems.

same homotopy class. Now consider the more general mapping

Λn(φ) = nφ, (24.6)

where n is an integer. For fixed n � 0 this cannot be deformed continuously toΛ0. Formally
we may define a winding number Q by

Q ≡ 1
2π

∫ 2π

0

dΛ
dφ

dφ. (24.7)

For the mapping (24.6) this gives Q = n, which is a topological index giving the number of
times one circle is wrapped around the other circle in S1 → S1, with the sign indicating the
direction of winding. A physical example of topological invariance for a winding number
is given in Box 24.3. The general result is π1(S1) = Z, with Z the additive group of
integers. Equation (24.7) is an overly formal way to extract the winding number for this
simple example, but it can be generalized to situations where the topological invariant is
less obvious.

In the examples discussed so far the first homotopy group has been abelian because
the order of path multiplication did not matter. However, consider Fig. 24.14(a). The
paths f and g are obviously not homotopic, and from Fig. 24.14(b), f c � c f . Thus, the
fundamental group is non-abelian for this case and the order of path multiplication matters.

24.4.4 Higher Homotopy Groups

The first homotopy group is associated with mapping a space X to the circle S1; higher
homotopy groups πn(X ) involve mapping X to higher-dimensional spheres Sn. For
example, the second homotopy group π2(X ) corresponds to equivalence classes of map-
pings X → S2, the third homotopy group π3(X ) corresponds to equivalence classes of
mappings X → S3, and so on. The principles are the same as for π1(X ), but the geometry
is harder to visualize. The first homotopy group can be non-abelian but all higher homotopy
groups are abelian. In many cases of physical interest X may be taken as an m-dimensional
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Table 24.1. Some properties of homotopy groups [2]

π1 (U(1)) = π1 (S1) = Z π1 (U(1) × U(1)) = π1 (U(1)) × π1 (U(1)) = Z × Z
π1 (SU(2)) = π1 (S3) = 1 π1 (U(2)) = π1 (S3 × S1) = π1 (S3) × π1 (S1) = Z
πn (A× B) = πn (A) × πn (B) πn (Sm ) = 1 (n < m) πn (Sn ) = Z

πn (S1) = 1 (n > 1) π2 (Sn ) = 1 (n � 2) π3 (Sn ) = 1 (n � 2, 3) π3 (S2) = π3 (S3) = Z
π1 (SO(n)) = Z2 (n > 2) π1 (U(n)) = Z (n ≥ 1) π1 (SU(n)) = 1 (n ≥ 2)

π1 (SU(n)/Zn ) = Zn (n ≥ 2) π2 (G) = 1 (for any Lie group G)
π3 (G) = Z (for any simple Lie group G) π3 (SO(4)) = Z × Z

π3 (SO(n)) = Z (n > 4) πn (U(1)) = 1 (n > 1) πn (U(n)) =
{ 1 n even

Z n odd
π2n (U(n)) = Zn! π2 (G/H ) = π1 (H ) (G simply connected)

f

g

c

f c c f

(a) (b)

Fig. 24.14 (a) Paths f, c, and g in a 2D euclidean plane with two holes. (b) Path multiplication indicating that fc � cf, so the
first homotopy group is non-abelian [149].

sphere, implying mappings of the form Sm → Sn. For these cases the important topological
implications will reside in a generalization of the winding number (24.7) that measures the
number of times that one sphere is “wrapped around” the other sphere in the mapping
Sm → Sn. Some important results for homotopy groups are summarized in Table 24.1,
where πn(X ) = 1 indicates that the homotopy group is trivial, consisting only of the
identity.

24.5 Manifolds and Metric Spaces

Usually we take for granted that spaces of physical interest are “smooth,” and that they
have metrics (a concept of distance); however, topological spaces need not be smooth or
possess metrics. As we now discuss, differentiable manifolds, which are topological spaces
that look locally like euclidean space and satisfy certain smoothness criteria, are a subset
of topological spaces, and typically in physics applications a metric can be assigned to the
manifold, making it a metric space.

24.5.1 Differentiable Manifolds

Manifolds generalize familiar ideas about curves and surfaces to an arbitrary number of
dimensions.
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A manifold is a topological space that is homeomorphic to n-dimensional
euclidean space Rn locally.

For example, a smooth curve is locally homeomorphic to R and a smooth 2D surface
is locally homeomorphic to R2; thus, these constitute manifolds. However, the locally
euclidean nature of any manifold does not guarantee that a specific manifold is globally
homeomorphic to euclidean space. The following example illustrates.

Example 24.10 If the surface of the Earth is idealized as a sphere S2, a region localized
around a point looks like 2D euclidean space (hence flat maps over small regions of the
Earth’s surface have approximately the correct geometry). We conclude that S2 is a mani-
fold by virtue of its local properties. However, S2 and R2 clearly are not equivalent globally
because S2 is compact and intrinsically curved while R2 is neither compact nor curved.

Thus S2 and R2 are 2D manifolds that are locally, but not globally, equivalent.

Dimensionality of Manifolds: A dimensionality n may be associated with a mani-
fold that is equal to the dimensionality of the euclidean space Rn to which it is
locally homeomorphic. Thus, a curve is a one-dimensional manifold and a surface is a
two-dimensional manifold. Since we have shown in Section 24.3.3 that the dimensionality
of Rn is a topological invariant, the dimensionality of a manifold is a topological
invariant.

Local Coordinates: Since an n-dimensional manifold is a topological space that is locally
homeomorphic to Rn, we may assign to each point in the manifold a set of n numbers that
are termed the local coordinates of that point. If the manifold is not globally homeomorphic
to Rn, different local coordinates must be introduced in different parts of the global space
and a given point may have associated with it more than one set of local coordinates.
The formal definition of a manifold is then implemented through a requirement that the
transition between these different sets of local coordinates be sufficiently smooth.

Formal Definition of a Manifold: Let us now give a precise formal definition of a
manifold. A space U is an n-dimensional (differentiable) manifold if the following hold
[156].

1. U is a topological space, as defined in Eq. (24.1).
2. U has a family of pairs {(Ui ,φi)}, where

a. {Ui } is a family of open sets with ∪iUi = U , so the Ui form an open cover of U ,
b. φi is a homeomorphism φi : Ui → U ′i from Ui to an open subset U ′i of Rn.

3. For Ui and Uj such that Ui∩Uj � ∅, the map from φ j (Ui∩Uj ) to φi (Ui∩Uj ) is infinitely
differentiable.

Atlases and Charts: The family of pairs {(Ui ,φi)} is termed an atlas and individual
members of the family (Ui ,φi) are called charts. Thus an atlas is the minimal set of
local coordinate systems (charts) necessary to supply unique coordinates for all points in a
manifold.
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U U
i

U

R

i
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n

Fig. 24.15 An n-dimensional manifold U is locally homeomorphic to n-dimensional euclidean space.

Cube Sphere Torus

Fig. 24.16 Illustration of the relationship between topological spaces, which are characterized by continuity and
connectedness, and differentiable manifolds, which are characterized by smoothness. The cube and sphere are
equivalent topologically but of these only the sphere is a manifold. The sphere and torus are both manifolds, but
they differ topologically.

Example 24.11 The Earth’s surface cannot be covered uniquely by a single set of polar
coordinates because at the poles an infinite number of longitudes map to a single point.
It is well known that at least two overlapping coordinate systems (charts) are required to
assign a unique coordinate to every point on the surface of the Earth.

In the preceding definition of a manifold, requirements (1) and (2) assert that U is locally
euclidean; that is, that U can be covered with patches Ui that are assigned coordinates
in Rn by the φi , as illustrated in Fig. 24.15. Within one of these patches U looks like a
subset of euclidean n-space, Rn. Generally, U need not look like Rn globally because that
depends on how the individual patches are fitted together. Requirement (3) implies that, if
two patches Ui and Uj overlap, in the overlap region Ui ∩Uj

1. there are two sets of Rn coordinates available, and
2. the transition between the two sets is smooth.

This prescription ensures that (1) a manifold is locally euclidean and (2) on any path the
coordinates will vary smoothly, even if the manifold is not euclidean globally.

Continuity, Smoothness, and Connectedness: The distinction between (1) continuity and
connectedness, which are the domain of topology, and (2) smoothness (more precisely
differentiability), which is a property of manifolds, is illustrated in Fig. 24.16. The sphere
and the cube are topologically equivalent because one can be distorted continuously into
the other. However, while we would accept the sphere as a smooth two-dimensional
manifold, the sharp edges and corners of the topologically equivalent cube would lead us
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to reject it as a candidate for a differentiable manifold. On the other hand, the sphere and
the torus are both locally homeomorphic to R2 so we may expect that they are 2-manifolds,
but clearly they differ topologically: the hole in the torus implies different connectedness
for the 2-sphere and 2-torus.

24.5.2 Metric Spaces

Metric spaces were introduced earlier as manifolds having a prescription to measure
distances. We now give a formal definition in accord with this intuitive idea. A metric
space (M , M ) is a set M and a function M : M × M → R, such that for x, y, z ∈ M ,

1. M (x, y) ≥ 0,
2. M (x, y) = 0 if and only if x = y,
3. M (x, y) =M (y, x),
4. M (x, z) ≤M (x, y) +M (y, z).

This space is said to have a metric M (x, y), and these requirements coincide with
common-sense notions of a function M (x, y) to measure distance. A metric space is a
topological space but not all topological spaces have a metric. However, spaces employed
in physics almost always come equipped with a metric, which simplifies many topological
proofs that would otherwise have to use abstract set properties to ascertain the “closeness”
of two points in a space.

Background and Further Reading

McCarty [146], Mendelson [148], and Kosniowski [134] give introductions to topology.
Frankel [63], Naber [151], Nakahara [152], Nash and Sen [156], and Pires [164] review
topology and geometry for physicists. For the absolute beginner an introduction to topology
that assumes little mathematics background at all may be found in Warner [206]. Concise
introductions to homotopy theory for physics may be found in Ryder [174] and Appendix
I of Actor [2], and a broader mathematical treatment is given in Kosniowski [134].

Problems

24.1 Consider a set M = {a, b, c, d, e} and the collection of subsets

τ ≡ {∅, M , {a}, {c, d}, {a, c, d}, {b, c, d, e}},
where ∅ is the empty set. Prove that τ defines a topology on the set M . ***

24.2 Consider a set M = {a, b, c, d} and a collection of subsets τ =
{∅, M , {a}, {b}}. Show

that τ is not a topology on M .

24.3 Prove that an interval without endpoints is homeomorphic to the real number line
R. Thus, boundedness is not a topological invariant. Hint: Take X = (− π2 , π2 ) and
Y = R, and consider the map f : X → Y given by f (x) = tan x. ***
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24.4 What is the first homotopy group of a two-dimensional torus T2? Hint: For the
2-torus, T2 = S1 × S1. ***

24.5 Using an open covering corresponding to the family of concentric open disks

Sα =

{
(x, y) : x2 + y2 <

(
1 − 1

1 + α

)}
,

where α = 1, 2, . . ., show that the open unit disk of Fig. 24.5(b) is not compact. ***

24.6 Show that the winding number Q of Eq. (24.7) gives Q = n for the mapping (24.6).

24.7 From Problems 2.9 and 2.11, the group D2 = {e, a, b, c} has a factor (quotient) group
with respect to the abelian invariant subgroup H = {e, a},

D2/H = H + M = {e, a} + {b, c},

with a map φ from D2 to D2/H given by

e

a
Hϕ:

b

c
M

Show that if the space for D2 is equipped with a topology defined by the open sets

τ =
{∅, {e}, {a}, {b}, {c}, {e, a, b, c}},

the inverse map φ−1 implies that the quotient space has a topology also. ***

24.8 Are the following homeomorphic? (a) A closed interval and an open interval for the
real numbers R? (b) A parabola and a hyperbola? (c) A circle S1 and R?

24.9 Sketch the results of path multiplications (indicated by ×) for these examples:

(a)

x

(c)

x

(b)

x

where each loop is defined in the same 2D euclidean plane with a single hole.
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The solutions of all but the simplest wave equations exhibit the property of dispersion,
where different wavelengths travel at different velocities. For example, the Klein–Gordon
equation (� + m2)φ(x, t) = 0, exhibits a dispersion relation ω2 = k2 + m2, where
ω is frequency, k is momentum, and m is mass. Then a localized wave packet formed
by superposing solutions at time t = 0 will spread as time goes on because different
wavelengths travel at different velocities ω(k)/k. However, under certain conditions
wave solutions may exhibit dispersionless propagation because dispersion is exactly
compensated by nonlinearities. Such solutions are called solitons. In some cases the
suppression of dispersion may occur because of explicit dynamics; we will not consider
such cases. The more interesting situation is when dispersionless solutions follow from
topological constraints rather than from dynamics. The corresponding topological solitons
are the subject of this chapter.

25.1 Models in (1+1) Dimensions

Let us introduce the basic ideas of topological solitons by considering wave equations in
one space and one time (1+1) dimension [85].

25.1.1 Equations of Motion

Solitons can occur only for wave equations that are non-linear. Consider a simple
Lagrangian density in (1+1) dimension,

L =
1
2

(∂μφ)(∂μφ) −U (φ) =
1
2

(
∂φ

∂t

)2

− 1
2

(
∂φ

∂x

)2

−U (φ), (25.1)

where xμ ≡ (t, x), φ is a scalar field and U (φ) characterizes the non-linearity of the field.
Restricting to time-independent solutions, the equation of motion follows from Hamilton’s
principle [the Euler–Lagrange equation (16.14); see Problem 25.1],

d 2φ

d 2x
=

dU
dφ

, (25.2)

and the total energy E(φ) is the integral over all space of the energy density,

E(φ) =
∫ +∞

−∞
dxE

(
φ(x)

)
E (φ) =

1
2

(
dφ

dx

)2

+U (φ), (25.3)

439
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(a) Field theory (b) Analog problem

Fig. 25.1 Potentials U(φ) for a field theory and−U(φ) for the classical particle analog problem for a non-degenerate
classical ground [85]. Topological solitons are impossible because the required boundary conditions cannot be
satisfied for these potentials. Reproduced with permission from Wiley Interscience: Gauge Field Theories – An
Introduction with Applications, M. Guidry (1991).

with the energy density E (φ) following from a Legendre transformation,

E (φ) =H (φ) =
∑

i pi q̇i −L (φ), (25.4)

where the qi are coordinates and the pi are the corresponding conjugate momenta (see
Problem 25.2).

We will assume the potential U (φ) to have one or more minima corresponding to U = 0.
Soliton solutions of Eq. (25.2) must have a localized energy density E

(
φ(x)

)
so that the

integral in Eq. (25.3) converges, which is possible only for boundary conditions where
φ(x) tends to a zero of U (φ) as x → ±∞. Finding and interpreting such solutions is
aided by realizing that the field theory problem of Eq. (25.2) is identical mathematically
to one for the motion of a frictionless classical particle of unit mass in a potential −U (x),
for which Newton’s second law would be d2φ/dx2 = −dU/dφ, with x in the field theory
standing in for time in the particle problem and φ in the field theory problem standing in
for the position coordinate in the classical analog problem.1

25.1.2 Vacuum States and Boundary Conditions

First assume that U (φ) has a single unique minimum, as illustrated in Fig. 25.1(a), along
with the potential −U (φ) for the particle analog problem in Fig. 25.1(b). By inspection,
Fig. 25.1(b) is inconsistent with topological solitons. The boundary conditions necessary
for (25.3) to converge require a particle trajectory beginning and ending at φ = φ1, which
is impossible: a particle launched with a gentle push at φ1 for x = −∞ will never return to
φ1 at x = +∞. Next let us consider a case where there is spontaneous symmetry breaking.
In Fig. 25.2 there are three degenerate minima for the field theory problem and three
degenerate maxima for the particle analog problem.The field must approach one of the
zeros of U (φ) as x → ±∞ for the energy calculated in Eq. (25.3) to be finite.

1 Do not be confused by the abstraction we are employing here. The field φ = φ(x) behaves as if it were a
coordinate in the field theory, but φ(x) also is a function of the actual spacetime coordinate x.
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(a) Field theory (b) Analog problem

Fig. 25.2 As for Fig. 25.1, but for a triply degenerate classical ground state.

Example 25.1 In the analog problem of Fig. 25.2(b), four possibilities satisfy the finite-
energy soliton boundary conditions, beginning at x = −∞.

1. Start with a push to the right at φ1 so that as x → +∞ the particle approaches φ2.
2. Start with a push to the left at φ2 so that as x → +∞ the particle approaches φ1.
3. Start with a push to the right at φ2 so that as x → +∞ the particle approaches φ3.
4. Start with a push to the left at φ3 so that as x → +∞ the particle approaches φ2.

Each of these four cases gives a finite-energy solution of Eq. (25.2).

The four solutions of Example 25.1 are topological solitons. They are stable because the
boundary conditions at infinity are topologically distinct.

We conclude that for scalar fields a necessary condition for existence of
topological solitons is degeneracy of the vacuum (ground) state.

Hence, for scalar fields we expect a close relationship between topological solitons and the
vacuum degeneracy associated with spontaneous symmetry breaking (see Ch. 17).

25.1.3 Topological Charges

A convenient labeling for these scalar-field topological solitons is to specify the values of
φ that the field takes at spatial infinity. In Example 25.1 the solutions are characterized
by the values of

(
φ(−∞),φ(+∞)

)
shown in Fig. 25.3. These solutions are in distinct

topological classes because to convert one solution into another in Fig. 25.3 requires a finite
change Δφ in the field at each point x but over an infinite expanse of space. The difference
between vacuum field configurations at spatial infinity defines the topological charge Q.
The stability of solitons may be attributed then to conservation of Q, which is associated
with boundary conditions, not with dynamics. Such conserved topological charges have
a fundamentally different origin than the conserved quantities following from Noether’s
theorem (Section 16.2.1) for continuous symmetries of the Lagrangian.



442 25 Topological Solitons
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Fig. 25.3 The four soliton solutions given in Example 25.1. They may be labeled by the pair (φn,φm) that the field
approaches at x = ±∞. For example, solution IV corresponds to (φ3,φ2).

25.1.4 Soliton Solutions in (1+1) Dimensions

As you are asked to show in Problem 25.3, the equation of motion (25.2) has a formal
solution

x = x0 ±
∫ φ(x)

φ(x0)

dφ√
2U (φ)

, (25.5)

where the arbitrary constant x0 implies translational invariance. Topological soliton
solutions may be obtained by choosing a potential U (φ), integrating Eq. (25.5), and solving
the resulting equation for φ(x). Example 25.2 illustrates.

Example 25.2 Assume a scalar field theory with a field φ and potential

U (φ) =
1
4
λ

(
φ2 − m2

λ

)2

, (25.6)

where λ and m2 are positive constants. As shown in Problem 25.5, the solution is

φ±(x) = ± m
√
λ

tanh
(

m
√

2
(x − x0)

)
, (25.7)

where φ+(x) is called the kink and φ−(x) is called the antikink. The energy density E (x)
and total energy E are found to be

E (x) =
m4

2λ
sech4

(
m
√

2
(x − x0)

)
E =

2
√

2
3

m3

λ
, (25.8)

for both the kink and antikink. The solutions and energy density are plotted in Fig. 25.4.
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Fig. 25.4 Kink and antikink solutionsφ±(x), and associated energy density E (x), for Example 25.2 [85].

25.2 Solitons in (2+1) and (3+1) Dimensions

Encouraged by interesting results for scalar fields in (1+1) dimensions, we would like to
forge ahead and consider topological solutions in (2+1) or (3+1) spacetime dimensions,
but we encounter an immediate problem. For scalar fields it may be shown that no time-
independent topological solutions exist in more than one spatial dimension. Thus, we
have two options: (1) find multidimensional time-dependent soliton solutions, or (2) find
multidimensional time-independent solutions by including fields of non-zero spin. We shall
follow the second option and consider time-independent soliton solutions in (2+1) and
(3+1) dimensions that include vector (gauge) fields.2

25.2.1 Homotopy Groups

As in (1+1) dimensions, finite-energy solutions in higher dimensions require that fields
approach a zero of the potential at spatial infinity. In (3+1) dimensions with scalar and
vector fields the topological classification of soliton solutions is more complicated than for
scalar fields in (1+1) dimensions, but the basic question remains the same: how is spatial
infinity mapped to the zeros of the potential? To answer this question for more complicated
systems we will appeal to the theory of homotopy groups introduced in Section 24.4.

Let us first consider systems having both gauge and scalar fields, and assume that in
the ground state the gauge fields vanish and the scalar fields are constant and correspond
to a zero of the potential. We shall also assume the gauge groups to be simple, compact,
and connected, and that accidental degeneracies and non-gauge internal symmetries are
excluded, so that the zeros of U may be identified with the coset space G/H , where G

2 To keep things simple we will not discuss fermion fields, which would require a detour into Grassmann
variables and take us beyond the scope of our intended discussion.
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is the gauge group and H is an invariant subgroup of G (see Section 2.14). Thus in the
current discussion, G/H may be viewed as just eccentric shorthand for the set of zeros for
the potential U [43].

The search for topological conservation laws becomes a question of how spatial
infinity is mapped to zeros G/H of U . This mapping will often take the form

Sn(ordinary space) → G/H (field space),

with n = 1 for two spatial dimensions and n = 2 for three spatial dimensions.

The existence of non-trivial homotopic classes permitting topological solutions depends
on whether all mappings Sn → G/H are continuously deformable into each other. For the
examples in this chapter, only two results from Table 24.1 will be required:

πn (Sn) = Z πn (Sm) = 1 (n < m), (25.9)

where the homotopy group for the mapping Sn → Sm is designated by πn (Sm), Z is
the additive group of integers, and a one on the right side means that all mappings can
be deformed into the trivial mapping. Thus for mapping spheres to spheres, if n = m
the mapping is non-trivial and a topological invariant can be defined that is an integer
winding number specifying how many times one sphere is “wrapped around” the other in
the mapping.

25.2.2 Mapping Spheres to Spheres

Let us give some examples of finding topological conservation laws in (2+1) and (3+1)
dimensions. We assume for these examples a gauge-invariant Lagrangian density

L = −1
4

Fa
μνF

μν
a + (Dμφ)†(Dμφ) −U (φ),

with Dμ the covariant derivative and Fa
μν the non-abelian gauge field tensor. The potential

is U = 0 for classical ground states and positive otherwise.

Example 25.3 Assume a dimensionality (2+1) with spatial infinity corresponding to S1, a
gauge group U (1), a complex scalar field φ, and a potential U = 1

2λ
(
φ∗φ − a2)2, where

λ and a are positive. The zeros G/H of U occur for a circle defined by φ = aeiσ,
and the relevant homotopy mapping is S1(ordinary space) → S1(field space), which is
characterized by an integer winding number n. This model is mathematically identical to
the Landau–Ginzburg theory of Type II superconductors, and the solitons are 2D cross
sections of the magnetic flux tubes penetrating a Type II superconductor [174].

Example 25.4 Assume that the dimensionality is (3+1), spatial infinity is S2, the gauge group
is SO(3), the scalar fields comprise an isovector, and U = λ(Φ2−a2)2/2. The zeros of U are
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distributed on a sphere S2 and the mapping is now S2(ordinary space) → S2(field space),
which admits homotopy classes characterized by a winding number (called the Pontryagin
index in this context) that labels the number of times one sphere is wrapped around the
other. This non-trivial structure admits a topological solution called the Polyakov–’t Hooft
magnetic monopole [174].

Additional examples in this vein are given in Coleman [43]. Note that we have not
actually found the solutions for Examples 25.3 and 25.4. We have only given topological
classifications of possible soliton solutions. Methods for obtaining solutions and discussion
of their physical interpretation may be found in Refs. [43, 174].

25.3 Yang–Mills Fields and Instantons

The Standard Model of elementary particle physics in Ch. 19 is built on non-abelian
Yang–Mills gauge fields. Can Yang–Mills fields have topological soliton solutions? The
answer at first sight seems discouraging: a pure Yang–Mills theory does not have topo-
logical soliton solutions in (3+1) dimensional Minkowski space, though it can have static
solitons in four euclidean dimensions [with a metric tensor η = diag (+1 ,+1 ,+1 ,+1)].
This seems not very useful for physics, since actual spacetime has a Minkowski metric
η = diag (+1 ,−1 ,−1 ,−1), not a euclidean metric. However, as discussed in Box 25.1,

Quantum tunneling through a barrier may be viewed as classical evolution in
imaginary time, which corresponds to classical motion in euclidean space.

Thus the occurrence of Yang–Mills solitons in (fictitious) euclidean space suggests that
they represent a quantum tunneling effect in the (actual) Minkowski space, and therefore
could be of physical interest.

25.3.1 Solitons in the Euclidean Yang–Mills Field

Yang–Mills instantons are finite-action solutions of the euclidean Yang–Mills equations.
The steps to obtain them are similar to those for any topological soliton.

• Identify the boundary conditions for finite-action states.
• Make a homotopy classification using the boundary conditions.
• Search for explicit solutions within a given homotopic sector.

In addition to solutions being sought in euclidean rather than Minkowski space, Yang–
Mills instantons differ from the solitons considered so far in that we will find that non-
trivial homotopic classifications do not require spontaneous symmetry breaking.
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Box 25.1 Propagation in Euclidean Space and Quantum Tunneling

Semiclassically, tunneling through quantum barriers is associated with complex classical trajectories that
represent classical evolution in imaginary time during the barrier penetration. This may be anticipated by
noting that the euclidean form of Newton’s second law is given by transforming the Minkowski time to
euclidean time τ through a Wick rotation, t → −iτ,

m
d 2x

dt 2 = −
∂V
∂x

−−−−−−−→
t→−iτ

m
d 2x

dτ2 = +
∂V
∂x

.

Therefore, the replacement t → −iτ effectively changes the sign of the potential and barriers become
valleys.

A Wick rotation inverts the barrier and motion that is classically forbidden in real time becomes
permitted in imaginary time.

Although the motion becomes classically allowed in euclidean space it occurs with exponentially
damped probability, as would be expected for a quantum barrier penetration process.

Thus classical propagation in euclidean space approximates a quantum barrier penetration process in
Minkowski space.

25.3.2 Boundary Conditions

Let us introduce a rescaled vector potential Bμ and a rescaled field tensor Gμν by

Bμ ≡
g

i
Aμ =

g

i
τa Aa

μ Gμν ≡
g

i
τaFa

μν ,

with τa a gauge group generator. A gauge transformation on the vector potentials is [see
Eq. (16.51)]

Bμ → UBμU−1 −U∂μU−1, (25.10)

where U is a matrix representation of the gauge group. If Bμ = 0, a gauge transformation
yields,

Bμ (x) = −U (x)∂μU−1(x), (25.11)
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which is called a pure gauge. For a pure gauge it may be shown that Gμν = 0, so the
euclidean Yang–Mills action,

S = − 1
2g2

∫
d4x Tr (GμνGμν ), (25.12)

is zero. Let us now consider finite-action solutions of the euclidean Yang–Mills equations.
Parameterizing using the real euclidean coordinates (x1, x2, x3, x4), we may take the
boundary of euclidean 4-space to be the 3D spherical surface S3(space) at r = ∞, with

r =
√

x2
1 + x2

2 + x2
3 + x2

4.

The condition that Eq. (25.12) give finite action requires Gμν to decrease faster than 1/r2 at
the boundary, meaning that the vector potential must tend to a pure gauge at spatial infinity
faster than 1/r ,

Bμ (x) −−−−−→
r→∞

−U∂μU−1 + O
(
r−2
)

. (25.13)

The matrix functions U define a mapping of S3(space) to the gauge group manifold. Clearly
one finite-action solution results if we take U as the identity matrix, giving Bμ (x) = 0
over all space. This is the normal ground state. But Eq. (25.13) implies that finite-action
solutions are also possible if the vector potential does not vanish over all space as long as
it tends to a pure gauge on the boundary. Therefore, we are led to investigate the general
mapping between S3(space) and the manifold of the gauge group G.

25.3.3 Topological Classification of Solutions

It can be shown that any continuous mapping of S3 into a simple Lie group G may
be continuously deformed to a mapping into an SU(2) subgroup of G. Therefore, the
homotopy classification of euclidean Yang–Mills theory with a simple gauge group
reduces to evaluation of the mapping S3(space) → S3(field), since an SU(2) manifold is
topologically S3(field) (see Section 6.9.1). From Eq. (25.9) this mapping is generally non-
trivial, giving a discrete infinity of homotopy classes labeled by a topological index Q that
relates the sphere S3(field) to the sphere S3(space) at infinity. Explicitly,

Q = − 1
16π2

∫
d4x Tr

(
G̃μνGμν

)
G̃μν ≡

1
2
εμνρσGρσ. (25.14)

Then the trivial solution corresponds to Q = 0, the instanton solution corresponds to
Q = +1, the anti-instanton solution corresponds to Q = −1, and various multiple instanton
or multiple anti-instanton solutions correspond to |Q | > 1. We will not construct the actual
solutions here but further discussion may be found in Refs. [167, 174].

25.3.4 Physical Interpretation of Instantons

Figure 25.5(a) illustrates an instanton configuration schematically. Finite action for a
solution requires Gμν = 0 on the boundary of euclidean 4-space, which is satisfied if
Bμ = 0 on the boundary, as for the normal ground state, but is also satisfied if Bμ is pure
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Fig. 25.5 (a) Instantons have a pure gauge configuration Bμ = U∂μU−1 � 0 giving Gμν = 0 on the euclidean boundary
S3. (b) Distortion of the euclidean space boundaries in (a). The top and bottom surfaces correspond to all of 3D
space x at x4 = it = ±∞; the cylindrical surface represents all of time x4 at spatial infinity [167, 174]. Reproduced
with permission from Wiley Interscience: Gauge Field Theories – An Introduction with Applications, M. Guidry (1991).

Box 25.2 Theθ-Vacuum and the Strong CP Problem

Instanton solutions with their implied tunneling between Minkowski vacuum states suggest that the true
ground state of quantum chromodynamics (QCD) is a coherent superposition of winding number vacua
[31, 84, 121],

|0〉θ =
+∞∑

n=−∞
einθ |n〉,

where n labels degenerate vacuum states with different winding numbers and the parameter θ with
|θ | ≤ π labels independent sectors of QCD. This superposition is called the θ-vacuum. If we use a simple
vacuum of fixed n instead of the superposition given above, an additional term is required in the effective QCD
Lagrangian density that depends on θ:

L eff
QCD = LQCD +

θ

16π2 Tr
(
GμνG̃μν

)
,

where LQCD is the QCD Lagrangian density without instantons. Because P and CP are not symmetries of the
QCD ground state unless θ = 0, experimental limits on CP violation for strong interactions require |θ | ≤
10−9. The absence of a fundamental reason for why θ should be such a small number is called the strong CP
problem.

gauge on S3. Then a non-trivial mapping (an instanton) results if Gμν � 0 over some region
of space but Gμν = 0 on the boundary S3 because Bμ is pure gauge there.

Further insight is afforded by distorting the boundary in Fig. 25.5(a) to that of
Fig. 25.5(b) [174]. The instanton is then seen to be a solution of the euclidean Yang–
Mills equations in which a vacuum characterized by some topological class at x4 = −∞
evolves by propagation in imaginary time to a vacuum belonging to a different topological
class at x4 = +∞. This generalizes the simpler boundary conditions illustrated in Fig. 25.3.
The region between the vacuum states at +∞ and −∞ has positive field energy because
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Gμν � 0 there; this represents an energy barrier and the imaginary-time propagation
implies penetration of the barrier. Comparison with Box 25.1 then supports our earlier
interpretation of instantons as states representing tunneling between classical vacuum
states in Minkowski space. We close this chapter by noting an unresolved implication of
instantons for the theory of strong interactions that is discussed in Box 25.2.

Background and Further Reading

Coleman [43], Ryder [174], and Ward [205] give readable introductions to topological
solitons. Lee [139] discusses both topological and non-topological solitons. The book by
Rajaraman [167] gives a comprehensive overview of solitons and instantons in quantum
field theory. Various examples in this chapter are considered more extensively in Ref. [85].

Problems

25.1 Show that the equation of motion (25.2) follows from Hamilton’s principle [the
Euler–Lagrange equation given by Eq. (16.14)]. ***

25.2 Show that if fields are independent of time the Lagrangian density (25.1) leads to
the energy density E (φ) given in Eq. (25.3). Hint: Evaluate the Legendre transform
(25.4) for time-independent fields.

25.3 Obtain the formal solution (25.5) to Eq. (25.2). Hint: Multiply Eq. (25.2) by dφ/dx,
integrate over dx, and use that dφ/dx and U (φ) both vanish at spatial infinity to
give ± dφ =

√
2U (φ) dx; then obtain Eq. (25.5) by integration of this differential

equation. ***

25.4 Consider Example 25.3 in (2+1) dimensions but assume a gauge group SO(3), an
isovector of scalar fields Φ = (Φ1,Φ2,Φ3), and a potential U = 1

2λ
(
Φ2− a2)2. Show

that there is only one homotopy class and thus no topological soliton in this case.

25.5 Show that Eqs. (25.6) and (25.5) lead to the solution (25.7) of Example 25.2. ***



26 Geometry and Gauge Theories

In Ch. 16 we used the idea of a covariant derivative in formulating theories with local
gauge invariance. Readers familiar with general relativity will recall that objects also called
covariant derivatives play a central role in constructing a description of gravity in curved
spacetime. In fact, the use of the same terminology in gauge field theories and in general
relativity is not an accident. The covariant derivatives arising in these two different theories
have a related geometrical origin: covariant derivatives both in general relativity and in
local gauge theories originate in devising a formalism to permit the comparison of vectors
located at different points of a spacetime manifold. This issue is central to the calculation
of derivatives and therefore of dynamics because, by definition, the derivative of a vector
requires taking the difference of vectors located at two different points within the manifold.
In this chapter, we explore a geometrical interpretation of local gauge fields that has much
in common with the formalism of general relativity for dealing with the calculation of
derivatives in curved spacetime.

26.1 Parallel Transport

In a curved manifold the simple view of a vector as a directed line segment is not helpful
because an extended straight line has no meaning. This difficulty may be resolved by
separating the “directed” and “line segment” portions of the simple vector definition.
Specifically, a vector is not defined in the curved n-dimensional manifold itself but rather
in an n-dimensional euclidean space Rn attached to each point of the manifold called the
tangent space, with basis vectors defined intrinsically by directional derivatives evaluated
entirely within the manifold. The construction of these basis vectors is described in
Box 26.1 and Fig. 26.1.

26.1.1 Flat and Curved Manifolds

If we wish to compare vectors defined at two different points, one of the vectors must be
transported to the position of the other vector to enable the comparison. This procedure will
be ill defined unless we ensure that the intrinsic properties of the vector being transported
are not changed in this process; transport that fulfills this condition will be termed parallel
transport. For a flat manifold the tangent space where vectors are defined coincides with
the manifold itself and there is no conceptual difficulty in comparing vectors at two

450
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Box 26.1 Holonomic Coordinate Systems

Introductory physics is often formulated in euclidean manifolds using cartesian coordinates. Then it is conven-
ient to define basis vectors that (1) apply globally to the manifold, (2) can be chosen mutually orthogonal, and
(3) are normalized. Such coordinate-independent or anholonomic bases simplify elementary problems but can
be a poor choice for curved manifolds and/or non-cartesian coordinates. In that case it may be more useful to
employ basis vectors that are coordinate dependent or holonomic. These basis vectors need not be orthogonal,
and because they differ from point to point it is typically not useful to normalize them.

Coordinate Curves and Position-Dependent Basis Vectors

A coordinate curve xμ is a curve in an n-dimensional manifold along which one coordinate xμ varies while the
other n− 1 coordinates xν (ν � μ) are held constant. As shown in Fig. 26.1, n coordinate curves xμ (μ =
0, 1, . . ., n) pass through any point P. Position-dependent basis vectors eμ can be defined at each point by

eμ = Lim
δxμ→0

δs
δxμ

,

where δs is the infinitesimal distance along the coordinate curve xμ between the point P with coordinate
xμ and a nearby point Q with coordinate xμ + δxμ .

Directional Derivatives and the ∂μ Basis

For a parameterized curve xμ (λ) with tangent vector components tμ = dxμ/dλ,

t = tμeμ =
dxμ

dλ
eμ ,

the directional derivative of an arbitrary scalar function f (xμ) is

d f
dλ
≡ Lim

ε→0

[
f (xμ (λ + ε)) − f (xμ (λ))

ε

]
=

dxμ

dλ
∂ f
∂xμ

= tμ
∂ f
∂xμ

,

and since f (x) is arbitrary this implies the operator relation

d
dλ
=

dxμ

dλ
∂

∂xμ
= tμ

∂

∂xμ
.

Hence each component tμ is associated with a unique directional derivative and the derivative operators
∂μ ≡ ∂/∂xμ may be identified with the basis vectors eμ ,

eμ =
∂

∂xμ
≡ ∂μ ,

which permits an arbitrary vector to be expanded as

V = V μeμ = V μ ∂

∂xμ
= V μ∂μ .

Position-dependent basis vectors ∂μ specified in this way define a coordinate or holonomic basis. As shown
in Problem 26.2, the metric tensor components are scalar products of the holonomic basis vectors, gμν =
eμ · eν .
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P

x1

x2

e1e2

TP
M

Fig. 26.1 Tangent space TP at a point P for a curved 2D manifold M [88]. The vectors tangent to the coordinate curves at each
point define a coordinate or holonomic basis, as described in Box 26.1. The basis vectors e1 and e2 of the tangent
space are specified by directional derivatives of the coordinate curves evaluated entirely in M at the point P.
Reproduced with permission from Cambridge University Press: Modern General Relativity – Black Holes,
Gravitational Waves, and Cosmology, M. Guidry (2019).

θ

θ

θ θ

θ

θ

(a) (b)

Fig. 26.2 Parallel transport of vectors in (a) flat euclidean space and (b) a curved manifold. The solid vector is being
transported; the dashed vector is the local tangent to the curve in (b).

different points. We can just move one vector, keeping its orientation and length fixed
with respect to a global set of coordinate axes, to the position of the other vector and
compare. Figure 26.2(a) illustrates. However, for a curved manifold this prescription fails
because the tangent space in which the vectors are defined also changes between two points
and there is no global coordinate system common to all the tangent spaces. For a curved
manifold the best that we can do is to move the vector while maintaining a constant angle
θ between the transported vector and the local tangent vector to the curve, as illustrated
in Fig. 26.2(b). For a flat space this prescription reduces to that in Fig. 26.2(a), but in the
general curved case the net change in transporting the vector is a combination of intrinsic
change in the vector and change in the (generally position-dependent) coordinate system
described in Box 26.1.

It follows that a comparison of vectors at two points must separate the part of the
difference that is an intrinsic change in the vectors and the part that is caused by the
transformation of the coordinate system in which the vectors are defined. That this is a
non-trivial consideration is suggested by Fig. 26.3, which shows that vectors transported
on a curved 2D surface by the prescription in Fig. 26.2(b) generally get rotated while they
are transported, with the amount of rotation depending on the transport path.
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(b) (c)(a)

Fig. 26.3 (a) Tangent spaces and vectors for a 2-sphere S2. The manifold is 2D so the tangent spaces are euclidean planesR2.
(b) Parallel transport of a vector in a closed path by the prescription of Fig. 26.2(b). The vector rotates by 90◦ on the
path 1 → 2 → 3. (c) Parallel transport from A to B on the direct path labeled I rotates the vector by a different
amount than for parallel transport from A to B on the two-segment path labeled II [88]. Reproduced with
permission from Cambridge University Press: Modern General Relativity – Black Holes, Gravitational Waves, and
Cosmology, M. Guidry (2019).

26.1.2 Connections and Covariant Derivatives

Consider a vector V expanded in a coordinate-dependent basis, V (x) = V μ (x)eμ (x), and
let λ parameterize a 1D path in the manifold over which the vector is assumed to be
transported. Then by the usual product rule, differentiation of the 4-vector V gives two
terms

dV
dλ
=

d
dλ

(
V μeμ

)
=

dV μ

dλ
eμ +

deμ
dλ

V μ

=
∂V μ

∂xν
dxν

dλ
eμ +

∂eμ
∂xν

dxν

dλ
V μ. (26.1)

Using the chain rule and defining uν ≡ dxν/dλ and ∂ν ≡ ∂/∂xν , this may be written

dV
dλ
= ∂νV

μuνeμ + V μuν∂νeμ. (26.2)

This equation represents the total change of the vector expressed in a position-dependent
basis for an infinitesimal change in position λ, which has two contributions.

1. The first term in Eq. (26.2) represents the change in vector components for a fixed
coordinate system defined by the basis vectors eμ.

2. The second term in Eq. (26.2) represents the change in the coordinate-dependent basis
vectors in moving from one point to another along the curve parameterized by λ.

In the second term ∂νeμ is itself a vector which may be expanded in the vector basis,
∂νeμ = Γαμνeα (where the expansion coefficient Γαμν is assumed to be symmetric under
exchange of its lower indices) to give
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dV
dλ
= ∂νV

μuνeμ + Γ
α
μνV

μuνeα

= ∂νV
μuνeμ + Γ

μ
ανV

αuνeμ

=
(
∂νV

μ + Γ
μ
ανV

α
)

uνeμ,

where in the second step the dummy indices were switched μ ↔ α in the implied
summation of the second term. The change in the position-dependent basis is now
parameterized through the coefficient Γμαν , which is called the (affine) connection in general
relativity. It defines a relationship (a “connection”) between tangent spaces at two points of
the manifold, which provides a prescription to parallel transport a vector (move, preserving
lengths and angles locally) and compare it to a vector at another point, which is defined in
a different tangent space.1 In general relativity the affine connection

1. can be constructed from the metric and its derivatives,
2. vanishes in a manifold with constant metric, and
3. can be used to construct the Riemann curvature tensor describing the local intrinsic

curvature of spacetime.

The covariant derivative ∇α for general relativity is then defined in terms of the connection
coefficients by

∇αV μ ≡ ∂αV μ + Γ
μ
ανV

ν . (26.3)

The similarity with the gauge-covariant derivatives defined in Ch. 16 is then apparent
upon comparison with Eqs. (16.36) and (16.48), with the vector potential Aμ in the gauge
theory playing the role of the connection coefficient in general relativity. In both cases the
covariant derivative is the ordinary partial derivative plus a correction term involving the
connection or the vector potential that serves two related purposes. Use of the covariant
derivative in place of the partial derivative

• ensures that derivatives of tensors are themselves tensors, and
• implements parallel transport according to a consistent prescription on the manifold.

We shall elaborate further on this relationship in Section 26.3.

26.1.3 Curvature and Parallel Transport

A crucial issue for a manifold is whether it exhibits curvature, and how to quantify that
curvature.2 Gauss showed that for a 2D manifold the intrinsic curvature could be specified

1 Connection coefficients are not determined by the differential geometry of the manifold. They are an added
structure that defines parallel transport on the manifold. In general relativity the structure of parallel transport
is constrained by the assumption invoked above that the connection coefficients are symmetric in their lower
indices (which ensures that vector scalar products are preserved under parallel transport). The validity of this
assumption must then be verified after the fact by the agreement of the resulting theory (general relativity) with
all experimental and observational tests to date.

2 A manifold may exhibit two kinds of curvature. (1) Intrinsic curvature can be detected by measurements made
entirely within the manifold. Gaussian curvature for a 2D manifold is an example. (2) Extrinsic curvature
results from embedding the manifold in one of higher dimension. A famous example is that a cylinder has zero
intrinsic curvature (it can be cut and rolled out into a flat sheet), but it appears curved when viewed embedded
in 3D space. Our interest here is in the intrinsic curvature of a manifold.
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by the Gaussian curvature, which can be determined from distance measurements made
entirely from within the manifold. Riemann generalized the idea of Gaussian curvature to
higher dimensions and in 4D spacetime the Riemann curvature tensor is the standard mea-
sure of spacetime curvature. As suggested by comparing Fig. 26.3 to vector transport on a
flat manifold, the Gaussian curvature and more generally the Riemann curvature are related
to how much a vector is rotated under parallel transport on a closed path in the manifold.

26.2 Absolute Derivatives

Absolute derivatives are similar to covariant derivatives except that covariant derivatives
are defined over an entire manifold but absolute derivatives are defined only along a
constrained path in the manifold. Using D/Dλ to denote the absolute derivative evaluated
on a curve parameterized by λ, the absolute derivatives for vector fields V μ and dual vector
fields Vμ are given by

DV α

Dλ
=

dV α

dλ
+ ΓαβγV β dxγ

dλ
(vectors) (26.4)

DVα
Dλ
=

dVα
dλ
− ΓβαγVβ

dxγ

dλ
(dual vectors) (26.5)

(see Problem 26.7), with similar formulas for tensors of higher rank.

The absolute derivative is of central importance for parallel transport because
the condition for parallel transport along a path parameterized by λ in a curved
manifold is that the absolute derivative vanish.

For example, the condition for parallel transport of a vector field V is that DV μ/Dλ = 0 at
each point of the path, which reduces to dV μ/dλ = 0 only if the manifold is flat.

26.3 Parallel Transport in Charge Space

The relevance of the preceding discussion to local gauge invariance is that in the local
gauge theories introduced in Ch. 16, the freedom to define different phases at different
spacetime points also implies that the comparison of vectors is poorly defined unless we
implement consistently a notion of parallel transport in the (gauge) charge space analogous
to the parallel transport discussed above. There is a direct analogy between the group of all
coordinate transformations in general relativity and the group of all gauge transformations
in a local gauge theory. The gauge fields define parallel transport in charge space with

• Aμ acting as the connection coefficient, and
• Fμν acting as the Riemann curvature tensor in the general relativistic analog.
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For this reason, the vector potentials A
μ
a in gauge theories are sometimes also called

connections. The gauge connection coefficients “connect” the components of a vector at
one point with the components of a vector at another point by specifying a prescription for
parallel transport of one vector to the location of the other one.

A partial derivative ∂ψ/∂xμ is not covariant with respect to local gauge
symmetry because ψ(x) and ψ(x + dx) ≡ ψ(x) + dψ are measured in different
coordinate systems: freedom to adopt different phases at different spacetime
points is equivalent to having different orientations of the coordinate axes at
those points.

To form a properly covariant derivative, ψ(x+dx) should be compared with the value ψ(x)
would have if carried by parallel transport from x to x + dx. Therefore, we may interpret
the action of the connection coefficients in general relativity, and the gauge fields in the
internal charge space, as compensating for the variation of local frames at each spacetime
point when attempting to compare tensor quantities defined at different points. This action
is implemented automatically in each case through the systematic replacement of ordinary
partial derivatives with appropriately defined covariant derivatives.

26.4 Fiber Bundles and Gauge Manifolds

An elegant geometrical description of local gauge invariance may be given in terms of fiber
bundles. We give here a qualitative introduction [88], since the language of fiber bundles
is common in more mathematical discussions of gauge field theories.

26.4.1 Tangent Spaces and Tangent Bundles

The prototype fiber bundles are the tangent bundles defined for spacetime manifolds. As
illustrated in Fig. 26.3(a), in a curved manifold vectors at a point do not lie in the manifold
but rather in a (euclidean) tangent space attached to the manifold. The tangent space is
defined intrinsically because its basis vectors can be constructed from local directional
derivatives evaluated entirely within the manifold (see Box 26.1). For an n-dimensional
manifold the tangent spaces are n-dimensional euclidean manifolds defined at each point.3

Thus an n-dimensional manifold M may associate with each point P an n-
dimensional euclidean vector space TP , with a basis defined by n directional
derivatives evaluated in the manifold at P.

3 Dual vectors (see Section 13.1.1) may be defined in an analogous way in a cotangent space T ∗P at P. We
introduce the tangent space only for illustration here, so we will not bother defining the cotangent space T ∗P .
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Fig. 26.4 Tangent bundle TS1 for S1 [88]. (a) The manifold S1 and some of its tangent spaces (lines tangent to the circle).
(b) The corresponding tangent bundle (locally and globally R1 × S1). (c) Figure (b) cut vertically and rolled out flat.
Figure (b) corresponds to identifying A ↔ A′ and B ↔ B′. (d) Non-trivial Möbius-band topology generated by
identifying A ↔ B′ and B ↔ A′ in (c): R1 × S1 locally, but not globally. Reproduced with permission from
Cambridge University Press: Modern General Relativity – Black Holes, Gravitational Waves, and Cosmology, M.
Guidry (2019).

The tangent bundle T M of a manifold M is itself a manifold that is the disjoint union of all
the tangent spaces TP , one at each point P of the manifold. A tangent bundle is illustrated
in Fig. 26.4(a–b)for the manifold S1. This manifold is 1D so the tangent spaces are also
1D and may be represented by straight lines drawn tangent to the circle at each point. Each
tangent space is independent and the apparent overlaps of these lines in Fig. 26.4(a) are
meaningless. Therefore, in Fig. 26.4(b) the lines (fibers) have been arrayed perpendicular
to the base manifold to avoid the illusion of crossing. A location y on a fiber exists at the
point P = x where the fiber intersects the base space, with y (vector length) given by the
distance to the intersection of the fiber with the base space.

26.4.2 Fiber Bundles

Fiber bundles are abstractions of the basic idea represented by tangent bundles for
spacetime manifolds that generalize the product of two manifolds.

A fiber bundle is a manifold E that is locally the cartesian product (Box 2.1) of
two spaces, E = F × B, where B is called the base space and F is called the fiber
space, but that globally may have a different topological structure.

In words, a fiber bundle is a topological space that looks locally like the direct product of
two topological spaces, which may be conceptualized by attaching a copy of one space to
each point of the other space. If a fiber bundle is both globally and locally F×B, the bundle
is said to be trivial. The following example illustrates trivial and non-trivial bundles.
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Example 26.1 The tangent bundle on S1 that is illustrated in Fig. 26.4(a–b) is both globally
and locally R1× S1, so it is trivial. Conversely, the circular strip with a twist (Möbius band)
illustrated in Fig. 26.4(d) is locally R1 × S1 but its global topology is non-trivial: for case
(d) the orientation of the fiber winds through an angle π for once around the base space, so
case (d) cannot be deformed continuously into case (b) and they are distinct topologically
(see Section 27.4).

More advanced discussions of local gauge theories often employ fiber bundles in which the
base space is Minkowski spacetime and the fibers represent the internal (gauge) degrees of
freedom at each spacetime point. To go further would exceed our scope but a concise
overview is given by Pires [164], and a more systematic discussion may be found in
Nakahara [152].

26.5 Gauge Symmetry on a Spacetime Lattice

It is sometimes useful to consider continuous gauge fields approximated on a discrete
spacetime lattice. For example, computer simulations of gauge theories are implemented
on such lattices. Path-dependent representations of a gauge group are important within
this context. We shall first examine path-dependent representations within a full continuum
theory, and then consider the effect of approximating the continuum theory by a discrete
spacetime lattice for quantum chromodynamics (QCD) [85].

26.5.1 Path-Dependent Gauge Representations

Suppose a complex field ψ(x) coupled to a U(1) gauge field. Invariance under the
displacement x → x + dx requires that

dxμDμψ(x) = dxμ
(
∂μ + igAμ (x)

)
ψ(x) = 0, (26.6)

where from Eq. (16.36) the covariant derivative is given by Dμ = ∂μ + igAμ (x). This may
be extended to non-abelian gauge fields by introducing the matrix potential of Eq. (16.49),

Aμ (x) = A
μ
i (x)τi A

μ
i (x) ≡ 2Tr (τi A

μ), (26.7)

where the A
μ
i (x) are vector potentials with a Lorentz index μ and internal index i, and the

τi are matrix generators for the gauge group. For a Yang–Mills field the solution of the
differential equation (26.6) over a path between x0 and x1 labeled by a parameter γ is

ψ(x1) = P exp
(
ig
∫
γ

Aμdxμ
)
ψ(x0), (26.8)

where P is a path-ordering operator that orders the matrices Aμ (x) in the sequence
encountered on the path for each term in a power series expansion of the exponential.
[For non-abelian groups, Aμ (x) and Aμ (x ′) do not generally commute.] Thus



459 26.5 Gauge Symmetry on a Spacetime Lattice

Uγ (x0, x1) = P exp
(
ig
∫
γ

Ai
μτidxμ

)
(26.9)

defines a matrix associated with each path γ between spacetime points x0 and x1. The
matrix Uγ (x0, x1) is a path-dependent representation of a gauge group element because
it is a product of group elements associated with infinitesimal segments of the path and
a product of group elements necessarily is itself a group element. Physically, Uγ (x0, x1)
implements a transformation ψ(x1) = Uγ (x0, x1)ψ(x0) that transports the system from
spacetime points x0 to x1 by parallel displacement along the path labeled by γ. Under
a local gauge transformation by G(x), Uγ is sensitive to G(x) only at the endpoints of
the path,

Uγ (x0, x1) → U ′γ (x0, x1) = G(x1)Uγ (x0, x1)G−1(x0), (26.10)

as proved in Problem 26.4. Example 26.2 illustrates for an abelian gauge field.

Example 26.2 For an abelian gauge group the path-ordering operator P is not needed since
everything commutes and there is only one gauge field, so Eq. (26.9) reduces to

U (A, B) = exp
(
ig
∫ B

A

Aμ (x) dxμ
)

.

Performing a gauge transformation Aμ (x) → Aμ (x) − ∂μφ(x) on U (A, B) gives

U ′(A, B) = exp
(
ig
∫ B

A

Aμ (x) dxμ − ig
∫ B

A

∂μφ(x) dxμ
)

= U (A, B) exp
(
−ig
∫ B

A

dφ

)
= eigφ(A)U (A, B)e−igφ(B) ,

where ∂μφ(x)dxμ = (∂φ/∂xμ)dxμ = dφ was used. This is the transformation law for a
field with opposite abelian gauge charges at endpoints A and B [compare Eq. (16.39)].

From Eq. (26.10) it may be demonstrated that for a closed path (x1 = x0 ≡ x) the trace
Tr Uγ (x, x) is gauge invariant (see Problem 26.5).

26.5.2 Lattice Gauge Symmetries

Now let us consider discretizing spacetime to define a spacetime lattice. We assume cubic
lattices for simplicity and illustrate with a lattice formulation of quantum chromodynamics
(QCD, described in Section 19.2) called lattice gauge theory. A 2D set of lattice points is
illustrated in Fig. 26.5(a). A gauge theory can be constructed on a lattice by the following
prescription [213, 214].

Matter Fields: Quarks and antiquarks are restricted to lattice sites. Each is described by
a wavefunction |nαiσ〉, where n is a lattice vector giving the site location, α is a flavor
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Fig. 26.5 (a) Plane section of a cubic lattice with a directed string bit from site n to site n + μ, where μ is a unit lattice
vector. (b) Violation of local color conservation on the lattice. A circle around a point indicates occupation by a red
quark. (c) A color singlet qq̄ lattice state.

index, i is a QCD color index, and σ is a Dirac spinor index. Multi-quark states can be
formed by putting more than one quark or antiquark on the lattice. The number of quarks
or antiquarks occupying a single lattice site is limited only by the Pauli principle.

Example 26.3 For three flavors u, d, and s, each with three color states and two helicity
states, 3 × 3 × 2 = 18 quarks could occupy a site without violating the Pauli principle.

The lattice Dirac operators that create and annihilate quarks and antiquarks are like those
of the continuum theory, except that they act only at the discrete sites of the lattice.

Gauge Fields: Lattice sites are connected by segments called (directed) string bits. An
example is shown in Fig. 26.5(a). The gauge fields are assumed to reside on these links,
which transport color information between lattice sites; thus they are analogs of the
gluon operators in a continuum theory. The string bits (links) are lattice versions of
the path-dependent gauge group representations discussed for the continuum theory in
Section 26.5.1. As suggested by Problem 26.4 and Example 26.2, each string bit has a
color at one end and an anticolor at the other. A string bit is described by a state 


nμkld

〉
,

where n and n + μ denote the lattice sites the bit connects, k is the color index, l is the
anticolor index, and d indicates the direction of the segment. A string bit is assumed to
have a mass (since the gauge field carries energy) but no internal degrees of freedom (they
cannot vibrate); only the colored ends of the strings attached to the lattice sites are relevant
for the quantum theory.

In the continuum limit of zero lattice spacing the lattice must be invariant under color
SU(3). This property can be built directly into the lattice, even for finite spacing, by
forbidding a quark on the lattice with no attached gauge fields to move between sites.
This is illustrated in Fig. 26.5(b), where a red quark at site A moves over time to site
B with no other change. This is consistent with global color invariance but it violates
local color invariance because site A changes from red to colorless while site B changes
from colorless to red. However, a string representing a color gauge field with color on one
end and anticolor on the other can combine with colored quarks and antiquarks to form a
colorless object that transforms as a color SU(3) scalar; Fig. 26.5(c) illustrates for a qq̄ pair.
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(a) Ground state meson (b) Excited meson (c) Glueball M = 4σa

M = mu + md ~ 2 mu

a
M = 2mu + σa a

aud u d

Fig. 26.6 Some static, gauge-invariant states in lattice QCD. Mass of the up quark is mu, mass of the down quark is md, the
string tension is σ, the lattice spacing is a, and the total mass is M.

Example 26.4 Figure 26.5(c) represents a lattice model of a meson. The colors of the gauge
string ends and of the quarks and antiquarks on the two sites cancel, leaving a color singlet
state that can propagate without violating local color SU(3) symmetry.

One can adapt the continuum operators defined in Section 26.5.1 to corresponding lattice
operators and construct a complete lattice gauge formulation of QCD [45, 133, 213, 214].
We conclude our introduction with a brief summary of the lattice picture for color SU(3)
scalars that could be physical QCD states in the continuum limit.

Static Gauge-Invariant States: In a static picture (no kinetic energy terms), the simplest
gauge-invariant states on the lattice are the following.

1. Ground state mesons, corresponding to a quark and antiquark on the same lattice site in
a color singlet state with no string bits.

2. Ground state baryons, corresponding to three quarks on the same lattice site in a color
singlet state with no string bits.

3. Excited meson and baryon states, corresponding to quarks, antiquarks, and string bits
in color singlet configurations.

4. Glueballs, constructed from pure string bits (no quarks) arranged in a closed loop.
5. Exotic states, constructed from four or more quarks and antiquarks in a color singlet

configuration, with no string bits in the ground state.

Some of these lattice states are illustrated in Fig. 26.6. The states are locally gauge
invariant but not Poincaré invariant, because the lattice violates translational and rotational
symmetry. Only in the continuum limit does the lattice approach full Poincaré invariance.

Background and Further Reading

For a simple overview of many ideas in this chapter see Ryder [174], or Cheng and
Li [41]. For a more mathematical overview, see Nakahara [152]. For physics applications
of fiber bundles Singer [182] gives an overview, Pires [164] provides a concise outline,
and Nash and Sen [156] or Nakahara [152] may be consulted for more mathematical
treatments.
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Problems

26.1 For coordinates (x1, x2) and metric g = diag (g11, g22), the Gaussian curvature is

K =
1

2g11g22

⎧⎪⎨⎪⎩− ∂
2g22

(∂x1)2 −
∂2g11

(∂x2)2 +
1

2g11

⎡⎢⎢⎢⎢⎣∂g11

∂x1
∂g22

∂x1 +

(
∂g11

∂x2

)2⎤⎥⎥⎥⎥⎦
+

1
2g22

⎡⎢⎢⎢⎢⎣∂g11

∂x2
∂g22

∂x2 +

(
∂g22

∂x1

)2⎤⎥⎥⎥⎥⎦
⎫⎪⎬⎪⎭ .

For a sphere with coordinates defined in the following figure,

�

�

R

r
C = 2�r 

S

x

y

z

show that a Gaussian curvature K = R−2 is obtained using spherical coordinates
(x1, x2) = (S,φ) or cylindrical coordinates (x1, x2) = (r ,φ).***

26.2 Consider the holonomic basis defined in Box 26.1. Using that the tangent vector for
a curve can be written t = tμeμ = (dxμ/dλ) eμ, show that

ds2 = ds · ds ≡ gμνdxμdxν = (eμ · eν)dxμdxν .

Thus, gμν = eμ (x) · eν (x) and the components of the metric tensor are defined by the
scalar products of the coordinate-dependent basis vectors. ***

26.3 The Lie bracket of vector fields A and B is defined as their commutator, [ A, B ] =
AB − BA. The Lie bracket of two basis vectors vanishes for a coordinate basis but
not for a non-coordinate basis. For the 2D plane parameterized with cartesian (x, y)
or polar (r , θ) coordinates and the bases

(e1, e2)1 =

(
∂

∂x
,
∂

∂y

)
(e1, e2)2 =

(
∂

∂r
,
∂

∂θ

)
(e1, e2)3 =

(
∂

∂r
,

1
r
∂

∂θ

)
,

show that (e1, e2)1 and (e1, e2)2 are coordinate bases, but that (e1, e2)3 is not.

26.4 Prove the result of Eq. (26.10) that a path-dependent representation of a gauge group
is sensitive to a gauge transformation only at the endpoints of the path. ***

26.5 Demonstrate that for a closed path Tr Uγ (x, x) is gauge invariant, where Uγ (x0, x1)
is defined by Eq. (26.9).



463 Problems

26.6 In Eq. (26.7), invert Aμ (x) = A
μ
i (x)τi to obtain A

μ
i (x) ≡ 2Tr (τi Aμ).

26.7 Prove that dV /dλ for a vector field V (λ) evaluated along a curve xμ (λ) parameter-
ized by λ leads to Eq. (26.4) for the absolute derivative of a vector field. Hint: Begin
with Eq. (26.1), and assume that a position-dependent basis eμ (λ) is defined along
the curve and that its derivative can be expanded as ∂νeμ = Γαμνeα. ***



27 Geometrical Phases

This chapter addresses phases that are geometrical in origin and that may have quite
surprising consequences. We shall illustrate first with the Aharonov–Bohm effect and then
with the Berry phase, which is in some sense a generalization of the Aharonov–Bohm
effect in real space to the configuration space of a dynamical system. In later chapters we
will see that the geometrical Berry phase can also have important topological implications
when evaluated over a closed path in the Hilbert space of a quantum problem, because of
the Chern theorem discussed in Section 28.4.2, and related concepts.

27.1 The Aharonov–Bohm Effect

The Aharonov–Bohm effect [4] is important in quantum mechanics for at least two reasons.

1. It is one of the simplest and most elegant manifestations of geometrical effects in a
quantum-mechanical system.

2. It demonstrates that the electromagnetic 4-vector potential can have measurable conse-
quences in a quantum theory, even for regions having no electric or magnetic fields.

The second point contrasts with classical electromagnetism, where electric and magnetic
fields are the essential objects and vector potentials are only a mathematical convenience.

27.1.1 Experimental Setup

The experimental setup for the Aharonov–Bohm effect is illustrated in Fig. 27.1(a). It is
an electron scattering, two-slit interference experiment, with the added twist that a thin
solenoid is placed in the region behind the screen and between the two classical paths that
electrons passing through the slits would follow to reach a point on the screen. The solenoid
is long and thin, and confines the magnetic field to regions that the electrons should not pass
through. Nevertheless, experiments show that the solenoid alters the interference pattern
for the electrons scattering through the two slits [37]. We now examine this effect and
show that it is a consequence of the gauge symmetry of the electromagnetic field and the
non-trivial topology of the scattering plane caused by the presence of the solenoid [174].

464
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Fig. 27.1 (a) Aharonov–Bohm experiment. (b) Cylindrical coordinates for the Aharonov–Bohm effect.

27.1.2 Analysis of Magnetic Fields

From the geometry illustrated in Fig. 27.1(a), the phase difference between waves of
de Broglie wavelength λ associated with paths 1 and 2 is δ = 2πa/λ, implying that
x � Lλδ/2πd, where we have approximated a � (x/L)d for x  L. Introduce the cylin-
drical coordinate system illustrated in Fig. 27.1(b) and a vector potential of the form

Inside solenoid: Ar = Az = 0 Aφ =
Br
2

,

Outside solenoid: Ar = Az = 0 Aφ =
BR2

2r
.

(27.1)

As shown in Problem 27.1, the components of the magnetic field B = ∇ × A are then

Inside solenoid: Br = 0 Bφ = 0 Bz = B,
Outside solenoid: Br = 0 Bφ = 0 Bz = 0.

(27.2)

Thus, the magnetic field B vanishes outside the solenoid but the vector potential Aφ does
not, falling off as 1/r for r > R (Fig. 27.2). Experimentally, the solenoid can be made of
a very thin metallic whisker and shielding can ensure that the electrons never enter the
solenoid and therefore never pass through regions where the magnetic field is non-zero.
Classically, a particle of charge q in an electromagnetic field experiences a Lorentz force,
F = q(E + v × B), where v is the velocity, E is the electric field, and B is the magnetic
field. Thus classically electrons cannot be influenced since they experience no Lorentz
force. However, the electrons pass through regions in which the magnetic field is zero but
the vector potential is finite. This has non-trivial implications for quantum theory.

27.1.3 Phase of the Electron Wavefunction

The free-electron wavefunction is given by ψ = 


ψ


 eiα, where α ≡ p · r /�. Gauge invari-
ance of the interaction between the electron and the electromagnetic field requires the
minimal substitution p → p − eA, where A is the 3-vector potential (see Section 16.3),
which alters the electron phase locally to,
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B = Bz = B

B = 0

Aφ = BR 2 /2 rA φ
=

Br / 2

Fig. 27.2 Magnetic field B and vector potential Aφ for a solenoid of radius R in Fig. 27.1(a).

α → 1
�

(p · r − eA · r ) = α − e
�
A · r .

Then the change in phase over a trajectory τ is given by the integral

Δα = − e
�

∫
τ
A · dr , (27.3)

and the shift in phase between trajectories 1 and 2 produced by the vector potential is

Δδ =
e
�

(∫
1
A · dr −

∫
2
A · dr

)
=

e
�

∮
A · dr . (27.4)

Now apply Stokes’ theorem, which is summarized in Box 27.1:∮
C

A · dr =
∫
S

(∇ × A) · n dS ≡
∫
S

(∇ × A) · dS, (27.5)

where S is the surface enclosed by the contour C and n is an outward normal to the surface,
to obtain (Problem 27.2)

Δδ =
e
�
Φ Φ ≡ πR2B, (27.6)

whereΦ is the magnetic flux through the solenoid. Thus, the presence of the solenoid shifts
the interference pattern of Fig. 27.1(a) by

Δx =
Lλ

2πd
Δδ =

Lλ
2πd

e
�
Φ, (27.7)

even though the electrons are never permitted to enter regions of finite magnetic field B.

27.1.4 Topological Origin of the Aharonov–Bohm Effect

The magnetic field is given by B = ∇ × A. Outside the solenoid we must have an
electromagnetic vacuum with B = 0. This is satisfied by the choice A = 0, but because of
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Box 27.1 Stokes’ Theorem

For a 3D vector field A, Stokes’ theorem relates a surface integral of the curl vector field∇×A to a line integral
around the (smooth) boundary of that surface:∮

C

A · dr =
∫
S

(∇ × A) · n dS ≡
∫
S

(∇ × A) · dS,

where S is the 2D surface enclosed by the 1D boundary C, the outward normal to the surface is n, the curl
∇ × A is given in cartesian coordinates by

∇ × A =












i j k

∂

∂x
∂

∂y

∂

∂z
Ax Ay Az












=

(
∂Az

∂y
−
∂Ay

∂z

)
i +

(
∂Ax

∂z
− ∂Az

∂x

)
j +

(
∂Ay

∂x
− ∂Ax

∂y

)
k .

Here the orientation of the surface and the direction of the integration path around the boundary are related
by a right-hand rule: if the thumb of your right hand is pointed in the direction of a unit normal vector near
the edge of the surface and you curl your fingers, the direction that your fingers point indicates the direction
of integration around the boundary curve. The physical content of Stokes’ theorem is easy to visualize, as
illustrated in the following figure.

n

Cancel
in interior

For the representative plaquettes highlighted in darker gray the circulating currents cancel in the interior,
leaving only a net contribution from the boundary. Generalizing to the whole surface in the limit that the
plaquette size tends to zero, we expect all interior contributions to the surface integral to cancel, leaving only
the contributions from the boundary. That is the essence of Stokes’ theorem.

gauge invariance the magnetic field is unchanged by the transformation Aμ → Aμ + ∂μχ ≡
A′μ, where χ is an arbitrary scalar function (see Section 14.1.2). Thus, the 4-vector potential
Aμ = ∂μχ, which is a gauge transform of the trivial vacuum Aμ = 0, also satisfies the
required boundary condition. It follows that in the cylindrical coordinates of Fig. 27.1(b),

A = (Ar , Aφ, Az ) = ∇χ (27.8)

is the most general vector potential giving a vanishing electromagnetic field. As shown in
Problem 27.3, the scalar function χ is then given by

χ =
1
2

BR2φ. (27.9)
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Therefore, χ increases by πBR2 as φ increases by 2π and is not single valued. This is
possible because the vacuum configuration of the Aharonov–Bohm experiment is not simply
connected.

From Fig. 27.1, the space for the Aharonov–Bohm experiment is a plane pierced by a
hole representing the solenoid, which is R × S1 topologically (see Example 24.9). From
Section 16.5, electromagnetism is invariant under local phase rotations e−ieχ. Thus, the
gauge group is U(1), which is S1 topologically, and we must consider mappings between
R × S1 and S1. But R is simply connected so the only part of this mapping that matters is
S1 → S1, which is characterized by an infinity of integer winding numbers. (This reasoning
is a bit slapdash; Problem 27.4 requests a more formal proof.) Hence, the gauge function
χ is multivalued because the mappings cannot all be deformed to the trivial mapping
χ = constant, which would give [by Eq. (27.8)] Aμ = 0 and no Aharonov–Bohm effect.

27.2 The Berry Phase

The Aharonov–Bohm effect leads to rather unexpected results because of a topologically
non-trivial map between the manifold of the electromagnetic gauge group and the manifold
corresponding to the real-space experimental setup. As we shall now demonstrate, similar
more abstract but no less observable effects may occur in the configuration space of a
classical or quantum-mechanical system. The signatures of these effects are often termed
geometrical phases, and have their origin in the failure of a physical system to return
completely to its original state after traversing a closed path in its parameter space.
This is called holonomy, as discussed further in Box 27.2. One way to see the potential
effect of quantum holonomies is to examine critically a standard assumption in many
treatments of quantum systems: that dynamical degrees of freedom operating on very
different timescales may be separated approximately by solving for fast degrees of freedom
at fixed values of parameters describing slow degrees of freedom.

27.2.1 Fast and Slow Degrees of Freedom

Assume that a Hamiltonian describes a system in terms of some “slow” degrees of freedom
(P, R) and some “fast” degrees of freedom (p, r ), and that the full Hamiltonian is

H (P, R, p, r ) = H0(P, R) + h(p, r , R) = − �
2

2M
∂2

∂R2 + h(p, r , R), (27.10)

where M is the mass and where the first term on the right depends only on P and R.
A standard solution of such a problem utilizes an approximate separation between fast and
slow degrees of freedom (the adiabatic or Born–Oppenheimer approximation).

1. Fix the value of the slow coordinate R.
2. Diagonalize the Schrödinger equation in the fast coordinates for fixed R,

h(R) |n, R〉 = εn(R) |n, R〉 , (27.11)

which yields eigenfunctions and eigenvalues that depend on the parameter R.
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Box 27.2 Holonomy

Holonomy is the failure of a parameterized system to return to its initial physical state after traversing a closed
loop in parameter space.a Specifically, a holonomy occurs when a physical system parameterized by a set of
variables xi is taken around a closed loop in the parameter space x and one or more measurable physical
quantities q characterizing the system fails to return to its original value.

Parallel Transport on Curved Surfaces

A standard example of holonomy is the failure of a vector to return to its original orientation following parallel
transport in a closed path on a 2D sphere, as in Fig. 26.3(b). In this case the parameters are the two angles
specifying location on the sphere and the physical quantity that fails to return to its original value is the
direction the vector points. A quantitative measure of this holonomy is the difference in initial and final
orientation angles, which is proportional to the solid angle subtended by the closed path on the sphere, as
seen from the center of the sphere. For the closed path in Fig. 26.3(b) the holonomy is π2 . Holonomies are
independent of specific parameterizations of the manifold, depending only on its intrinsic geometry. Such
geometric holonomies can exhibit global change without local change, whereby observables fail to return to
their original values after a closed loop in parameter space, even though there is no local intrinsic rate of change
as parameters are varied.

Quantum Holonomies

We shall be interested particularly in holonomies associated with variation of parameters for a quantum
system, which typically alters phases of wavefunctions. It was long thought that these phase changes would
be unobservable but Berry showed that they can have measurable consequences [22]. This is the celebrated
Berry phase, which is discussed in Section 27.2.

Geometrical and Topological Phases

Holonomies of interest to us are typically geometrical in nature, as in the examples given above. However,
under certain conditions holonomies may also acquire a topological meaning. The distinction lies in whether
the quantities that measure the holonomy change continuously when conditions are varied, in which case
we speak of geometrical phases, or whether they change only by discrete amounts under this variation, in
which case we speak of topological phases. The difference between geometrical and topological holonomies
is discussed further in Section 27.4.
a This is the definition used by mathematicians and many physicists. Some physicists term this instead anholonomy.

3. Write the full wavefunction as the product




ψ〉 = Φ(R) |n, R〉 , (27.12)

where Φ(R) is the wavefunction for the slow degrees of freedom.
4. Use the basis (27.12) to diagonalize additional terms in the Hamiltonian that mix fast

and slow degrees of freedom.
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Such a separation of degrees of freedom operating on very different timescales is used
either explicitly or implicitly in most treatments of dynamical problems.

27.2.2 The Berry Connection

Let us examine in more detail the implications of the approximate separation of slow and
fast degrees of freedom described in the preceding section. Inserting Eqs. (27.12) and
(27.10) into the time-independent Schrödinger equation H 


ψ〉 = E 


ψ〉 gives

H 


ψ〉 = −�2

2M
∂2

∂R2 Φ(R) |n, R〉 + h(p, r , R)Φ(R) |n, R〉 = EΦ(R) |n, R〉 . (27.13)

As shown in Problem 27.7, this equation and Eq. (27.11) imply that

〈n, R | H 


ψ〉 = −�2

2M

[
Φ(R)

〈
n, R






 ∂
2

∂R2






 n, R
〉
+
∂2Φ(R)

∂R2

+2
(
∂Φ(R)
∂R

) 〈
n, R






 ∂∂R





 n, R

〉]
+ εn(R)Φ(R) = EΦ(R). (27.14)

Let us rewrite the first term inside the square brackets of Eq. (27.14) by noting that〈
n, R






 ∂
2

∂R2






 n, R
〉
=

〈
n, R






 ∂∂R
(
∂

∂R






 n, R
〉 )

=
∑
n′

〈
n, R






 ∂∂R





 n′, R

〉 〈
n′, R






 ∂∂R





 n, R

〉
=







〈
n, R






 ∂∂R





 n, R

〉





2

,

where in the last step we have inserted 1 =
∑

n′ |n′, R〉 〈n′, R | and assumed that coupling
between different values of n is negligible. Then Eq. (27.14) is replaced by

〈n, R | H 


ψ〉 = −�2

2M

⎡⎢⎢⎢⎢⎣Φ(R)






〈
n, R






 ∂∂R





 n, R

〉





2

+
∂2Φ(R)

∂R2

+ 2
(
∂Φ(R)
∂R

) 〈
n, R






 ∂∂R





 n, R

〉 ⎤⎥⎥⎥⎥⎦ + εn(R)Φ(R) = EΦ(R). (27.15)

Now we introduce the definitions

Vn(R) ≡ εn(R) An(R) ≡ i�
〈
n, R 

∇R 

 n, R

〉
, (27.16)

where ∇R ≡ ∂/∂R. Upon inserting these definitions, Eq. (27.15) becomes (Problem 27.8),⎡⎢⎢⎢⎢⎣ 1
2M

(
�

i
∇R − An(R)

)2

+ Vn(R)
⎤⎥⎥⎥⎥⎦ Φ(R) = EΦ(R), (27.17)

which has the form of an electromagnetic gauge coupling by the minimal substitution
prescription to a vector potential An(R) and a scalar potential Vn(R) (see Section 16.3),
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even though no actual electric or magnetic fields have been introduced. Therefore, the
equation governing the slow variable functionΦ(R) is (27.17), with the definitions (27.16).

The fast degrees of freedom have induced a “vector potential” An(R) coupled
to the slow degrees of freedom, even though no actual electromagnetic field is
anywhere to be found.

The quantity An(R) of Eq. (27.16) is an example of a Berry connection or Berry potential.1

27.2.3 Trading the Connection for a Phase

Gauge symmetries are phase symmetries and the effect of a Berry connection can be moved
from the Hamiltonian to the wavefunction in Eq. (27.17) by a suitable choice of phase. Let

|ñ, R〉 ≡ exp
(
iγn(R)

) |n, R〉 , (27.18)

where the phase γn(R) is defined by

γn(R) =
1
�

∫ R

R0

An(R)dR, (27.19)

with the integration along a path in the R-space starting at R0 and ending at R.
As shown in Problem 27.9, the phase transformed vector potential vanishes, Añ(R) ≡
i�
〈
ñ, R 

∇R 

 ñ, R

〉
= 0. Thus, under the transformation

|n, R〉 → |ñ, R〉 ≡ exp �� i
�

∫ R

R0

An(R)dR�� |n, R〉 ,

we find that (�/i)∇R − An(R) → (�/i)∇R and the Berry connection An(R) is eliminated
from the Hamiltonian of Eq. (27.17) in favor of an additional phase,

exp(iγn) = exp �� i
�

∫ R

R0

An(R)dR�� (27.20)

for the wavefunction.

27.2.4 Berry Phases

Physical quantities are invariant under gauge transformations in electromagnetism.
Because of the parallels between Berry connections and electromagnetism, we conjecture

1 “Berry connection” references a formal similarity to connection coefficients prescribing parallel transport in
curved manifolds (Section 26.1.2). “Berry potential” derives from the similarity of An (R) to the electromag-
netic vector potential (Section 14.1.1). Note that we will often use natural units and drop the � in Eq. (27.16).
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that physical effects associated with the Berry connection should involve “gauge-invariant”
quantities also. The Berry connection An(R) itself is not gauge invariant, transforming as

An(R) → An(R) − ∇Rχ(R) (27.21)

under a local phase rotation |n, R〉 → eiχ(R) |n, R〉, where χ(R) is a scalar function
(Problem 27.10). However, let us define the Berry phase γn by

γn ≡
∮
C

An(R) · dR = i
∮
C

〈n, R |∇R |n, R〉 dR, (27.22)

where C represents the contour of a closed path in parameter space (identification of
endpoints R and R0; note that changing the direction on the closed path changes the sign
of γn). Then it is shown in Problem 27.12 that γn is gauge independent (up to a multiple
of 2π, as befits a phase). The Berry phase (27.22) is also often written as

γn = −Im
∮
C

〈n, R |∇R |n, R〉 dR, (27.23)

where Im denotes the imaginary part. Because 〈n, R |∇R |n, R〉 is pure imaginary, γn is
real. As emphasized in Box 27.3, the Berry phase is a geometrical effect that is distinct
from the normal dynamical phase associated with time evolution of a wavefunction.

27.2.5 Berry Curvature

Let us exploit further the analogy of Berry phases with electromagnetism by introducing a
rank-2 antisymmetric tensor analogous to the field tensor Fμν defined in Eq. (14.14) that
we shall call the Berry curvature tensor,

Ωn
μν ≡ ∂μAn

ν (R) − ∂νAn
μ (R), (27.24)

where ∂α ≡ ∂/∂Rα and the Berry connection An(R) is defined in Eq. (27.16). In d
dimensions a rank-2 antisymmetric tensor has 1

2 d(d − 1) independent components. For
the special case d = 3 the tensor has three components, which is the same number of
components as a 3D vector. Hence for a 3D parameter space the Berry curvature tensor
Ωn
μν can be replaced by a Berry curvature vector Ω, with the standard mapping between

tensor components Ωn
μν and vector components Ωn

λ in 3D being Ωn
μν = εμνλΩ

n
λ, where

εμνλ is the completely antisymmetric or Levi-Cevita tensor.2 Then the Berry curvature
vector Ωn(R) in 3D is

Ωn(R) ≡ ∇R × An(R). (27.25)

This has the same form as the definition of a magnetic field B in terms of a vector potential
A that was given in Eq. (14.3) and we may think of the Berry curvature as a “magnetic
field,” but defined in the parameter space rather than in spacetime. Just as for the Berry
phase and the electromagnetic field tensor Fμν , the Berry curvature is gauge independent.
In contrast to the Berry connection, which becomes gauge invariant only after integrating

2 Strictly, Ω is a pseudovector or axial vector (just as for an actual magnetic field). For brevity we will term it a
vector.
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Box 27.3 Geometrical Origin of the Berry Phase

The Berry phase is geometrical in origin and is distinct from the ordinary dynamical phase that any time-
evolving quantum system accumulates by virtue of the time-dependent Schrödinger equation. a If the
preceding derivation is repeated using the time-dependent Schrödinger equation, one obtains for the wave-
function in adiabatic approximation for a closed path in parameter space,


ψ(t)

〉
= ei(γn (t)+ξ(t)) |n, R(t)〉 ,

where the dynamical phase is

ξ(t) =
1
�

∫ t

0
dt ′En(R(t ′))

and the geometrical or Berry phase is

γn(t) ≡ i
∫ t

0
dt ′
〈
n, R(t ′)






 ∂∂t ′





 n, R(t ′)

〉

= i
∮
C

dR · 〈n, R |∇R |n, R〉

=

∮
C

dR · An(R),

where C is a closed contour and the geometrical phase depends only on the path followed and not on the
time dependence of that path because the Berry connection An(R) is a function of the coordinates R(t),
but is not an explicit function of time.
a As a reminder of the difference between geometrical and dynamical information, consider a trip in a car. The distance measured by the

odometer depends on the route followed (geometrical information), but it does not depend on how the speedometer varies (dynamical
information).

it over a closed path to yield the Berry phase, the Berry curvature is a local gauge-invariant
measure of geometric properties.

By applying Stokes’ theorem (Box 27.1) to Eq. (27.22), the Berry phase γn may be
written as an integral of the Berry curvature over the surface S bounded by the contour C,

γn =

∮
C

dR · An(R)

=

∫
S

(∇R × An(R)
) · dS

=

∫
S

Ωn(R) · dS (mod 2π), (27.26)

where mod 2π indicates that γn is a phase that is defined up to multiples of 2π. Thus the
Berry phase may be viewed as the flux of Berry curvature through the surface S bounded
by the path C. As a consequence, the Berry phase is sometimes termed the Berry flux.
By analogy with electromagnetism, we may conjecture that the Berry connection is not an
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Table 27.1. Berry phase analogies [38]

Electromagnetism Quantum holonomy

Vector potential A(r ) Berry connection A(R)
Magnetic field B(r ) Berry curvature Ω(R)
Magnetic monopole Degenerate point
Magnetic charge Berry index
Magnetic flux Φ(C) Berry phase γ(C)

observable since it is gauge dependent, but that the gauge-invariant Berry phase and gauge-
invariant Berry curvature may be associated with measurable effects. The Berry curvature
can also be expressed in terms of energy eigenstates |n, R〉 as

Ωn(R) ≡ Im
∑
m�n

〈n, R |∇RH (R) |m, R〉 × 〈m, R |∇RH (R) |n, R〉
[En(R) − Em(R)]2 , (27.27)

where × indicates the 3-vector cross product and H (R) is the Hamiltonian. This form is
often useful in practical calculations; for example, in Problem 27.6.

This discussion suggests close analogies between classical electromagnetism described
in Section 14.1 and quantum holonomies exemplified by Berry phases, as summarized in
Table 27.1. These are analogies only: Berry phase effects do not require the presence of
an actual electromagnetic field. The appearance of the magnetic monopoles and magnetic
charges of Table 27.1 in actual electromagnetism would contradict the Maxwell equation
(14.1c). There is no solid evidence for fundamental magnetic monopoles so Maxwell’s
equations are safe (for now), but mathematically analogous particles may occur as
emergent phenomena in condensed matter systems. These are quasiparticles created by
many-body interactions that resemble magnetic monopoles abstractly, but do not imply a
fundamental violation of Maxwell’s equations.

27.3 An Electron in a Magnetic Field

In evaluating the physical significance of a Berry phase the essential question is whether it
vanishes along any closed path in parameter space. If so, it represents a phase choice for
the wavefunction that has no observable significance. There are many instances where the
geometric phase does not vanish and leads to observable consequences. We examine one
such case in Example 27.1, and will see others in Chs. 28 and 29.

Example 27.1 The Hamiltonian for an electron interacting with a magnetic field B is

H = −1
2
μσ · B = −1

2
μ
(
σxBx + σyBy + σzBz

)
, (27.28)
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where the σi are Pauli matrices. The eigenvalues for H 


ψ〉 = E 


ψ〉 are (Problem 27.5)

E±(B) = ±1
2
μ
√

B2
x + B2

y + B2
z = ±

1
2
μB, (27.29)

where B ≡ |B |, and the corresponding eigenvectors are given by




ψ+〉 = ��
cos θ

2 e−iφ/2

sin θ
2 eiφ/2

�� 


ψ−〉 = ��
− sin θ

2 e−iφ/2

cos θ
2 eiφ/2

�� , (27.30)

where the angles θ and φ are related to the field components by

Bx = B sin θ cosφ By = B sin θ sinφ Bz = B cos θ.

After some evaluation, Eq. (27.27) gives

Ω−(B) = −1
2

(
B

B3

)
Ω+(B) =

1
2

(
B

B3

)
, (27.31)

and the Berry phase is (Problem 27.6)

γm(C) = ∓π(1 − cos θ), (27.32)

where π(1 − cos θ) is half the solid angle enclosed by the path C as seen from the origin,
n is a unit vector orthogonal to the surface, and n · B = B. These results are equivalent
to those that would result from placing a monopole of magnetic charge ± 1

2 at the origin of
parameter space.

Example 27.1 shows that a non-trivial Berry phase is associated with electronic motion in
a magnetic field, suggesting that geometrical phases can have physical consequences.

27.4 Topological Implications of Berry Phases

As illustrated in Figs. 26.3 and 27.3(a), parallel transport over a closed path on a 2-sphere
rotates vectors. The holonomy (difference in initial and final vector orientations) measures
curvature enclosed by the path. This is a geometrical holonomy because it results solely
from geometry of the manifold. On the other hand, the Möbius strip in Fig. 27.3(b) is
intrinsically flat but non-orientable, because it has only one side.3 A vector perpendicular
to the surface that is parallel transported continuously around the strip will point in the
opposite direction after once around [arrows 1–5 in Fig. 27.3(b)], but will return to the
original orientation after twice around. Thus there are two discrete outcomes for a vector
transported on a closed path around the strip an integer number of times: the starting

3 Orientability for a surface is a topological invariant. A thin rectangular strip has two sides and could be oriented
with one or the other side up; it is orientable. For a Möbius strip a continuous path can be traced over all of the
surface without crossing an edge, so it has only one side and is non-orientable. But a Möbius strip is made by
putting a twist in a flat strip and gluing the ends together, so it has no intrinsic curvature.
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1
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3
4
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1
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3

(a) Parallel transport on 

a 2-sphere
..

(b) Parallel transport on 

a Mobius strip

Fig. 27.3 (a) Geometrical holonomy associated with curvature of a sphere. (b) Topological holonomy associated with
orientability of a Möbius strip.

orientation (+1) for an even number of trips, or the reversed orientation (−1) for an odd
number of trips. This change in orientation is a (discrete) topological holonomy because
it results from topological properties of the manifold. For the geometrical holonomy
discussed above the rotation of the vector depends on the path and takes continuous values,
since it is proportional to the enclosed curvature. Conversely, the topological holonomy of
the Möbius strip takes discrete values and is unaffected by smooth deformations of the path
that do not change the number of complete trips around the strip.

Berry phases and Berry curvature take continuous values so they are geometrical in
nature. However, as we shall discuss in Section 28.4, the Chern theorem asserts that the
integral of the Berry curvature over a closed manifold is quantized in units of 2π, and the
Chern numbers resulting from that quantization are topological invariants taking integer
values. Thus, quantities calculated from geometrical Berry phases may in some cases
acquire a topological significance. Indeed, we shall see in Chs. 28 and 29 that topological
invariants deriving from integrals of Berry curvature in electronic configuration space are
essential to the understanding of topological matter.

Background and Further Reading

For an introduction to the Aharonov–Bohm effect see Feynman, Leighton, and Sands [62],
Nakahara [152], and Ryder [174]. For geometrical and topological phases, see Dittrich
and Reuter [50], and Nakahara [152]. The original paper on Berry phases is Ref. [22] and
Berry [23] documents some historical anticipations. A resource letter on geometric phases
in physics may be found in Anandan, Christian, and Wanelik [10]. Batterman [20] gives a
wide-ranging discussion of physical manifestations for geometric phases. Vanderbilt [200]
discusses Berry phases in electronic structure, while El-Batanouny [54], and Girvin and
Yang [75] give an overview of Berry phases in condensed matter applications like the
quantum Hall effect and topological matter that we shall expand upon in Chs. 28 and 29.
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Problems

27.1 Show that the vector potentials given in Eq. (27.1) imply the magnetic fields given
in Eq. (27.2) by evaluating B = ∇×A in the cylindrical coordinates of Fig. 27.1(b).

27.2 Use Stokes’ theorem [Eq. (27.5)] to prove that Eq. (27.4) leads to Eq. (27.6). ***

27.3 Demonstrate that in the Aharonov–Bohm effect the scalar function χ corresponding
to the vector potential A = ∇χ outside the solenoid is given by Eq. (27.9).

27.4 Use the results of Table 24.1 to show formally that for the Aharonov–Bohm effect
the mapping discussed in Section 27.1.4 from the electromagnetic gauge group
manifold U(1) to the plane pierced by the solenoid is non-trivial because it admits
an infinity of topological sectors characterized by an integer winding number.

27.5 Show that solution of the eigenvalue problem H 


ψ〉 = E 


ψ〉 for the Hamiltonian
(27.28) gives the eigenvalues (27.29) and the eigenfunctions (27.30). ***

27.6 Prove that for a spin- 1
2 particle in a magnetic field, Eqs. (27.29) and (27.30) imply

the Berry phase (27.32). Hint: Use Eq. (27.27) to find the Berry curvature in Eq.
(27.31) and then use (27.26) to solve for the Berry phase. ***

27.7 Show that Eqs. (27.13) and (27.11) imply Eq. (27.14). Hint: Write

∂2

∂R2 Φ(R) |n, R〉 = ∂
∂R

(
∂

∂R

(
Φ(R) |n, R〉 ))

and evaluate the resulting derivatives of products. ***

27.8 Prove using the definitions (27.16) that Eq. (27.15) is equivalent to Eq. (27.17),
which has the form of a gauge coupling to a vector potential An(R).

27.9 Prove that the Berry connection can be eliminated from the Hamiltonian in favor
of an added phase for the wavefunction given by Eq. (27.20). Hint: Evaluate
∂ |ñ, R〉 /∂R from Eq. (27.18) and multiply the result from the left by i� 〈ñ, R |. ***

27.10 Show that under a local gauge transformation |n, R〉 → eiχ(R) |n, R〉, the Berry
connection An(R) is not invariant, transforming instead as in Eq. (27.21).

27.11 Show that the Berry curvature (27.24) can also be written as

Ωn
μν (R) = i

(
〈∂μn(R) |∂νn(R)〉 − 〈∂νn(R) |∂μn(R)〉

)
,

where ∂α ≡ ∂/∂Rα and the definition (27.16) of the Berry connection An
μ was used.

27.12 Demonstrate that both the Berry phase γn and the Berry curvature Ωn(R) are
invariant under a local gauge transformation. ***



28 Topology of the Quantum Hall Effect

The integer quantum Hall effect and the fractional quantum Hall effect represent extraordi-
nary physics that appears when a strong magnetic field is applied to a low-density electron
gas confined in two dimensions at very low temperature. As we shall see, these effects can
be interpreted in terms of quantum numbers that are topological, and hint at the existence
of whole new classes of topological matter, which will be the subject of Ch. 29. These
topological classifications introduce the new idea that important phases of matter may
have a topological characterization even if they cannot be distinguished on the basis of
traditional symmetry or broken symmetry, though we will find that symmetry and broken
symmetry still play a role in determining whether topological states can occur. We begin
by recalling the properties of the classical Hall effect.1

28.1 The Classical Hall Effect

The classical Hall effect is illustrated in Fig. 28.1. Since the Lorentz and Hall forces cancel
in steady state, the current is entirely in the x (longitudinal) direction and the Hall field is
perpendicular to the current (in the direction j × B) if the sample is uniform.

28.1.1 Hall Effect Measurements

We may analyze the situation in the classical limit governed by the Lorentz force,

F = q

(
E +

1
c
v × B

)
, (28.1)

where q is the charge, B is the applied magnetic field (taken here to be in the z direction), E
is the electric field, and v is the electron velocity. As indicated in Fig. 28.1(d), in a typical
classical Hall experiment the transverse voltage VH and the longitudinal voltage VL are
measured. If the sample is approximated as 2D with length L and transverse width w [see
Fig. 28.1(d)], and Ohm’s law in the form jx = σEx is assumed (see Box 28.1), you are
asked to show in Problem 28.1(d) that

Ey =
VH

w
I = w jx RH ≡

VH

I
= − B

ecne
RL ≡

VL

I
=

L
wσ

, (28.2)

1 The presentation in this chapter assumes a familiarity with the Bloch theorem and Brillouin zones described in
Ch. 5, the basic principles of topology reviewed in Ch. 24, and the Berry phase discussed in Ch. 27.
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Fig. 28.1 Classical Hall effect. (a) An electric field Ex causes a current density jx in a thin rectangular sample in the x
direction. (b) A uniform magnetic field Bz is placed on the sample in the positive z direction. Curved arrows
indicate the response of the electrons to the magnetic field, causing a deflection in the negative y direction.
(c) Electrons accumulate on one edge and a positive ion excess on the other edge, producing a transverse electric
field Ey (Hall field) that just cancels the force produced by the magnetic field. Thus in equilibrium current flows only
in the x direction. (d) Typically the longitudinal voltage VL and the transverse (Hall) voltage VH are measured.

where VH is the Hall voltage (associated with the induced electric field Ey), I is the total
current, jx is the current density in the x direction, q = −e was assumed for electrons, RH

is the Hall resistance, and RL is the longitudinal resistance. The sign of the Hall resistance
depends on the sign of the charge carriers and its magnitude is inversely proportional to
their density. Hence a measurement of the classical Hall resistance for a sample determines
the sign and the density of the charge carriers.

28.1.2 Quantization of the Hall Effect

A richer set of possibilities than for the classical Hall effect is found in high-precision
experiments at low temperatures and high magnetic fields. These quantum Hall effects are
associated with quantization of the Hall conductance in terms of a fundamental quantum
of flux, and can be separated into two sets of phenomena:

1. the integer quantum Hall effect (IQHE), and
2. the fractional quantum Hall effect (FQHE),

which entail related physics but arise for different microscopic reasons. We shall describe
the IQHE and the FQHE shortly, but first we discuss quantized electrons confined to 2D in
strong magnetic fields, since this lies at the heart of the quantum Hall effect.
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Box 28.1 Resistance and Resistivities

In the simplest cases the current and the electric field may be assumed collinear and an elementary form of
Ohm’s law holds: V = IR, where V is voltage, I is current, and R is resistance. This can also be expressed
in terms of the electric field E and current density j as j = σE where σ is the scalar conductivity, or the
inverted expression E = ρ j , where the scalar resistivity ρ is given by ρ = σ−1.

Resistivity and Conductivity Tensors

In more complex situations such as in the Hall effect where there are both electric and magnetic fields,
the resistivities and related quantities become tensors. Restricting to two dimensions for the quantum Hall
problem, the resistivity tensor ρ and conductivity tensor σ may be expressed as the matrices

ρ =

(
ρ11 ρ12

ρ21 ρ22

)
=

(
ρxx ρxy
ρyx ρyy

)
σ =

(
σ11 σ12

σ21 σ22

)
=

(
σxx σxy
σyx σyy

)
,

where the components are ρi j = Ei/ j j and σi j = ji/Ej , with ρ and σ related by matrix inversion,
ρ = σ−1. Then Ei = ρi j j j and ji = σi jEj , or(

Ex

Ey

)
=

(
ρxx ρxy
ρyx ρyy

) (
jx
jy

) (
jx
jy

)
=

(
σxx σxy
σyx σyy

) (
Ex

Ey

)
,

written out explicitly.

Symmetries of the Tensors

For the quantum Hall experiment rotational invariance about the z-axis implies that ρyy = ρxx and
ρyx = −ρxy , so the preceding equations simplify to(

Ex

Ey

)
=

(
ρxx ρxy
−ρxy ρxx

) (
jx
jy

) (
jx
jy

)
=

1
ρ2
xx + ρ2

xy

(
ρxx −ρxy
ρxy ρxx

) (
Ex

Ey

)
.

From Problem 28.7, for the 2D Hall setup the resistance R and the resistivity ρ have the same units, and
upon comparing with Fig. 28.1 the Hall resistance is RH = Rxy = ρxy and the longitudinal resistance is
RL = Rxx = (L/w)ρxx . Notice that if ρxy vanishes the resistivity matrix becomes diagonal and we
revert to the simple Ohm’s law description with a scalar resistivity. It is the off-diagonal components of the
resistivity (or conductivity) tensor that are responsible for the Hall effect.

28.2 Landau Levels for Non-Relativistic Electrons

Let us consider the quantum-mechanical description of electrons in a 2D gas with a
magnetic field oriented perpendicular to the 2D plane, assuming electrons to be non-
relativistic so that the Schrödinger equation applies. Since we shall be concerned with
strong magnetic fields that can align spins, the states will be assumed to all be of one
electron spin polarization (magnetic substate) and the constant energy contributed by each
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spin through the Zeeman interaction will be omitted. We shall also neglect initially the
effect of the Coulomb interaction between electrons relative to the effect of the strong
magnetic field.

28.2.1 Hamiltonian and Schrödinger Equation

By the minimal prescription to ensure gauge invariance given in Section 16.3, the effect of
coupling an electromagnetic field may be included by modifying the momentum operator
p = (px , py ) in the Hamiltonian to include a term depending on the vector potential A,

H =
1

2m

(
�

i
∇ + e

c
A

)2

, (28.3)

where the curl of the vector potential ∇ × A yields the magnetic field B:

B = ∇ × A B ≡ (Bx , By , Bz ) = (0, 0, B).

Two common gauge choices leading to this magnetic field are the Landau gauge (often
convenient for rectangular geometry), where

A = (0, Bx, 0) (Landau gauge), (28.4)

and the symmetric gauge (often convenient for spherical geometry), where

A =
1
2

B(−y, x, 0) (symmetric gauge). (28.5)

The electromagnetic field is invariant under gauge transformations so no physical observ-
able depends on the gauge chosen, but the forms of the vector potential and of the
wavefunction (which are not observables) do. As shown in Problem 28.2, in Landau gauge
with the cyclotron frequency ωc and the magnetic length Λ defined by

ωc ≡
e B
mc

Λ ≡
√
�c
eB

, (28.6)

the wavefunction resulting from solving Hψ = εψ is a plane wave in the y direction and
of localized harmonic oscillator form in the x direction, and is labeled by two quantum
numbers (n, k),

ψnk (x, y) = Hn

( x
Λ
− Λk

)
e−(x−xk )2/2Λ2

eiky , (28.7)

where Hn is a Hermite polynomial and xk = Λ2k. The corresponding energy is

εn = �ωc

(
n +

1
2

)
, (28.8)

which is independent of the quantum number k, depending only on the principal Landau
quantum number n = 0, 1, 2, . . . ,∞. From Eq. (28.7), for each value of k the wavefunction
is localized in x near x = xk = Λ2k, but extended in y. (This depends on our gauge choice,
but remember that the wavefunction is not an observable; see Problem 28.4.)
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28.2.2 Landau Levels and Density of States

Energy levels labeled by n in Eq. (28.8) are termed Landau levels.2 The degeneracy at a
given n is determined by how many k values correspond to that n. Since εn is independent
of k, in the absence of electron scattering the level density g(ε) is a series of δ-functions
at the energies ε corresponding to discrete values of n, weighted by a degeneracy factor N ,

g(ε) = N
∑
n

δ

[
ε − �ωc

(
n +

1
2

)]
, (28.9)

where N is the number of electrons that can occupy a Landau level and is given for a
sample of width w, length L, and magnetic length Λ by

N =
BLw
hc/e

=
Lw

2πΛ2 . (28.10)

Equation (28.10) has a simple physical interpretation.

For a sample of area A = Lw, the magnetic flux through the sample is BLw, so
N is the magnetic flux measured in units of the quantum of magnetic flux, hc/e.

Equation (28.10) implies that the number of states per unit area in each Landau level is

nB =
B

hc/e
=

1
2πΛ2 , (28.11)

which is independent of the Landau level but increases linearly with the strength of the
magnetic field. Thus, for large magnetic fields the Landau levels will be highly degenerate.
Let the actual number density of electrons be ne and define a filling factor ν by

ν ≡ ne

nB
=

nehc
eB

. (28.12)

If ν is an integer, for the ground state the lowest ν Landau levels will be filled and the
rest empty, while if ν is fractional the last level will be partially filled. Thus, if ν equals an
integer M there will be M filled levels and an energy gap between the n = M and n = M+1
Landau levels that inhibits excitation.

28.3 The Integer Quantum Hall Effect

Let us examine the Hall effect for a dilute 2D electron gas at low temperature with
a strong magnetic field, where we might expect quantum effects to become important.

2 Landau levels are a general consequence of quantizing the motion of charged particles in a magnetic field.
They may be thought of as arising from a charged particle moving in a circle with a radius determined by the
quantization condition that an integral number of de Broglie wavelengths fit around the circle. The radius of
the circle is termed the cyclotron radius and the center of the circle is termed the guiding center. The high
degeneracy associated with the k quantum number is a consequence of there being many different possible
locations for the center of a circle of given radius.



483 28.3 The Integer Quantum Hall Effect

Fig. 28.2 Data illustrating the integer quantum Hall effect [204]. The Hall resistance RH (upper curve) varies stepwise
with changes in magnetic field B. Step height is given by the physical constant h/e2 divided by an integer
[see Eq. (28.13)]. The lower curve with multiple peaks is the longitudinal resistance RL , which vanishes over each
plateau in RH.

From Eq. (28.2), the classical expectation is that RH should increase linearly with magnetic
field, while RL should be constant at a non-zero value. Experimental data are shown in
Fig. 28.2 [204]. For very low magnetic fields the classical predictions hold, but they are
violated strongly for large fields. Above B ∼ 1 T the Hall resistance RH exhibits plateaus
of height3

RH = ρyx =
Vy

Ix
=

1
n

h
e2 , (28.13)

where n is an integer, and the longitudinal resistance RL peaks at the transitions between
RH plateaus and drops to essentially zero over the range of each plateau. The phenomena
displayed in Fig. 28.2 constitute the integer quantum Hall effect (IQHE). Let us see
if we can explain this non-classical behavior using the quantum theory developed in
Section 28.2.

28.3.1 Understanding the Integer Quantum Hall Effect

The integer quantum Hall effect is related solely to the filling of Landau levels and
our discussion of Landau levels (supplemented by impurity scattering and topological
considerations to be discussed below) provides the basis for understanding its essential
features. From Eq. (28.13) and Fig. 28.2, the Hall resistance plateaus occur at precisely

3 Our discussion will sometimes refer to Hall resistance RH and sometimes to Hall conductance σH = R−1
H .
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quantized values RH = ρxy = h/e2n, with n an integer. Comparing with ρxy = B/neec from
Eq. (28.2),

n =
hcne

Be
=

ne

nB
= ν,

where ν is the Landau filling factor defined in Eq. (28.12).

The integer n in Eq. (28.13) labeling RH plateaus in Fig. 28.2 is the Landau filling
factor ν, and the plateau heights correspond to exact filling of Landau levels.

From Eq. (28.10), the number of electrons that can be placed in each Landau level depends
on the magnetic field strength. As the magnetic field is changed, a match between the
capacity of the Landau levels and the number of electrons in the sample at certain values
of the magnetic field causes an integer number of Landau levels to be filled exactly. The
special values of the field at which this occurs are those at which the ratio of the number
of electrons per unit area to the number of units of flux h/e2 [the filling factor ν defined in
Eq. (28.12)] is an integer.

Furthermore, when the electrons fill ν Landau levels exactly there is an energy gap
ΔE = �ωc between filled and empty states. A decrease in the area A of the sample decreases
the number of flux quanta Nφ that pierce it, requiring that electrons be promoted to the next
Landau level [see Eq. (28.10)]. But an energy price �ωc is required and the system resists
compression. As described in Box 28.2, such a system is said to be an incompressible
quantum fluid. If we apply a small electric field to this state the electrons cannot move
because they have no place to go, as in an insulator. Thus ρxx = 0, as required by data.4

Therefore, Landau level filling and the associated “shell closures” might plausibly
account for the IQHE, except for two essential details that we have yet to explain.

1. Why are the jumps in RH followed by broad plateaus in the Hall resistance of Fig. 28.2?
2. Why do those plateaus correspond to remarkably constant Hall resistance, quantized to

a precision of one part in a billion?5

The first suggests that not all of the states within a Landau level contribute to the
conductance. The second suggests a fundamental principle responsible for quantization
of the Hall resistance that renders it insensitive to details. We tackle first the issue of why

4 A vanishing longitudinal resistivity ρxx has a different meaning in a system with tensor resistivity than in one
with scalar resistivity. In the latter, conductivity and resistivity are related by σxx = 1/ρxx and they cannot
both be zero, but for the quantum Hall system σ and ρ are matrix inverses of each other and from Box 28.1,

σxx =
ρxx

ρ2
xx + ρ

2
xy

σxy =
−ρxy

ρ2
xx + ρ

2
xy

.

Now if ρxy = 0 we get the familiar σxx = 1/ρxx , but if ρxy � 0 both σxx and ρxx can be zero. Then
σxx = 0 means no current is flowing in the longitudinal direction (as in an insulator), but at the same time
ρxx = 0 means that no energy is being dissipated (as in a perfect conductor).

5 Because of this precision, the quantum Hall effect is used to maintain the international standard for electrical
resistance. Furthermore, the speed of light c is a defined quantity, so the precise measurement of h/e2 in
the integer quantum Hall effect is equivalent to measuring precisely the dimensionless fine-structure constant
αCGS ≡ e2/�c ∼ 1/137, which defines the fundamental coupling strength of quantum electrodynamics.
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Box 28.2 Incompressible Quantum States

In a bound, quantized, fermionic system the lowest-energy state (the ground state) is formed by filling single-
particle energy levels from the bottom, subject to the Pauli principle. The energy of the highest-energy filled
level is called the Fermi energy.

Gapped and Ungapped States

Two qualitatively different possibilities may be identified (see also Box 5.1):

(a) Compressible

(gapless) state

(b) Incompressible

(gapped) state

GapFermi energy

with occupied levels shaded in darker gray. In (a) there is no energy gap near the Fermi energy; this state is
gapless. In (b) there is a gap between the highest occupied and lowest unoccupied levels; this state is gapped.

Compressible and Incompressible States

Now consider how the material corresponding to the states in (a) or (b) responds to applied pressure.
A reduction of the volume requires that particles be excited (uncertainty principle). In case (a) there is no gap
to excitation, so only a relatively small effort is required to compress the state. We say that such an ungapped
state is compressible. In case (b) there is a gap to excitation that must be overcome to compress the material.
We say that such a gapped state is incompressible. Thus “incompressible”is an indirect reference to a state that
is gapped, meaning that a larger than average energy price must be paid to compress the sample.

there are plateaus by taking a detour to consider the influence of impurities on the transport
properties of an electron gas. Then we shall consider the issue of what protects the Hall
resistance quantization so that these plateaus are so remarkably flat.

28.3.2 Disorder and the Integer Quantum Hall State

The integer quantum Hall effect can occur for samples that contain impurities, so they are
subject to disorder. Let us now consider how this affects the quantum Hall state. We begin
by observing that electronic states in a sample may be classified into two broad categories,
according to their spatial localization.

1. Extended states, where the wavefunction falls off slowly with distance.
2. Localized states, where the wavefunction is finite only in a small region.

Extended states can carry current and thus increase the conductance, while localized states
interfere with charge transport and increase the resistance. The very flat plateaus of the
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integer quantum Hall effect exhibited in Fig. 28.2 cannot occur in a perfect crystal, for
which the system is translationally invariant, electrons can propagate as Bloch waves, and
all states are extended states (see Section 5.4). Thus, the Hall resistance in a perfect crystal
should change monotonically with the magnetic field, as for the classical Hall effect, but
contrary to the behavior observed in Fig. 28.2. In fact, increasing the impurities is found
to increase the strength of the integer quantum Hall effect, up to a point. Another name for
impurities is “dirt,” so it seems contrary to intuition that adding dirt should cause integers
to emerge from a pristine physical system. We shall see that the answer to this puzzle is
topology, which cares little for fine details like chemical composition.

Impurity Scattering and Mobility Gaps: Impurities cause an increase in localization and
thus in resistance by scattering the charge carriers.6 Systems disordered by impurities are
notoriously difficult to analyze because neither translational invariance nor the concept of
an energy band is well defined in the presence of disorder. However, it will be sufficient
here to apply qualitative insights. The most important is the following.

In systems with disorder some states are spatially extended and some are
localized, and the extended states lie very near in energy to the unperturbed
levels.

As illustrated in Fig. 28.3(a), in a clean system the density of states corresponds to δ-
functions at the location of the filled Landau levels, weighted by a degeneracy factor
depending on the strength of the magnetic field. Impurity scattering will modify the
energy of the Landau levels, breaking the degeneracy and broadening the level density
distribution, as in Fig. 28.3(b). Furthermore, it is reasonable to expect that the effect of
impurity scattering is to localize a state, and that the stronger the impurity scattering the
more the energy will be perturbed from the clean limit and the more the state will be
localized. For example, think of the extreme case where the interaction is so strong that
the impurity captures the electron into a bound state. Thus in the broadened peaks of
Fig. 28.3(b), states near the centers of peaks are least disturbed from the clean limit and are
the most extended, while states in the wings of the peak are most disturbed by the impurity
scattering and are the most localized, as illustrated in Fig. 28.3(c). This produces mobility
gaps, corresponding to ranges of states that do not support electron transport [the lighter
gray regions of Fig. 28.3(c)].

Normally even a small amount of impurity scattering destroys all states carrying current
in 2D systems. However, a magnetic field breaks time-reversal symmetry and interferes
with localization processes. Detailed studies show that current-carrying states remain even
for samples with impurities in strong magnetic fields, and that they are concentrated near
the energies of the unperturbed Landau levels, as our simple reasoning would suggest.

Origin of the Hall Plateaus: Figure 28.3(c) explains the Hall plateaus. Only states
near the centers of the peaks (near the unperturbed Landau energy) are delocalized and

6 A simple picture of localization by impurity scattering will be adequate for the present discussion but the full
topic is an involved one. Readers wishing a deeper understanding are urged to begin with Anderson localization
[11]; an introduction may be found in Phillips [163].
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Fig. 28.3 Level densities g(ε) for a 2D electron gas in a magnetic field as a function of energy ε. (a) No impurity scattering
(clean limit): Landau level filling corresponds to δ-functions at integer values of the principal Landau quantum
number n, as in Eq. (28.9). (b) Impurity scattering broadens the distributions. (c) The peaks broadened by impurity
scattering consist of localized states in the wings and non-localized states near the centroids.

carry current. Thus the current jumps discontinuously as the chemical potential is tuned
(by varying particle number or the magnetic field) through the center of each Landau level,
and remains constant as it is tuned through the localized states in the wings of the peak
because the chemical potential is then passing through states that cannot carry current.
Hence the conductance does not change, producing the Hall plateaus. The existence of the
plateaus implies that the range of extended states must be very narrow. In summary, for the
integer quantum Hall effect the crucial points are

1. quantization of Landau levels in the magnetic field,
2. the presence of a random scattering potential because of impurities, and
3. because of mobility gaps created by impurity scattering, each Landau level contributes

a fixed amount to the Hall conductance.

Thus, conductance is quantized because it counts filled Landau levels.

28.3.3 Edge States and Conduction

Let us now look more carefully at the nature of the currents carried by the delocalized
states in the integer quantum Hall effect.

Transport by Edge Currents: For a confined 2D electron gas with a magnetic field
orthogonal to the 2D plane, the electrons move in circular (cyclotron) orbits because of the
Lorentz force. As illustrated in Fig. 28.4, this means that no net current flows in the central
region because the orbits there are localized and the current vanishes in the bulk. How is
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Bulk electrons 
are localized
(insulating)

Right-going edge electrons (conducting)

Left-going edge electrons (conducting)
Cancellation

in bulk

No cancellation
on the edge

Fig. 28.4 Cartoon illustrating conduction by edge states for a 2D electron gas in a perpendicular magnetic field. The currents
are chiral (have a “handedness”) because only right-going electrons exist at the upper edge and only left-going
electrons exist at the lower edge, if the width is such that quantum tunneling between the two conducting edges
is negligible.

the current carried, then? Figure 28.4 suggests an answer. Edge states do not suffer this
localization because of confinement by the sides of the sample. Thus boundary electrons
move by “skipping” along the edges and they carry the current. This edge current is chiral
(it has a “handedness”) because the current is right-going on one edge and left-going on the
opposite edge. The preceding argument is classical and Fig. 28.4 is schematic at best, but
the physics that they suggest is still basically correct. In a full quantum treatment the solu-
tions are modified by the presence of a confining potential representing the edge of the Hall
apparatus, which leads to a wavefunction delocalization that produces the chiral edge cur-
rents. The energy levels in the first few Landau levels are illustrated in Fig. 28.5 [207]. This
shows that states are generally gapped in the bulk (interior of the sample), where an energy
cost ΔE = �ω must be paid to excite the system, but are gapless near the edges, where
excitations of vanishing energy are possible in the thermodynamic limit of many particles.

Chiral Protection of Edge Currents: The chiral nature of the edge states is the reason why
they remain extended, even in the presence of impurities (Figs. 28.3 and 28.4). Scattering
between time-reversed states of opposite momentum (“backscattering”) results in insulator
character due to wavefunction localization for typical low-dimensional systems. If the
scattering potential does not depend on spin, chiral 2D states are protected from such
localization because scattering of a particle carrying definite chirality into a time-reversed
state would switch the chirality. This cannot happen if the available states are all of one
chirality, which is the case if the right-going current on one edge and the left-going current
on the opposite edge in Fig. 28.4 cannot interact by quantum tunneling.

Protection of the Plateau Quantization: Let us now address the other question posed
earlier: why are the Hall resistance plateaus so flat? The impressive precision of Hall



489 28.4 Topology and Integer Quantum Hall Effects

Fig. 28.5 First three Landau levels with a smooth confining potential on the right [207]. States are labeled by k and
indicated by circles. Filled states are shaded, empty states are unshaded, and the chemical potential is indicated by
the dashed line. Bulk excitations are inhibited by a gapΔE = �ωc , but the gap for edge excitations tends to zero
in the thermodynamic limit.

quantization in integral multiples of e2/h and its insensitivity to different geometries,
electron densities, and impurity concentrations argue that a fundamental principle is in
play. The indication that current is carried by edge states hints that the current may be
topological in nature, and that the remarkable precision of Hall quantization may result
from conservation of a topological quantum number. Indeed David Thouless, a pioneer
in understanding topological matter, credited his initial interest in whether the integer
quantum Hall effect could be a consequence of topology to a question posed by Hans
Dehmelt: How could the quantum Hall effect lead to such precise and reproducible
measurements when so little was known about either the details of the devices or the
theory of the effect at the time the question was first asked [193]? In the next section, we
shall develop a topological interpretation of the integer quantum Hall effect that explains
the remarkable stability of the Hall plateaus in terms of conserved topological quantum
numbers.

28.4 Topology and Integer Quantum Hall Effects

Topology has long been used to classify defects such as vortices, dislocations, and discli-
nations for real-space configurations in condensed matter physics.7 These are sometimes

7 Vortices are swirls such as the flow of water into a drain. Dislocations are points in a regular crystal structure
where an atom has been displaced from its expected position in the periodic lattice. A disclination is a line
defect in a crystal that violates rotational symmetry.
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termed topological textures. A major advance was achieved when Thouless, Kohmoto,
Nightingale, and den Nijs (TKNN) [195] showed in 1982 that a derived topological
quantity now called the TKNN invariant (which is equivalent to a Chern index, see
Section 28.4.2) is related to integers defining the quantum Hall conductance steps. This
accounted for the Hall conductance quantization and for why the IQHE is so robust.8 In
retrospect, this was the first inkling of topological phases in quantum matter [65, 102, 127,
128], which will be the subject of Ch. 29. Unlike the real-space topological textures alluded
to above, topological phases of matter are characterized by a more abstract topological non-
triviality in the Hilbert space of quantum states.

The topological nature of the quantum Hall effect is less obvious than many of the
topological effects in physical systems discussed to this point. To uncover it requires a
logical sequence that pulls together several topics discussed in earlier chapters.

1. The integer quantum Hall effect can be described in terms of a Hamiltonian depending
on two angular variables.

2. Adiabatic transport in this parameter space around a closed path can produce a non-
trivial Berry phase (Ch. 27).

3. By arguments similar to those of Ch. 26 concerning parallel transport in curved spaces,
the Berry phase may be used to define a measure of curvature in the parameter space.

4. By a generalization of the Gauss–Bonnet theorem (Box 28.3) called the Chern theorem,
this geometrical property of the manifold (curvature) may be linked to a topological
invariant of the manifold called the Chern class.

5. The integer Chern number labeling the Chern class is a topological index that can be
related to the integer quantum Hall quantization of conductance.

Let us begin this conjuring of the topology hiding in the integer quantum Hall effect by
recalling the properties of Berry phases and of parallel transport in curved manifolds.

28.4.1 Berry Phases and Adiabatic Curvature

In Ch. 27 a Berry geometrical phase was introduced that describes the phase evolution of
a vector in a complex vector space as a set of parameters is varied. We now wish to show
that the description of the integer quantum Hall effect involves Berry phases where the
vector space corresponds to Bloch wavefunctions and the parameter space corresponds to
wavevectors k in the Brillouin zone (see Section 5.4). Assume a set of electronic bands
with lattice momentum k in the 2D Brillouin zone, where the wavefunctions in a band
are of the Bloch form (5.9): ψk = eik ·xuk (x). We assume also that the electrons are non-
interacting, and that the Fermi energy lies in a gap between filled and unfilled Landau
levels. If a state is transported adiabatically around a closed loop in parameter space
(kx , ky ) using the time-dependent Schrödinger equation, the phase mismatch associated
with parallel transport will be given by the Berry phase, implying a Berry connection,

8 Much of the foundation for a topological explanation of the IQHE is provided by the “Laughlin gauge
argument” [135]. It is rather technical and we will not discuss it directly, given our level of presentation.
An introduction may be found in Phillips [163] and a more technical discussion in Tong [197].



491 28.4 Topology and Integer Quantum Hall Effects

Ai (k) = −i

〈
uk






 ∂∂ki






 uk

〉
(28.14)

and a Berry curvature Ω given by [see Eq. (27.24)],

Ω = ∂y Ax − ∂x Ay = 2 Im 〈∂yuk |∂xuk 〉, (28.15)

where Im denotes the imaginary part and ∂α ≡ ∂/∂kα. That we can assign a Berry curvature
to a vector space of quantum states defined in the Brillouin zone is a deep and beautiful
insight but the Berry curvature takes continuous values and thus is not topological, so
it alone cannot explain the stability of the integral Hall effect. Now we must take one
final step, which is to link this geometry associated with the Berry phase to a topological
conservation law that arises because the Brillouin zone is a closed manifold that is a
circle in 1D, a 2-torus in 2D, and a 3-torus in 3D, and these have non-trivial connectivity.
(Strictly, we should use the magnetic Brillouin zone; however, our conclusions will not be
substantially affected by using the normal Brillouin zone as the basis of our discussion.)

28.4.2 Chern Numbers

The geometrical curvature just established in the quantum Hall parameter space through
Berry phases can be related to a topological invariant called a Chern number. Let us
see how.

The Gauss–Bonnet Equation: To understand Chern numbers, their topological signifi-
cance, and their connection with geometry, we begin with a simpler but related problem
embodied in the Gauss–Bonnet theorem, which is described in Box 28.3. The content of
the Gauss–Bonnet theorem may be expressed concisely by the Gauss–Bonnet equation

1
2π

∫
S

K dA = 2(1 − g). (28.16)

The Gauss–Bonnet theorem relates the geometrical properties (carried by the local
curvature K) and topological properties (carried by the genus g, which is a topological
invariant since connectedness is invariant under homeomorphisms; see Section 24.3.2).

Example 28.1 Suppose that we deform the surface S through a small, smooth and continuous
deformation that does not puncture the surface so that its genus is unchanged. Then the
curvature K on the left side of Eq. (28.16) may change locally but the right side cannot
change because it corresponds to an even integer and integers are incapable of changing
continuously by small amounts. Thus the integral of the curvature on the left side cannot
change either and is invariant under smooth deformations. Figure 28.6 illustrates.

Thus the integral over curvature for the surface S is topologically protected against small
changes in local curvature K .

The Gauss–Bonnet–Chern Equation: The topological protection demonstrated in
Example 28.1 raises the issue of whether topology could account for precise quantization
of the IQHE conductance, but Eq. (28.16) deals with the geometry and topology of a spatial
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Box 28.3 The Gauss–Bonnet Theorem

For a 2D surface there is a remarkable relationship between its geometry and its topology called the Gauss–
Bonnet theorem.a This theorem can be expressed as the Gauss–Bonnet equation,

1
2π

∫
S

KdA = 2(1 − g),

where the integral is over a closed surface S, the local curvature of the surface is K , andg is the genus of the
surface (the number of “holes” or “handles” characterizing its topology). The right side of the Gauss–Bonnet
equation can also be expressed in terms of the Euler characteristic, χ = 2 − 2g. As examples, consider the
manifolds

The genus of the torus is one and the genus of the sphere is zero. Inserting these values in the formula above,
we find that for the sphere the Gauss–Bonnet theorem leads to the usual formula for the area (Problem 28.5),
but for the torus the integral on the left side vanishes. This is because the torus has regions of positive and
negative curvature K that cancel exactly in their contribution to

∫
S

KdA, which is required by the Gauss–
Bonnet theorem since 2(1 − g) vanishes for g = 1.
a The content of the Gauss–Bonnet theorem was known to Karl Friedrich Gauss but he never published it. A special case of the theorem was

published by Pierre Ossian Bonnet in 1848.

g = 0

g = 1

K dA = 2(1−g) 
S

1

2π

Fig. 28.6 Smooth deformations that do not change the genus g cannot change the Gauss–Bonnet topological invariant
defined by the curvature K integrated over the surface in Eq. (28.16).

manifold, not with quantum states. However, in 1944, Shiing-Shen Chern generalized the
Gauss–Bonnet equation to the Gauss–Bonnet–Chern equation,

1
2π

∫
S

KdA = Cn. (28.17)

This resembles the 2D Gauss–Bonnet formula (28.16), with the following exceptions.
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1. The Gauss–Bonnet–Chern formula is valid for a Riemannian manifold of dimension 2n,
where n is a positive integer.

2. The Chern number (or Chern index) Cn on the right side labels a Chern class and is an
integer, but not necessarily an even one.9

3. The curvature K is the Berry curvature associated with a manifold of states defined
on S.

4. Unlike for the right side of the Gauss–Bonnet equation (28.16), the Chern index Cn in
Eq. (28.17) is not determined by the genus of the surface S but rather by the topology
associated with a manifold of states defined over S.

For brevity we shall refer to the general implications of Eq. (28.17) as the Chern theorem.

Chern Theorem: The integral of Berry curvature over any closed manifold is
quantized in terms of Chern numbers that take integer values.

A proof of the Chern theorem is given in Box 28.4. Now we outline how Eq. (28.17) may
be used to construct a topological description of the integer quantum Hall effect.

Topological Quantization of Hall Conductance: Restricting to two spatial dimensions so
n = 1 and substituting the Berry curvature Ω for K in Eq. (28.17), the Hall conductance
σH contributed by a single non-degenerate electronic band may be expressed as10

σH =
e2

2πh

∫
S

Ω dS = C1
e2

h
≡ C

e2

h
, (28.18)

and if multiple bands contribute σH will be a sum of terms (28.18), one for each filled band.

1. The surface S in Eq. (28.18) is a torus parameterized by variables φ and θ, which
are periodic and so are angular variables. This arises because the Brillouin zone
(Section 5.3) can be regarded as a closed 2-torus for the 2D electron gas by virtue
of periodic boundary conditions in the kx and ky directions [the momentum vectors
(kx , ky ), (kx + 2π, ky ), and (kx , ky + 2π) are equivalent], as illustrated in Box 28.5.

2. The curvature Ω is the Berry curvature from Eq. (27.24), evaluated for a set of quantum
states defined on S.

3. The coefficient C ≡ C1 is the first Chern number for the band, which can take any
integer value.

4. The topological character of the Berry phase winding under gauge transformations and
the relationship to Chern numbers are illustrated in Fig. 28.7.

a. The 2D Brillouin zone is topologically a 2-torus (see Box 28.5), as in Fig. 28.7(a).
b. By gauge invariance the Berry phase must match mod 2π at λ = 0 and λ = 2π,

so over a cycle in λ the angle β(λ) must evolve by 2πm for some integer m, as in
Fig. 28.7(b).

9 Chern classes arise naturally in the discipline of algebraic topology. The index n labels different classes of
Chern numbersCn . For 2D manifolds the relevant topological invariant is an index of the first Chern class (first
Chern number, C1), which takes values from the set of integers Z. For a more general and more mathematical
discussion of Chern classes, see Frankel [63] or Nakahara [152].

10 The full proof of this result is rather technically involved and will not be presented here. A pedagogical
overview of the proof may be found in Tong [197].
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Box 28.4 Proof of the Chern Theorem

In the Gauss–Bonnet theorem g is an integer because it counts holes for the surface, so the right side of
Eq. (28.16) must be an even integer. But the Chern number in Eq. (28.17) does not count holes, so what restricts
it to integer values? To answer that question, let us outline a simple derivation of the Chern theorem [200].

Spherical Manifold

Consider a 2D spherical manifold on which we draw a closed loop P,

A

B P

which divides the sphere into two patches, A and B, that together cover the entire sphere. Now apply Stokes’
theorem (Box 27.1) twice to the loop P, once considering the enclosed area to be A and once considering it to
be B (which we can do because the sphere is compact so the loop bounds both A and B). By the rules for signs
and loop directions in Box 27.1, if P traverses A in the forward direction it traverses B in the reverse direction.
Applying Stokes’ theorem to both A and B gives∫

A
Ω · dS = γ

∫
B
Ω · dS = −γ,

whereγ is the Berry phase for the loop P traversed in the forward direction. Up to a sign the Berry phase must
agree for the two calculations since they are evaluated for the same loop, but only modulo 2π. Thus, adding
the two results from above, the integral of the Berry curvature over the entire sphere is∮

Ω · dS =
∫

A
Ω · dS +

∫
B
Ω · dS = 0 mod 2π = 2πC,

where C = 0, 1, 2, . . . is an integer. This is the Chern theorem (28.17) for K equal to the Berry curvatureΩ.

Compact 2D Manifolds

A similar strategy applies for proving the Chern theorem on any compact and orientable 2D manifold.

1. Decompose into an atlas of local charts that cover the manifold (Section 24.5.1), such that smooth,
continuous functions can be defined.

2. Apply Stokes’ theorem to loops for each chart individually.
3. Sum the results over all charts

As for the sphere above, one side of the resulting equation will be
∮
S
Ω · dS and the other side will be

the sum of Berry phases along the boundaries, which must cancel modulo 2π, giving the Chern theorem of
Eq. (28.17).
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Fig. 28.7 Chern numbers C associated with the Berry phase in the 2D Brillouin zone. (a) The toroidal Brillouin zone
parameterized by the periodic angular variables λ and ρ(λ) (see Box 28.5). (b) Winding numbers m arising from
allowed gauge transformations |uk〉 → exp

(
iβ(λ)

) |uk〉 that correspond to Chern numbers
C = m = (0, 1, 2). The points λ = 0 and λ = 2π are identified, so each cylinder in (b) is actually the
2-torus in (a).

From Eq. (28.17), the integral of Berry curvature over a closed manifold is 2π times
the Chern number, so the Chern number C is equal to the winding number m. Hence
the Chern number may be interpreted as a winding number along ρ as λ evolves once
around the torus in Fig. 28.7(a).

Thus the Berry curvature takes continuous values and is not topological, but constraints
imposed by a closed loop in parameter space do admit an integer winding number
arising from a topological classification of the possible gauge transformations on the loop.
Equivalently, the space of complex wavefunctions may be parameterized by a sphere as
in Box 29.4 and C may be viewed as the integer number of times the torus is wrapped
around the sphere in the map between the Brillouin zone parameter space and the vector
space of complex wavefunctions. Then, since the Chern number C is an integer, Eq. (28.18)
explains the quantization of Hall conductance in units of e2/h that is exhibited in Fig. 28.2.

Topological Character of the Chern Number: By arguments similar to those given above
for the Gauss–Bonnet theorem, the Chern number is topological in that it cannot be
modified in small steps. If the Hamiltonian is altered locally by a small amount we expect
that the local curvature K may change by an accordingly small amount. But the right side
of Eq. (28.17) is an integer, which cannot change in small increments. Hence the integer
quantum Hall conductance should have plateaus for which the conductance is constant
because it is protected topologically against small changes, punctuated by sudden jumps
corresponding to large changes (quantum phase transitions) in the Hamiltonian, exactly as
displayed in Fig. 28.2. These large changes correspond to the ground state crossing other
eigenstates in the low-lying spectrum in response to changes in magnetic field or electron
density. At such a level crossing in a quantum Hall system the curvature Ω diverges and
the Chern number becomes undefined. Beyond the level crossing the old ground state is
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Box 28.5 Topology of the Brillouin Zone

Because of the periodicity implied by Bloch’s theorem (Section 5.4), the Brillouin zone BZ has a non-trivial
topology with physical implications (see Fig. 28.7).

Topology of 1D Brillouin Zones

For a 1D crystal the band energy depends on a single momentum k . Taking the BZ to range from k = −π/a
to +π/a, where a is the lattice spacing, the momentum dependence of a single-band energy can be
displayed as in Fig. (a) below.

But Fig. (a) fails to indicate clearly that the right and left sides of the BZ at k = ±π/a are equivalent. This
can be remedied by identifying k = +π/a and k = −π/a, which converts the 1D Brillouin zone from an
interval on the real number line to a circle and the corresponding band-energy plot then becomes cylindrical,
as in Fig. (b).

Topology of 2D and 3D Brillouin Zones

The Brillouin zone for a 2D crystal is displayed in Fig. (c) below,

Periodicity in ky implies identification of top and bottom edges, converting the square to a cylinder.
Periodicity in kx identifies left and right edges, which joins the ends of the cylinder, giving the 2-torus of
Fig. (d). By like reasoning, the 3D Brillouin zone is a 3-torus. For the 2D Brillouin zone there are different types
of closed paths:

A

B C

D D

A C

BBrillouin

zone

Loops such as C and D can be shrunk continuously to a point (D is closed because of the periodic boundary
condition); loops such as A and B cannot. Thus A, B, and C cannot be deformed into each other and lie in
distinct topological sectors.
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Box 28.6 The Hofstadter Butterfly

A graphical example of integer quantum Hall phases known as the Hofstadter butterfly is shown in the
following figure.
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Shades of gray indicate different phases characterized by quantized Hall conductance and associated Chern
numbers (they are easier to distinguish in color but are obvious even in grayscale). The pattern is fractal (self-
similar). Chern numbers take any integer value, so there are infinitely many distinct phases. White areas to the
left and right correspond to Chern number zero. This diagram corresponds to no disorder. Much of the fractal
structure disappears in the presence of disorder.

replaced by a new ground state corresponding to the crossing level and the Chern number
becomes well defined again, but with a value generally different from its value before the
phase transition. Thus a state labeled by a Chern number cannot change by incremental
steps into a state labeled by a different Chern number. It can only do so by a quantum
phase transition that radically alters the topological properties of the state.

Example 28.2 A spectacular example of quantum Hall phases called the Hofstadter butterfly
is discussed in Box 28.6. Typically, conventional thermodynamical systems exhibit a few
well-defined phases. Here an infinite number of phases occur, labeled by different values
of the first Chern number C ≡ C1.

That a simple two-dimensional model can lead to the complex phase diagram displayed in
Box 28.6 highlights the topological richness of the integer quantum Hall effect.

Bulk–Boundary Correspondence: In the quantum Hall effect and in topics to be discussed
in Ch. 29, it becomes important to distinguish the interior of samples, which will be termed
the bulk, from the surface (in 3D), edges (in 2D), or ends (in 1D). In the quantum Hall effect
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the strong magnetic field confines the motion of the electrons in the bulk, but at the same
time forces them into delocalized (that is, ungapped or metallic) edge states. This relation-
ship is called bulk–boundary correspondence, and will be found to be a general feature of
topology in the Brillouin zone. Typically bulk–boundary correspondence implies that topo-
logical quantum numbers governing the bulk can be used to predict properties of the bound-
ary. For example, in 2D insulators described by Chern numbers the net number of metallic
states on an edge N+ − N−, where N+ is the number of right-moving edge states and N− is
the number of left-moving edge states, is equal to the Chern number C of the bulk [14].

Thus the integer quantum Hall effect suggests that topological considerations can upend
the simple insulator–metal classification from non-topological band theory outlined in
Box 5.1: a 2D electron gas in a strong magnetic field can exhibit gapped insulating behavior
in the bulk but ungapped metallic conduction along the edge. In general it may be shown
that the surface conduction occurs through a discrete number of open edge-state channels,
with the number of such channels linked to the Chern number.

Topological Quantum Matter: Let us close this section by summarizing concisely the
topological roots of the integer quantum Hall effect. Topological aspects of the integer
quantum Hall effect arise from a map between a 2-torus Brillouin zone and a space of
complex wavefunctions. The topological invariant is the first Chern class of the mapping,
which takes integer values equal to the Hall conductance in units of e2/h, and is determined
through Berry curvature evaluated for Brillouin zone wavefunctions. As we shall elaborate
in Ch. 29, the quantum Hall effect is the harbinger of a new class of materials called
topological matter, which is not characterized by symmetry or broken symmetry in the
normal sense, and that owes its unusual stability to forms of topological protection
generalizing that found here for the integer quantum Hall effect.

28.5 The Fractional Quantum Hall Effect

The fractional quantum Hall effect (FQHE) was discovered in 1982 [198], when it was
found that for very pure samples at higher magnetic fields and lower temperatures the
quantum Hall effect can occur for a fractional value of 1

3 (e2/h), which corresponds to a
filling fraction ν = 1

3 . Laughlin gave an explanation in terms of a new state of matter
formed by electrons interacting strongly within a single Landau level [136]. Later work
showed that the FQHE could occur for a series of fractional values 1

m
(e2/h), with m an

even or odd integer.

28.5.1 Properties of the Fractional Quantum Hall State

Let us consider a theoretical understanding of this quantum Hall effect with a filling factor
ν that is fractional.

Fractional Filling with an Energy Gap: A fractional filling factor in itself is not difficult to
explain. If the lowest Landau level is filled partially with non-interacting electrons having
a fractional occupation ν, the conductance will be νe2/h.
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1. In the absence of significant electron–electron interaction there will be no energy gap
at the Fermi surface and adding electrons will cost essentially zero energy. This would
destroy the plateau structure of the Hall conductance.

2. However, interactions will scatter the electrons into empty Landau states, leading to
a finite longitudinal resistance, in contradiction to the observation that longitudinal
resistance vanishes in the plateau regions.

Thus a theoretical understanding of the fractional quantum Hall effect requires
that the ground state correspond to a fractionally filled Landau level, and that
this state have an energy gap with respect to electronic excitation.

As noted in Box 28.2, a state having an energy gap resists compression, so such a state
is also termed incompressible. Ground states with an energy gap and negligible resistance
to transport of electrons were known before the discovery of the fractional quantum Hall
effect. However, none fit the bill for explaining the FQHE.

Example 28.3 A superconductor has an energy gap and zero resistance to electron transport,
but normal superconductors are destroyed by strong magnetic fields. Thus, it is unlikely
that the FQH state could be a superconducting condensate of the usual type.

A new kind of quantum state is required involving strong interactions among the electrons
in the partially filled Landau level that lift the enormous degeneracy of possible ground
states, producing a unique ground state corresponding to an incompressible (gapped)
electronic liquid for a Landau level filling factor that is fractional.

Contrasting Integer and Fractional Quantum Hall Effects: The integer quantum Hall
effect and the fractional quantum Hall effect both result from quantization of 2D electron
gases in strong magnetic fields, but their mechanisms differ fundamentally. The IQHE
involves weakly interacting electrons but the FQHE is a consequence of strong Coulomb
interactions between the degenerate electrons in the Landau levels. This problem of
strongly correlated electrons in a magnetic field is complex, and was solved only by making
an educated guess for the form of the wavefunction. The inherent difficulty lies in some
features of the FQHE that make it different from most other many-body problems [123].

1. Observed filling fractions are less than one, suggesting that the FQHE corresponds to
partial filling of the lowest Landau level (LLL). In the absence of interactions the ground
state is then highly degenerate because there are many ways to fill the LLL partially that
give the same energy. Thus, it is not at all obvious which linear combination of these
states will define the physical ground state when interactions are turned on.

2. In the high magnetic fields characteristic of FQHE experiments the problem reduces
approximately to just Coulomb interactions among electrons in the LLL. Thus, the
fractional quantum Hall effect appears to contain no parameters since the Coulomb
interaction just sets an energy scale. A theory without parameters is attractive because it
leads to bold and falsifiable predictions, but with no parameters to adjust it becomes
difficult to gain intuition about the physics primarily responsible for the unknown
solution.
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3. It is common in many-body physics to view a complicated collective state as resulting
from an instability of a “normal state” that would be obtained if the interactions
were removed. For example, conventional superconductivity is a consequence of the
Cooper instability in a Fermi liquid parent state (see Boxes 32.1 and 32.2), and much
understanding of conventional superconductors derives from this instability. In contrast,
turning off the interactions for the FQHE state does not lead to a normal state that could
be viewed as the parent of the fractional quantum Hall state.

Thus the FQHE solution cannot be obtained by creeping up on it in small steps. It must be
constructed (or guessed) in one fell swoop.

28.5.2 Fractionally Charged Quasiparticles

If the magnetic field is tuned slightly away from a FQHE fraction, quasiparticle excitations
called anyons appear carrying a charge 1

3 e, 1
2 e, . . . that is a rational fraction of the electronic

charge e. They obey fractional statistics, as elaborated further in Section 29.8.1. These
fractionally charged quasiparticles result from complicated many-body interactions among
the electrons that are responsible for producing the fractional quantum Hall effect.

28.5.3 Nature of the Edge States

Electrons interact weakly in the IQHE and the edge states carrying the current may be
described by the Fermi liquid theory of Box 32.1. However, the edge currents responsible
for charge transport in the FQHE are essentially 1D with strong correlations (they may be
viewed as moving on 1D quantum wires), and correlated 1D systems tend to behave as the
Luttinger liquids described in Box 28.7. Thus, in the FQHE the edge excitations may act
approximately as a fluid of Luttinger liquid quasiparticles carrying fractional charge. Since
the edge excitations in a FQHE liquid with ν = 1/m move only in one direction, they are
formally equivalent to to the right-moving (or left-moving) branch of a Luttinger liquid.
Because of their chiral nature, these edge currents in the FQHE are often termed chiral
Luttinger liquids. This difference in edge states is illustrated in the figures of Box 28.7.

28.5.4 Topology and Fractional Quantum Hall States

Chern numbers do not play a direct role in the fractional quantum Hall effect. However,
there are examples of more general topological considerations which do.

1. The fractional quantum Hall effect can be understood in terms of topological order
described by a Chern–Simons field theory.

2. As indicated in Section 28.5.2, quasiparticles called anyons can appear that carry
fractional quantum numbers and obey fractional statistics.

A discussion of Chern–Simons theory would exceed our scope, but anyons and fractional
statistics will be revisited in Section 29.8.
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Box 28.7 Luttinger Liquids

Luttinger liquids can occur in one-dimensional correlated electron systems and differ fundamentally from
the more usual Fermi liquids described in Box 32.1 [163]. In 1D even weak interactions can destabilize Fermi
liquid behavior, producing a Luttinger liquid phase where the low-energy excitations are collective density
waves moving freely to the right or left (“right movers” and “left movers,” respectively), rather than electrons
dressed by weak interactions. Luttinger liquids are plausible in 1D but it is unclear whether they occur in higher
dimensions.

Holons and Spinons

One remarkable property of Luttinger liquids is that electrons of the non-interacting system become two
distinct bosonic quasiparticles in the interacting system, with one (termed a holon) carrying the charge and
one (termed a spinon) carrying the spin of the electron. This implies that electronic spin and electronic charge
can propagate independently in the interacting system described by a Luttinger liquid.

Comparison with Fermi Liquids

In Fermi liquids there is a one to one correspondence between non-interacting fermions and quasifermions
of the interacting system; Luttinger liquids differ fundamentally because of their 1:2 relationship between
electrons and quasiparticles. Energy–momentum relations for (a) a 1D Fermi liquid and (b) a 1D chiral Luttinger
liquid are illustrated in the following figure.

In the Luttinger state the edge current moves in only one direction (chosen as right here). Edge currents can
have both right and left movers in a Fermi liquid [207].

Background and Further Reading

An accessible overview of the quantum Hall effect is given in Laughlin’s 1998 Nobel
Prize lecture [137], while more technical presentations may be found in Tong [197] and
Phillips [163]. An overview of topological quantum numbers in non-relativistic physics is
presented in Thouless [193]. Avron, Osadchy, and Seiler [17] give a pedagogical discussion
of the quantum Hall effect from a topological perspective. A more advanced discussion of
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the quantum Hall effect and other topological properties in condensed matter physics may
be found in El-Batanouny [54], and in Girvin and Yang [75]. The relationship of Berry
phases, Berry curvature, and Chern classes is discussed pedagogically in Ramirez and
Skinner [168], and at a more advanced level in Vanderbilt [200] and El-Batanouny [54].

Problems

28.1 (a) Starting from the classical Lorentz force equation (28.1), show that Ey = vxBz /c
in Fig. 28.1. Hint: Forces in the y direction should cancel. (b) The electron velocity
v depends on interactions with the lattice. In the classical Drude model of electron
transport the force is given by F = m(dv/dt + v/τ), where m is the effective electron
mass and τ is the mean time between electron–ion collisions. Assuming steady-state
electron flow and defining the cyclotron frequency ωc by Eq. (28.6), show that the
classical equations of motion for electrons in the Drude model approximation are

vx = −
eτ
m

Ex − ωcτvy vy = −
eτ
m

Ey + ωcτvx vz = −
eτ
m

Ez .

(c) Use the results from parts (a) and (b) to show that in Fig. 28.1, Ey =

− (eBτ/mc)Ex . Hint: At equilibrium, vy = 0. (d) The current density j in the
Drude model is

j =
e2ne

m
τE = σE σ ≡ e2neτ

m
,

where ne is the electron number density, σ is the conductance, and τ is the mean
collision time. Using Fig. 28.1, prove the results of Eq. (28.2). ***

28.2 Show that solution of the Schrödinger equation for the Hamiltonian (28.3) in Landau
gauge [see Eq. (28.4)] gives the wavefunction of Eq. (28.7), with an energy given by
Eq. (28.8). Hint: In Landau gauge the Hamiltonian does not depend on y, so write
the wavefunction in the separable form ψ(x, y) = φ(x)eiky . ***

28.3 Demonstrate that the Landau gauge (28.4) and symmetric gauge (28.5) both lead to
the same magnetic field B = (Bx , By , Bz ) = (0, 0, B), where B = |B |.

28.4 Show that under a local gauge transformation (14.5) the vector potential A and the
form of the wavefunction (28.7) are changed, but no observable is affected.

28.5 Evaluate the formula for the Gauss–Bonnet theorem in Box 28.3 for a 2-sphere and
show that this leads to the usual relation for the area of a sphere. Hint: The local
curvature for a 2-surface is the Gaussian curvature.

28.6 Evaluate the Berry flux
∫
S
ΩμνdS, with Ωμν given by Eq. (27.24), for the 2D

Brillouin zone parameterized in Fig. 28.7(a) by the angular variables λ and ρ. Hint:
The second term of the integral vanishes because Aλ (1) = Aλ (0), and from Eq.
(27.22) the Berry phase for a cycle in the ρ direction is γ ρ =

∫ 1
0 Aρdρ. ***
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28.7 (a) Show for a 2D Hall bar of length L and width w that j = σE (where j is the
current density, E is the electric field, and σ is the conductivity) is equivalent to
the simple form of Ohm’s law, V = IR. Hint: The resistance is R = ρL/w, where
ρ = 1/σ is the resistivity. (b) Show that for Fig. 28.1 the resistance components
Ri j = Vi/Ij and resistivity components ρi j = Ei/ j j are related by Ryx = ρyx and
Rxx = (L/w)ρxx . (c) Verify the final forms of the ρ and σ tensors in Box 28.1.



29 Topological Matter

A burgeoning subfield of condensed matter physics and materials science concerns itself
with topological states of matter, where a quantum many-body system may exhibit
non-trivial topology within its function space that has observable consequences. The
topological matter in which the states labeled by these quantum numbers occur typically
enjoys a degree of stability ensured by topological protection, which follows from the
difficulty of changing dynamically a quantum number that derives from topological and
not dynamical quantization. In addition to its obvious intrinsic interest, such matter could
be of large technical importance for applications in quantum computing because of the
stability conveyed by topological protection. This chapter provides an overview of these
ideas. It assumes that the reader has prior acquaintance with the description in Ch. 5 of
electrons on periodic lattices, the Berry phase described in Section 27.2, the introduction
to topology given in Ch. 24, and the topological interpretation of the integer quantum Hall
effect expounded in Section 28.4.

29.1 Topology and the Many-Body Paradigm

Traditional theoretical many-body physics in disciplines such as condensed matter and
nuclear structure physics has rested on two broad principles: (1) adiabatic continuity and
(2) spontaneous symmetry breaking. Let us review these concepts.

29.1.1 Adiabatic Continuity

Adiabatic continuity is the idea that a complicated system of fundamental particles
(electrons, for example) can be replaced by a simpler system of effective particles (quasi-
particles), with the predicted observables being essentially the same, and that the transition
from the complicated system to the simpler system can be affected in an infinitesimal series
of steps; we say that one system can be adiabatically deformed into the other, meaning that
the deformation is sufficiently slow that the system remains in its ground state at all times.
At the quantum level this means that the matrix elements, which determine the values of
observables, are equivalent in the two systems, even though the operators and wavefunc-
tions appearing in the matrix elements (which are not observables) are likely quite different.

504
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Example 29.1 Perhaps the most successful application of adiabatic continuity is the Fermi
liquid theory of Box 32.1, in which a possibly strongly interacting fermionic system can
be adiabatically deformed into a weakly interacting set of fermionic quasiparticles. Then
the low-energy properties of strongly interacting fermions can be mapped to the properties
of weakly interacting quasifermions with renormalized interactions.

Fermi liquid theory is highly successful where it is applicable, but many phenomena are not
amenable to a description using adiabatic continuity, typically because of phase transitions.
For example, a superconductor cannot be obtained by adiabatic deformation of weakly
interacting fermions because the superconducting phase differs so radically from the nor-
mal phase. This is where the second principle of spontaneously broken symmetry enters.

29.1.2 Spontaneous Symmetry Breaking

As has been discussed in Chs. 17 and 23, a powerful approach to the description of phase
transitions is to view the system before the phase transition as having a symmetry and the
system after the phase transition as having lost that symmetry (or vice versa).

Example 29.2 Consider the superconducting transition again. Above the critical tempera-
ture Tc the system has finite resistance to charge transport, conserves electron number and
therefore charge exactly (gauge invariance), and its bulk can be permeated by a magnetic
field. As the temperature is lowered through the superconducting transition temperature Tc

the system undergoes a phase transition to a fundamentally new state (the superconductor),
where

1. charge flows without resistance,
2. an energy gap opens in the spectrum at the Fermi surface, and
3. magnetic fields are expelled from the bulk of the sample (Meissner effect).

In a mean-field approximation such as the BCS model introduced in Section 22.4,
the superconducting state has indefinite electron number and fails to conserve charge
(Box 22.4).1 Therefore, in mean-field approximation the superconducting transition breaks

1 Do not be confused by the (standard) jargon in use here. Charge is conserved exactly in any physical state.
The statement that the superconducting state violates charge symmetry concerns an approximation of the exact
solution such as BCS, which captures simply much of the superconducting state’s character at the expense
of requiring charge to be conserved only on average. However, the exact solution would conserve charge
exactly, not just on average. From the discussion of spontaneous symmetry breaking in Ch. 17 and restoration
of symmetry by projection in Ch. 22, formation of a pairing condensate implies a transition to a phase having
an infinity of degenerate classical ground states [compare Fig. 17.3(b)]. A mean-field approximation for the
quantum ground state like BCS selects one of these degenerate states as the ground state, which breaks gauge
symmetry since a preferred direction has been selected in an intrinsically isotropic space; thus the (approximate)
BCS state does not conserve charge. However, the correct solution can be obtained by using the generator
coordinate and projection methods described in Ch. 22 to project from a superposition of the degenerate
classical ground states a quantum state conserving particle number. This state has the advantage of correctly
conserving charge, but the disadvantage of being more complicated than the approximate BCS state.
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spontaneously the gauge symmetry: the higher-temperature state respects gauge symmetry
and conserves charge but the lower-temperature superconducting state does not.

Landau introduced the concept of an order parameter to measure symmetry. This permits
an operational characterization of the phase because the order parameter takes qualitatively
different values in the two phases: typically zero in the high-temperature symmetric phase
and non-zero in the low-temperature phase with broken symmetry.

Example 29.3 A suitable order parameter for a superconductor is the pairing gap, which
measures the magnitude of the energy gap at the Fermi surface in the single-particle
spectrum. The gap order parameter vanishes above the critical temperature Tc for the
superconducting transition and takes a finite value below Tc.

The highly-successful Ginzburg–Landau phenomenological theory (see [54] or [75] for a
description) is built on this conception of phase transitions and is used widely to describe
low-temperature, broken symmetry phases such as superconductors or ferromagnets.

29.1.3 Beyond the Landau Picture

In broad overview, much of traditional many-body physics employs adiabatic continuity
in the guise of Fermi liquid theory to describe systems in higher-temperature phases,
and order parameters implemented through Ginzburg–Landau phenomenology to describe
spontaneously broken symmetry in low-temperature phases. However, the quantum Hall
effect discussed in Ch. 28 calls into question the completeness of this paradigm as a
framework for understanding many-body fermionic systems.

1. The fractional quantum Hall state is strongly correlated, is not a Fermi liquid, and cannot
be obtained by adiabatic variation of weakly interacting electrons in a magnetic field.

2. Different fractional quantum Hall and integer quantum Hall states have the same
symmetry in the Landau sense, so they cannot be distinguished by order parameters
associated with spontaneously broken symmetry.

We conclude that the traditional approach to many-body systems could be overlooking
some important features.

Quantum Hall effects imply that some properties of quantum many-body systems
are topological in origin and do not derive from the traditional paradigms of
adiabatic continuation and Landau broken symmetry.

That is, the quantum Hall effect suggests that the properties of some materials are
determined primarily by global topological invariants rather than by local symmetries.
For example, in a topological material the electronic properties can be determined only
by examining the complete set of states for an electronic band. A useful analogy is the
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Möbius strip of Fig. 27.3(b), which has topological properties that cannot be discerned by
examining any local region of the strip. They are only clear upon examining the behavior
of normal vectors under parallel transport an integer number of times around the entire
strip. Stated another way, because the Möbius strip retains its topological properties under
smooth, continuous deformations, the “twist” that makes the topology unique cannot be
localized to any point and must be thought of as a global property of the strip. Therein lies
much of the practical interest in topological materials: if a property is not stored locally, it
is hard for a localized perturbation such as the effect of an impurity to change that property.
Thus material properties derived from topological conservation laws are unusually robust.

Fermi liquid theory and the characterization of phases through symmetry that is
broken spontaneously are concepts pioneered in large part by Russian physicist Lev
Landau. Therefore, it is sometimes said that understanding the quantum Hall effect –
and subsequently discovered topological phenomena in other contexts to be discussed in
this chapter – represents a systematic effort to transcend the Landau paradigm that has
ruled our understanding of many-body systems for well over half a century, specifically by
introducing a topological view of matter. Let us now consider this possibility.

29.2 Berry Phases and Brillouin Zones

Of particular interest for our discussion will be the Berry phase of Section 27.2, evaluated
for a closed path in the Brillouin zone of a periodic crystal (Section 5.3). An electron
executing a loop P in the Brillouin zone acquires a Berry phase (27.22) given by

γP ≡
1
�

∮
P

A · dk , (29.1)

where A is the Berry connection, as illustrated in Fig. 29.1. If the integration is along the
boundaries of the Brillouin zone, the corresponding Berry phase is given by

γBZ =
1
�

∮
BZ

A · dk ,

where the integration path is indicated by the dashed lines in Fig. 29.1 and the sign is
determined by whether the closed path is traversed in a clockwise or counterclockwise
sense (because this reverses the sign of dk). If traversing the path around the edges of
the BZ clockwise gives a phase γBZ, a counterclockwise path gives −γBZ. But because of
the periodic boundary conditions opposite edges of the BZ are physically equivalent states
(see Box 28.5), so clockwise and counterclockwise paths must cause equivalent changes
of the wavefunction phase. That is possible only if γBZ is an integer multiple of 2π,

γBZ =
1
�

∮
BZ

A · dk = 0, 2π, 4π, . . . (29.2)
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Fig. 29.1 Berry connection vector field A [see Eq. (27.16)] indicated by arrows in the 2D Brillouin zone (BZ) [168]. If an
electron is accelerated and decelerated such that it follows a closed path labeled P in the momentum space, its
wavefunction acquires a Berry phase given by Eq. (29.1), with a sign indicating whether the path P is clockwise or
counterclockwise. On the other hand, for a closed path that runs along the BZ boundaries (the dashed lines), the
corresponding phase is required to be a multiple of 2π, as indicated in Eq. (29.2).

It is often convenient to use Stokes’ theorem (Box 27.1) to transform this condition on
the Berry phase by converting the contour integral along the BZ boundary into a surface
integral evaluated over the full Brillouin zone [see Eq. (27.26)]. This gives

1
2π�2

∫
BZ
Ω d2k = C1, (29.3)

where Ω = ∇ × A is the Berry curvature defined in Eq. (27.25) and C1 is a (first) Chern
number that takes integer values. The Chern number in a band insulator can be computed
for each band so it will generally carry a band index n. It is topological in that if the
Hamiltonian is deformed adiabatically (for example, by changing the interatomic spacing
slowly and smoothly) without allowing the gap between band n and any other band to
close, the Berry curvature varies continuously but the Chern number (integral of the Berry
curvature over the BZ) is an integer and cannot change continuously. The only way that
the Chern number can change is if the gap of the nth band closes and reopens, implying a
quantum phase transition to a new phase characterized by a new Chern number.

29.3 Topological States and Symmetry

Topological states of matter are distinguished by topological quantum numbers and not by
traditional symmetry considerations. However, in addressing whether topological states are
possible in a given system, the discrete symmetries of time reversal and spatial inversion
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can be crucial. In particular, an important question is that of the symmetry conditions that
permit non-vanishing Berry curvature and Chern numbers. For a band labeled by an index
n, the Berry curvature Ωn(k) in the Brillouin zone has the following behavior [54, 200].

1. Symmetry under spatial inversion implies that Ωn(k) = Ωn(−k).
2. Symmetry under time reversal implies that Ωn(k) = −Ωn(−k), meaning that integrals

of the Berry curvature over the BZ vanish.
3. Symmetry under both spatial inversion and time reversal implies that Ωn(k) = 0.
4. Point group symmetries may impose additional constraints that we will not discuss here.

The second and third items in this list suggest the following.

Topological conservation laws associated with non-zero Chern numbers require
that time-reversal symmetry must be broken.

In the integer quantum Hall effect time-reversal symmetry is broken by the applied
magnetic field,2 leading to topological quantization of Hall conductance in terms of Chern
numbers. But is it possible to engineer materials that mimic the effect of an external
magnetic field because of their internal structure, even in the absence of an applied
magnetic field, and/or that acquire stability through topological invariants other than a
Chern number? In the remainder of this chapter we provide an introduction to possibilities.

29.4 Topological Insulators

Topological aspects of the integer quantum Hall effect described in Section 28.3 are
enabled by an applied magnetic field that breaks time-reversal symmetry. However, it
has been shown that the crucial aspect of the IQHE leading to properties like insulating
bulk and metallic edge states is not the magnetic field itself but rather the non-trivial
topology of occupied bands that it induces, thus suggesting the possibility of topological
matter that requires no external magnetic field and is symmetric under time reversal. Most
materials are topologically trivial but some exhibit striking topological properties, even
in the absence of applied fields. Estimates based on systematic analysis of symmetries
and band structure suggest that at least 10%, perhaps considerably more, of known
materials might exhibit intrinsic topological properties under appropriate conditions. For
example, topological states in 3D, 2D, and 1D materials have been found called variously
topological insulators or quantum spin Hall states [65, 102, 112, 127, 128] that are distinct
topologically from all other known states of matter, including the quantum Hall states of
Ch. 28 [165]. Topological insulators have a bandgap and behave like a normal insulator
in their interiors (“in the bulk”), but have conducting states on their edges or surfaces that

2 In a quantum Hall experiment the magnetic field forces electrons into trajectories with a handedness set by
the direction of the magnetic field. Playing a movie of these trajectories backward without reversing the sign
of the applied magnetic field exhibits motion inconsistent with the Lorentz force law (16.32).
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Fig. 29.2 (a) Schematic topological insulator. The Fermi energy lies within the bulk bandgap, which is crossed by robust
surface states that are topologically protected (arrows indicate spin polarization). (b) Interface between a
topological insulator and conventional insulator, indicating that metallic surface states as in (a) are expected
generally at such a boundary.

are topologically protected from perturbations like impurity scattering.3 These conducting
surface states occur in the bandgap separating valence and conducting bands, as illustrated
in Fig. 29.2(a).

Such surface states for bulk insulators of topological origin are expected on quite
general grounds. To see this, let us place a topological insulator adjacent to a conventional
insulator (which could be empty space), as in Fig. 29.2(b). Now imagine interpolating on a
path indicated by the vertical arrow from the topological insulator into the conventional
insulator. At some point on this path the energy gap must vanish because the phase
transition between topological and conventional insulators can occur only if the energy
gap goes to zero. Thus, there must be low-energy electronic states in the surface region
where the gap closes.

29.4.1 The Quantum Spin Hall Effect

In the quantum Hall systems described in Ch. 28, charge is transported by edge currents
because the magnetic field breaks time-reversal symmetry. However, topological edge
currents can exist in a material that preserves time-reversal symmetry with no external
magnetic field if electron spin and momentum are strongly coupled. In the simplest
example this allows the two electron spin states to have non-zero but opposite Chern
numbers, as illustrated in the quantum spin Hall (QSH) system of Fig. 29.3. This system
has no external magnetic field and is invariant under time reversal, which changes
k to −k and spin up to spin down. The surface electrons have their spin locked

3 For convenience we will sometimes call these “edge states” for both 2D and 3D materials. This topological
protection is of large intrinsic interest because a topological material could allow surface spin currents with no
dissipation. This in turn has technical implications because of potential applications in spintronics, which uses
electron spin to construct devices in a way analogous to the use of electron charge in conventional solid-state
electronics. Normal insulators can have conducting surface states too, but they typically are not protected by
symmetries or topology and are destroyed easily by impurities.
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Fig. 29.3 Berry connection (arrows indicate the vector field) in the Brillouin zone for a quantum spin Hall system [168].
(a) Connection winds counterclockwise for spin-up electrons, giving Chern number C = +1. (b) Connection winds
clockwise for spin-down electrons, giving Chern number C = −1. (c) Quantum spin Hall topological insulator,
which has C = 0 and is time-reversal invariant.
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Fig. 29.4 Schematic illustration of the quantum spin Hall system in Fig. 29.3 as a superposition of two quantum Hall systems
with canceling magnetic fields [54, 150].

perpendicular to their momentum and are said to be spin-filtered, because a momentum in
a particular direction is associated with only one spin state. They also are termed helical,
because of the similarity to states of only one helicity (projection of spin on momentum).
The only other nearby states have opposite spin, so backscattering is strongly suppressed
and surface conduction is highly metallic.

Conceptually, the QSH system of Fig. 29.3 may be thought of as a superposition of two
quantum Hall systems with oppositely directed magnetic fields, and the charge current
replaced with a spin current, as illustrated in Fig. 29.4. In this example a left-moving
spin-up electron is converted into a right-moving spin-down electron under reversal of
the direction of time, which implies that time-reversal symmetry is maintained overall
if bands for spin-up and spin-down electrons have opposite Chern numbers. The edge
currents accomplish net transfer of spin since spin-up and spin-down currents flow in
opposite directions. Thus the quantum spin Hall effect has much in common with the
quantum Hall effect, but with no external magnetic field, and for a current of spins rather
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Fig. 29.5 Bulk and boundary states for 2D insulators. (a) Trivial (conventional) insulator, with no robust edge currents.
(b) Quantum Hall system (with perpendicular magnetic field). The edge states support a chiral charge current; see
Figs. 28.4 and 28.5. (c) Quantum spin Hall system with spin-filtered (helical) edge states and a spin edge current.

than charge. Figure 29.5 compares the bulk and boundary states for several topologically
distinct insulators.

Physically, quantum spin Hall states can be realized through spin–orbit coupling in
atomic orbitals.4 Recall that for an electron with orbital angular momentum � and intrinsic
spin s the spin–orbit interaction is proportional to � · s, which changes sign for opposite
spin projections, as would an interaction with a magnetic field. Thus spin–orbit coupling
produces an effective internal magnetic field acting on electrons, which can in turn lead to
a finite Berry curvature and non-zero Chern number for each spin.

29.4.2 The Z2 Topological Index

For quantum Hall systems the Chern topological invariant C ≡ C1 is responsible for the
integer quantum Hall effect. It can be non-zero because the applied magnetic field breaks

4 Spin–orbit coupling is a consequence of Lorentz invariance (Chs. 13 and 14). It is a Zeeman-like interaction
caused by two special relativity effects: (1) the magnetic moment associated with intrinsic spin of a Dirac
electron, and (2) the apparent magnetic field seen by an electron in motion relative to a nuclear electrostatic
field. Hence spin–orbit coupling tends to be largest in heavy atoms where electron velocities are highest.
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Fig. 29.6 Time-reversal invariant momenta (TRIM) and Kramers degeneracy [54] (see Box 29.1). (a) Dispersion for two
Kramers pairs of bands with spin–orbit interaction. TRIM points are at 0 andπ (which is equivalent to−π by
time reversal). Arrows indicate spin projection in the absence of spin–orbit interaction. At TRIM, bands are
Kramers degenerate (open circles); at other momenta spin–orbit coupling breaks the degeneracy. (b) TRIM (dots)
in the 2D square Brillouin zone. (c) TRIM (dots) in the 3D Brillouin zone.

time-reversal symmetry. For quantum spin Hall systems there is no magnetic field, the spin-
up and spin-down Chern numbers effectively cancel (see Figs. 29.3 and 29.4), and the net
Chern number is zero because of the time-reversal invariance; yet the QSH ground state
is distinct topologically from a normal insulator. Kane and Mele proposed a classification
that distinguishes a non-topological normal insulator from a topological QSH ground state
[127]. The corresponding topological index ν may be viewed as an element of Z2, the group
of integers under addition mod 2, and is a measure of whether there are phase-twisted
boundary conditions [analogous mathematically to the two choices in Fig. 26.4(b–d) for
joining the ends of a flat strip into a cylinder or a Möbius band].

2D Topological Insulators: The primary distinction between the insulating phases labeled
by the Z2 index lies in the behavior of the edge states.

1. In the QSH phase, for each energy in the bulk gap there is a corresponding single
time-reversed pair of eigenstates on each edge (Kramers doublet; see the discussion
of time-reversal invariance and TRIM points in Box 29.1 and Fig. 29.6). These states
are stable against small perturbations because time-reversal symmetry prevents mixing
of Kramers doublets and single-particle elastic backscattering is forbidden.

2. The edge currents are not chiral, as they are in the integer quantum Hall effect,5 but they
are still insensitive to disorder caused by impurity scattering because their directionality
is correlated with their spin on each edge, which suppresses backscattering.

3. For the simple insulator there is an even number of Kramers pairs at each energy; this
permits elastic backscattering, so such edge states can be localized easily.

5 For Chern insulators (2D insulators with non-zero Chern number), chiral edge currents propagate without
reflection because there are no counter-propagating states to scatter into. However, time-reversing an edge
state would produce a counter-propagating state, so insulators symmetric under time reversal cannot be Chern
insulators.
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Box 29.1 Time-Reversal Symmetry and Kramers Degeneracy

Ordinary symmetries are implemented by unitary operators. For example, ifΠ inverts the spatial coordinates
its action on a wavefunction is Π ψ(r ) = ψ(−r ). Then, if the Hamiltonian H commutes with Π,
simultaneous eigenvectors of H and Π can be constructed, labeled by a parity ±1 that is the eigenvalue
ofΠ.

Time-Reversal Symmetry

In contrast to ordinary symmetries, time reversal is implemented by an antiunitary operator Θ that must
satisfy

Θ
(
c1 |α〉 + c2 |β〉

)
= c∗1Θ |α〉 + c∗2Θ|β〉

〈
β̃ |α̃〉 = 〈β |α〉∗,

where c1 and c2 are scalars and the tilde indicates a time-reversed state, and must satisfyΘ2 = −1 when
operating on fermions. It is common to choose for fermionsΘ = iσ2K , whereσ2 is the second Pauli matrix
and K complex conjugates constants standing to its right: K c |α〉 = c∗ |α〉. A Hamiltonian is said to
have time-reversal symmetry if it commutes withΘ, but the implications differ from those for commutation
with a unitary operator. For example, states cannot be classified simply under time reversal as was done for
spatial inversion above.

Kramers Degeneracy

Time-reversal invariance has a fundamental consequence for fermionic systems.

Kramers’ Theorem: For spin- 1
2 systems that are symmetric under time-reversal, all

eigenstates are (at least) doubly degenerate.

Corresponding doubly degenerate pairs are called Kramers doublets. If spin–orbit coupling is small, members
of a Kramers doublet are typically spin-up and spin-down partners, but more generally they are time-reversed
pairs.

Time Reversal and Bloch Wavefunctions

In a crystal, time-reversal symmetry implies that for Bloch wavefunctions 


ψnk

〉
, the cell-periodic wavefunc-

tions |unk 〉 of Eq. (5.9), and the k-dependent Hamiltonian Hk ,

Θ



ψnk

〉
= eiφ 


ψn,−k

〉
Θ |unk 〉 = eiφ 

un,−k

〉
ΘHkΘ

−1 = H−k ,

where n is a band index,φ is a phase angle that may depend on n and k , and Hk |unk 〉 = Enk |unk 〉.
Thus the Bloch wavefunction at momentum k is degenerate with a time-reversed partner at −k for each
band.

Time-Reversal Invariant Momenta (TRIM)

If k = −k up to a reciprocal lattice vector, the labels k and−k are equivalent,ΘHkΘ
−1 = Hk so that

Hk commutes with time reversal, and all states are doubly (Kramers) degenerate at that k . These special
points are called time-reversal invariant momenta (TRIM); they occur when ki is 0 orπ, so there are two TRIM
points in 1D, four in 2D, and eight in 3D; see Fig. 29.6.
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Fig. 29.7 Energy of edge-state pairs (dashed curves) as a function of momentum k for a 1D zigzag strip of graphene in the
Kane–Mele model [127]. (a) Topological insulator. (b) Trivial insulator. Pairs of edge states cross at the TRIM point
ka = π because of time-reversal invariance (Kramers’ theorem), but the Kramers pairing differs fundamentally
between (a) and (b), as explained more schematically in Fig. 29.8.

The nature of edge-state pairs is illustrated in Fig. 29.7, where we can see the following.

1. The edge-state configurations in Figs. 29.7(a) and 29.7(b) cannot be deformed continu-
ously into each other without gap closures, so they are topologically distinct.

2. Edge states in the bulk bandgap of Fig. 29.7(a) cannot be removed by smoothly deform-
ing the bands, so this is a bulk insulator with a conducting surface that is protected.

3. If any edge states in Fig. 29.7(b) should lie in the bandgap they can be moved out of the
bandgap by smooth deformations, so any conducting surface states are not protected.

These topological alternatives are illustrated more schematically in Fig. 29.8. Time-
reversal invariance requires that the bands must be doubly degenerate at the TRIM points
Λa and Λb (Kramers’ theorem; see Box 29.1 and Fig. 29.6).

This Kramers degeneracy condition can be satisfied in two distinct ways: (1) in
Fig. 29.8(a) the Kramers pairs “switch partners” between Λa and Λb , leading to
a characteristic zigzag pattern; (2) in Fig. 29.8(b) the partners do not switch.

The patterns in Figs. 29.8(a) and 29.8(b) have different values of Z2.

1. In the “switched” pattern of Fig. 29.8(a), a horizontal line intersects an edge state an odd
number of times and for the Z2 invariant ν we have ν = (odd integer) mod 2 = 1. In
this case there will always be an edge state at the Fermi energy and the edge is metallic.6

6 This Z2 classification is stable against continuous deformations. For example, if the curve in Fig. 29.8(a)
passing through the dashed horizontal line is distorted continuously into an S shape by a smooth variation of
the Hamiltonian it could cross the dashed line three times, but that still is an odd number and ν = 3 mod 2 = 1.
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Fig. 29.8 Two ways of connecting TRIM pointsΛa andΛb for edge states in 2D or 3D time-reversal invariant systems so that
the Kramers degeneracy condition (Box 29.1) is satisfied at the TRIM points [64]. The bulk valence and conduction
bands are shaded and the bulk gap is unshaded. The curves are discrete surface or edge states localized near a
surface. (a) A topological insulator, where a dashed horizontal line (for example, a Fermi energy) drawn in the bulk
gap intersects an edge state an odd number of times (one in this case, indicated by the open circle). (b) A trivial
(conventional) insulator, where a dashed horizontal line in the bulk gap intersects an edge state an even number of
times (zero for the upper dashed line and two for the lower dashed line in this case).

2. In the “unswitched” pattern of Fig. 29.8(b), a horizontal line in the bulk gap intersects an
edge state an even number of times and ν = (even integer) mod 2 = 0. In this case the
Fermi energy might intersect edge states so that the surface is metallic [lower dashed line
in Fig. 29.8(b)], but small changes in the Hamiltonian could place the Fermi energy in
an insulating gap [upper dashed line in Fig. 29.8(b)]. Thus, if there are metallic surface
states in the trivial insulator they are not robust.

The Kramers degeneracy pattern of Fig. 29.8(a) cannot be distorted continuously into
the Kramers degeneracy pattern of Fig. 29.8(b) without gap closures, because at each
infinitesimal step the Kramers pairs are uniquely pinned at both Λa and Λb. Hence the
conducting surface states of the topological insulator are protected and robust.

Z2 Classification for 2D: We conclude that insulator states differ by the number of edge-
state pairs at a single edge, modulo 2, which sorts all 2D time-reversal invariant insulators
into classes labeled by the Z2 invariant ν.

1. The trivial class (ν = 0), for which there is an even number of edge-state pairs.
2. The topological class (ν = 1), for which there is an odd number of edge-state pairs.

These classes differ fundamentally in their physical attributes. For example, disorder
can suppress edge-state conduction for ν = 0 insulators but conducting edge states for

Generally any smoothly distorted curve in the gap of Fig. 29.8(a) that satisfies the Kramers theorem at the
endpoints Λa and Λb and does not close the gap will cross a horizontal line in the gap an odd number of times.
Thus the ν = (odd integer) mod 2 = 1 classification is topological and is unaffected by smooth deformations.
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ν = 1 insulators are protected topologically. Systems within each class are related by a
homeomorphism: one member can be distorted into another by a continuous deformation
that does not close the gap. Conversely, ν = 0 and ν = 1 states cannot be distorted into
each other without a gap closure and a corresponding topological phase transition.

Example 29.4 Topological insulator states often are a consequence of band inversion. As an
example, consider the two-band mixing Hamiltonian [54]

H =

(
d3 d1 − id2

d1 + id2 −d3

) ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
d1 ≡ a0 sin kx

d2 ≡ a0 sin ky

d3 ≡ m + 2 − cos kx − cos ky

(29.4)

where a0 and m are parameters. As shown in Problem 29.6, diagonalization of this
Hamiltonian gives for the eigenvalues E± and wavefunctions |χ±〉

E± = ±
√

(m + 2 − cos kx − cos ky )2 + a2
0 (sin2 kx + sin2 ky ),

|X+〉 = A |χ1〉 + B |χ2〉 |X−〉 = C |χ1〉 + D |χ2〉 ,
(29.5)

where |χ1〉 and |χ2〉 are wavefunctions for the unperturbed bands. Eigenvalues of this
Hamiltonian are plotted in Figs. 29.9 and 29.10 for several values of m, and corresponding
squared wavefunction amplitudes A2, B2, C2, and D2 are displayed in Fig. 29.10.

Fig. 29.9 Band-mixing model of Example 29.4 for different values of m assuming a0 = 0.2 and ky = 0. (a) Trivial insulator
phase. (b) Phase transition at gap closure. (c)–(d) Topological insulator phase with “twist” caused by band
inversion. (e) Phase transition at gap closure. (f) Another trivial insulator phase. Dotted curves ignore the
off-diagonal terms causing band mixing in Eq. (29.4). A white background indicates a trivial insulator phase, a
light gray background indicates a phase transition (gap closure), and a dark gray background indicates a
topological phase.
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Fig. 29.10 Band-mixing model of Example 29.4 with a0 = 0.2 and ky = 0. Top panels: eigenvalues. Bottom panels: square
of coefficients in wavefunctions (29.5). Trivial phases are indicated by a white background and the topological
phase by a gray background. The band inversions shown for m = −0.5 and m = −1.5 are associated with the
topological phase.

In Figs. 29.9 and 29.10 we see that the insulator phase diagram is controlled by the
parameter m, with onset of the topological phase when m becomes sufficiently negative
to invert the original order of the bands for a range of momenta. In typical topological
insulators such a band inversion can occur because of strong spin–orbit interaction.

3D Topological Insulators: Two-dimensional topological insulators are characterized by a
single Z2 index that distinguishes ordinary insulators from a topological quantum spin Hall
phase. Three-dimensional topological insulators are also characterized by Z2 topological
indices, but four are required [64]. For 3D materials, three Z2 invariants ν1, ν2, and ν3

are relatively susceptible to impurity scattering and define weak topological insulators; the
fourth Z2 invariant ν0 is more robust and ν0 = 1 characterizes strong topological insulators.
For 3D materials the four topological Z2 indices (ν0, ν1, ν2, ν3) distinguish among trivial
insulator, weak topological insulator, and strong topological insulator phases.

29.5 Weyl Semimetals

Weyl semimetals (semimetals are defined in Box 5.1) are 3D materials but they may exhibit
topological states that can be understood in terms of 2D Chern topological invariants, as
illustrated in Figs. 29.11 and 29.12.
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Fig. 29.11 Enclosure of a Berry monopole source⊕ by a 2D surface S in a 3D Brillouin zone. The Berry curvatureΩmay be
displayed as a vector field flowing from or into the monopole source, which is called a Weyl point or a Weyl node.
(a) The surface S does not enclose the Berry monopole so the Chern number is CS = 0. (b) The surface has been
distorted to enclose the monopole, causing the Chern number to jump discontinuously to CS = +1.
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Fig. 29.12 Berry curvatureΩ plotted as vector fields for a Weyl semimetal [168]. (a) A Weyl semimetal derives from
monopole Berry flux sources located in momentum space at Weyl points. A 2D surface that encloses a Weyl point
acquires a Chern number CS = ±1, as in Fig. 29.11. (b) At each Weyl point (in momentum space), two electronic
bands A and B having different orbital angular momentum content cross. Near the Weyl points the dispersion E
versus kx is linear. (c) In a Weyl semimetal, Weyl points come in pairs with opposite topological charge located at
the momenta of the band crossings in (b).

29.5.1 A Topological Conservation Law

By reasoning similar to that for the Chern theorem in Section 28.4.2, there is a Chern
number CS associated with the 2D surface S in Fig. 29.11 that is quantized according to

1
2π�2

∫
S

Ω · dA = CS , (29.6)
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where Ω is the Berry curvature and the integer CS describes a net flux through the
surface [168]. Thus CS = +1 in Fig. 29.11(b) because the surface S encloses a Berry
monopole, but CS = 0 in Fig. 29.11(a) because S does not enclose any Berry flux
sources. The locations in momentum space of the topological charge associated with
the Berry flux are called Weyl points. They correspond to monopoles of Berry flux that
are topological analogs of electrical charge. They always occur in pairs of opposite
topological charge CS . The surface integral over S appearing in Eq. (29.6) then mirrors
Gauss’ law in electromagnetism.7 By familiar arguments, the integer CS cannot change in
small increments. The only way to modify CS is through a discontinuous jump caused by
distorting S to include or exclude a source of Berry flux, as in Fig. 29.11(b). Generally, CS

for a surface S sums algebraically the topological charge of the Weyl points enclosed by S,
which is invariant under smooth distortions of S that do not change the number of enclosed
Weyl points.

29.5.2 Realization of a Weyl Semimetal

Are there actual materials that might exhibit Weyl semimetal behavior? A way in which
a pair of Weyl points could be realized is illustrated in Fig. 29.12. Two bands A and B
of electronic states having different angular momenta cross each other at two different
momenta as a consequence of strong spin–orbit coupling, with Weyl points forming at the
two momenta where the bands just touch. If band A is occupied in the ground state at
small kx , at the first band crossing with increasing kx it becomes favorable energetically to
occupy band B and the orbital character of the ground state wavefunction changes abruptly.
These conditions can create the pair of Weyl points illustrated in Fig. 29.12(c)

.

Weyl Hamiltonian: As discussed in Box 29.2, band crossing as in Fig. 29.12(b) is unusual
in normal semiconductors and metals because of avoided crossing. But in Weyl semimetals
the degenerate bands at the Weyl points are protected by quantization of the Chern number
[Eq. (29.6)], which prevents the band hybridization that would destroy the degeneracy and
open a spectral gap. The degeneracy can be removed only by a perturbation large enough
to bring the two Weyl points in Fig. 29.12(c) together so that they annihilate each other.

Weyl semimetals are gapless electronic systems with opening of gaps prohibited
by topological protection of the Weyl points.

As illustrated in Fig. 29.12(b), the dispersion near the Weyl points is approximately linear.
A Dirac “Hamiltonian” was defined in Eq. (14.44). Setting the mass in it to zero suggests
a corresponding Weyl Hamiltonian,

H (k) = cχk · σ, (29.7)

7 Recall that Gauss’ law relates the distribution of electrical charge to the corresponding electric field. In integral
form it states that the flux of the electric field out of an arbitrary closed surface is proportional to the electric
charge enclosed by that surface, independent of the distribution of the charge within the surface.
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Box 29.2 Band Degeneracies

Traditionally, degeneracy of electronic bands is understood in terms of symmetry, with the degeneracy at a
given k given by the dimensionality of the corresponding irreducible representation of the symmetry group.
However, Weyl semimetals have points of band degeneracy corresponding to gap closures that originate in
topology, not symmetry, with topological protection from symmetry breaking perturbations that could lift
degeneracies.

Avoided Crossings

In band theory it is unusual for bands to create degeneracies by crossing. If two non-interacting bands cross,
interaction terms in the Hamiltonian will mix the bands into two hybrid bands (symmetric and antisymmetric
linear combinations), with one pushed up in energy and one pushed down in energy:

(see Example 29.4). Thus the actual bands H+ and H− appear to “repel” each other and never become
degenerate. This is called an avoided crossing.

Essential and Accidental Degeneracies

Quantum degeneracies may be sorted into two basic categories: (1) essential and (2) accidental. Essential
degeneracies typically are a consequence of symmetry (see Problem 29.1). Accidental degeneracies result
from special features of a specific system. In a band theory essential degeneracies are typically lifted by
symmetry breaking perturbations. This leads to avoided crossings as described above, which opens a gap in
the band spectrum. However, features of particular systems like topological protection may interfere with
band hybridization, leaving the degeneracy associated with crossing bands and no energy gap.

where k is the 3-momentum, σ is spin, c is the speed of light, and χ = ±1 is the chirality.
This is similar to the effective Hamiltonian in the linear dispersion region for two crossing
bands in Fig. 29.12(b) if c is replaced by the Fermi velocity vf, which is why the electrons
in the present non-relativistic context are called Weyl fermions.8 Now that neutrinos have
been shown to have finite mass through observation of neutrino flavor oscillations, it seems
that no known elementary fermions are massless. Thus Weyl semimetals may provide an
example where emergent “elementary particles” in a many-body system exhibit a property
that has never been observed for actual elementary particles.

8 As discussed in Section 14.5.2, H (k ) can be interpreted as a Hamiltonian only for weak, slowly varying
fields. Recall from Section 14.4 that Weyl fermion solutions behave like massless Dirac solutions, but each
corresponds to a single handedness (chirality). That is, for massless fermions we may view the Dirac equation
as being composed of two independent Weyl equations describing opposite chiralities.
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On account of Eq. (29.7) with c replaced by vf, a chirality χ may be assigned to the
Weyl points of Fig. 29.12 and the topological charge for a Weyl point is often termed the
chiral charge. We adopt a convention that a source of Berry flux ⊕ corresponds to χ = +1
and a sink # corresponds to χ = −1. By considering the boundary of the Brillouin zone
to be an enclosing 2-surface, one finds that the net topological charge

∑
CS must vanish

for the entire Brillouin zone. Thus, the Brillouin zone can contain only an even number of
Weyl-point pairs, with the members of each pair having opposite topological charges.

Gapless Surface States: The Weyl nodes in a Weyl semimetal correspond to points of
band degeneracy that occur in the bulk of the 3D material. However, the chiral charge
associated with each Weyl node provides topological protection for gapless surface states
that appear on the boundary of a bulk sample. These states manifest as Fermi arcs
that connect the projections of bulk Weyl nodes in the surface Brillouin zone, which
is an example of the topological bulk–boundary correspondence that was introduced in
Section 28.4.2. Unlike topological insulators where only the surface states are thought
to be very interesting, a Weyl semimetal should exhibit novel structure with various
experimental consequences both in the bulk and on the surface. Experimental discovery of
a Weyl semimetal corresponding to topological states in a tantalum arsenide single crystal,
with the predicted Fermi arcs, has been reported [113, 225].

29.6 Majorana Modes

In many-body physics composite emergent states can imitate the properties of various
elementary particles.9 For example, the Higgs boson was first suggested by collective
phenomena in condensed matter before it was proposed as an elementary particle in the
Standard Model of particle physics. Neutrinos may correspond to the elementary Majorana
particles discussed in Section 14.6. Neutrino oscillation experiments indicate that neutrinos
have mass so they are not Weyl particles, but ongoing experiments have yielded no
evidence yet whether neutrinos are Dirac or Majorana particles (see Section 14.6.2).
Meanwhile, much interest has been directed at the possibility of an emergent mode
in condensed matter having the properties of Majorana particles, which would be of
fundamental interest but also could have significant practical implications for quantum
computing applications.

The electrons in condensed matter applications cannot be Majorana particles because
their electrical charge distinguishes particle from antiparticle. However, in interacting

9 Formally, an elementary particle exhibits no internal structure when probed on any energy (momentum transfer)
scale. Practically, whether a particle is “elementary” is a question of characteristic energy scale for the physics
being investigated. The atom 4He is a composite of elementary fermions (electrons and quarks), virtual bosons
(virtual photons and gluons), virtual particles and antiparticles from vacuum fluctuations, orbital and spin
angular momentum, and binding energy. However, a low-energy probe can see none of this and 4He behaves
in all respects as a spinless elementary boson. Generally any quasiparticle will act like an elementary particle
if the energy scale is low enough that its internal structure is not relevant.
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systems quasiparticles corresponding to collective excitations of electrons can have exotic
properties quite different from those of their constituent electrons. For example, we saw
in Box 28.7 that for Luttinger liquids the charge and spin of individual electrons in
the non-interacting system can be separated in the interacting system, with one type of
quasiparticle carrying the spin and another type carrying the charge. This raises the issue of
whether effective Majorana particles might arise as quasiparticles in interacting condensed
matter systems. To be viewed as a Majorana particle in the condensed matter context a
quasiparticle must satisfy two conditions. (1) It must obey a Dirac-like wave equation.
(2) It must behave as its own antiparticle. Neither of these conditions is normally fulfilled
but, as we now discuss, they could occur in certain correlated electronic systems.

29.6.1 The Dirac Equation in Condensed Matter

Particles in condensed matter are non-relativistic and normally satisfy the Schrödinger
equation, which gives a parabolic energy dispersion (energy proportional to the square of
the momentum), not the linear dispersion (energy proportional to momentum) expected for
a relativistic Dirac solution.10 However, for special circumstances such as near a sharp band
crossing a non-relativistic Hamiltonian can exhibit a linear dependence on the momentum
at low energy, leading to a wave equation of the Dirac form. We have come across several
examples.

1. We saw in Fig. 20.2 that monolayer graphene exhibits linear dispersion (Dirac cones).
2. As was seen in Section 29.5, for Weyl semimetals the low-energy electrons behave as

solutions of the Weyl equations (Dirac equation for massless fermions).
3. The topological superconductors of Section 29.7 can support gapless fermions on spatial

boundaries, or near defects like vortices, that are described by Dirac-like equations.

In such linear dispersion approximations the electron Fermi velocity (highest electron
velocity in the system) typically plays the part of light velocity in the actual Dirac equation.

29.6.2 Quasiparticles and Anti-Quasiparticles

The possibility of identifying a quasiparticle with its antiparticle that is a necessary
condition for a quasiparticle to behave as a Majorana particle can arise within the context of
superconductivity. In quantum field theory we may view the absence of a particle as a hole,
with quantum numbers that cause a particle and corresponding hole to act as if they are a
particle and its corresponding antiparticle. Superconductors correspond to a condensate of
Cooper pairs (Box 32.2). As shown in Sections 22.4.2 and 32.1, superconducting states
have particle–hole symmetry, which means that when the BCS wavefunction (22.31) is
expressed in the quasiparticle basis (22.29), we can say the following.

10 Non-relativistically, energy is E = p2/2m +V , while relativistically E2 = (p2 +m2)1/2. Neglecting V gives
E ∝ p2 for non-relativistic particles and assuming p ! m gives E ∝ p for relativistic particles.
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Zero-energy Bogoliubov quasiparticles are equal mixtures of particles and holes.
Thus the hermitian conjugate of this state is the same as the original state,
meaning that the quasiparticle and anti-quasiparticle are equivalent.

Therefore, superconductors have an effective charge conjugation (that is, particle–hole)
symmetry that can cause its quasiparticles to behave as Majorana fermions.

29.7 Topological Superconductors

Topological superconductors are characterized by a non-trivial topological structure for
their Cooper pairs [178, 179].

29.7.1 Topological Majorana Fermions

In vortex cores and on sample surfaces, Majorana fermions can appear as zero-energy
Bogoliubov quasiparticles associated with the superconductor. Note, however, that any
superconductor contains Majorana particles in the loose sense defined above (since it
contains zero-energy particle–hole pairs), but in strict usage a Majorana fermion is a
Dirac particle that is its own antiparticle. Thus Majorana fermions can occur only in
superconductors that exhibit linear dispersion at the Fermi surface: ε ∼ k, where ε
is the energy and k the momentum. This is not the case for most conventional and
unconventional superconductors, which are solutions of Schrödinger equations exhibiting
quadratic dispersion, ε ∼ k2.

The Majorana zero-energy state in a superconductor is protected by bulk topological
non-triviality of the Hilbert space. As a consequence, it is resistant to extrinsic per-
turbations such as impurities and crystal imperfection. Therein lies the great interest
in Majorana fermions as a basis for fault-tolerant quantum computing (topological
quantum computation), because they are expected to be highly resistant to environmental
decoherence of the quantum wavefunction. We will take this up further in Section 29.9.

29.7.2 Fractionalization of Electrons

The exotic behavior of Majorana fermions in a superconductor may be thought of as
resulting from the electron being split into two parts.11 An electron field is complex but
a Majorana field is real. Thus, two Majorana fields can be combined into a single electron

11 We do not mean that individual electrons have been split! We mean that the many-body state (electrons plus
correlations) behaves as if it is composed of two kinds of quasiparticles, one carrying the charge and the other
carrying the spin. But if the interactions that produce the many-body state were switched off we would be left
with only free electrons, each carrying the full electronic spin and full electronic charge.
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(or electron hole) field, and the formation of a Majorana quasiparticle in a superconductor is
functionally equivalent to a fractionalization of an electron and its quantum numbers into
two quasiparticles. Majorana fermions in topological superconductors may exhibit non-
abelian statistics (exchange operations on two particles do not commute), which differs
from normal Fermi–Dirac or Bose–Einstein statistics. Implications for quantum statistics
are taken up in Section 29.8 and for quantum computing in Section 29.9.

29.8 Fractional Statistics

Quantum statistics deals with how wavefunctions are affected by exchange of identical
particles. In three dimensions there are two possible outcomes for exchange on a state of
two identical particles (see Ch. 4): (1) the wavefunction is unchanged, or (2) it is multiplied
by a factor of −1. In two dimensions the effect of a transposition can depend on exactly
how the operation is carried out. This more complicated realization of quantum statistics is
in fact a topological property of such phases of matter. A question of fundamental interest,
and of practical importance for quantum computing, is how this topological information
might be accessed and manipulated experimentally.

29.8.1 Anyon Statistics

The wavefunction for a quantum system with two indistinguishable particles can be
denoted 

ψ1ψ2

〉
. Under exchange of states for the two particles, 

ψ1ψ2

〉 → 

ψ2ψ1
〉

we
should obtain the same two-particle state, up to a phase factor,



ψ1ψ2
〉
= eiθ 

ψ2ψ1

〉
. (29.8)

In a space with three or more dimensions the choices for the phase factor θ are governed
by the spin–statistics theorem (see Box 29.3), which permits two possibilities.

1. Fermi–Dirac statistics, where θ = π so that eiπ = −1 and elementary particles are
fermions with half-integer spins.

2. Bose–Einstein statistics, where θ = 2π so that eiπ = +1 and elementary particles are
bosons with integer spins.

However, in two spatial dimensions these restrictions no longer apply and quasiparticles
are at least theoretically possible for which θ can take continuous values. For the 2D case
with non-degenerate states the phase θ in Eq. (29.8) is shorthand for a prescription that
when quasiparticle 1 and quasiparticle 2 are interchanged in a manner such that each makes
a counterclockwise half revolution around the other, the wavefunction of the two-particle
system is multiplied by a complex phase factor eiθ, or multiplied by a factor e−iθ if the
half revolution is instead clockwise. Notice that this prescription makes sense only in two
spatial dimensions, where clockwise and counterclockwise have well-defined meaning.
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Box 29.3 The Spin–Statistics Theorem

In (Lorentz-invariant) relativistic quantum field theory, fields at two spacetime points separated by a spacelike
interval (see Section 13.3.3) are required by causality to either commute or anticommute. Consistency requires
the choice of

• anticommutation for particles of half-integer spin (fermions) and
• commutation for particles of integer spins (bosons).

This is called the spin–statistics theorem. It is valid for free and interacting fields in three or more spatial
dimensions that (1) are Lorentz invariant, (2) have positive energies for all particles, and (3) have positive
norms for all Hilbert space states.

Such quasiparticles are called anyons. The symmetry of these anyon exchange operations
may be encoded in the braid group, which we now discuss.

29.8.2 The Braid Group

One way to explore the statistics and information content of a topological system is to
move its quasiparticles slowly (adiabatically, so that the motion does not excite the system)
until they have returned to their original position, up to possible permutations with other
quasiparticles. To visualize this procedure we may employ a standard tool from relativity
called a spacetime diagram, in which the trajectory of a particle (called the worldline of
the particle) is plotted versus both space and time. Adopting a convention that the time axis
is oriented vertically and spatial axes are oriented horizontally, for two spatial dimensions
Fig. 29.13 illustrates for two particles and Fig. 29.14 illustrates worldline entanglement for
two pairs of particles. A collection of (possibly crossed) strands with fixed endpoints as in
Figs. 29.13 and 29.14 is called a braid. Rules for valid braids and operations are illustrated
in Fig. 29.15, and a natural braid multiplication is illustrated in Fig. 29.16.

Two braids with the same number of strands may be multiplied by joining the
ends of the strands for one braid to the beginning of the strands for the other
braid to give the product braid, and then simplifying (if necessary) by pushing,
pulling, or stretching the strands while keeping the endpoints fixed.

Using braid multiplication one finds the following.

1. Multiplication of two n-strand braids gives another n-strand braid.
2. A braid with no strands that cross each other acts as a unit braid.
3. Each braid has an inverse braid; the product of the braid and its inverse is the unit braid.
4. Braid multiplication is associative.

Therefore, the set of all braids having n strands (all n-braids) forms a group that may
be labeled Bn, with equivalence classes of n-braids as the group elements and the braid
multiplication defined in Fig. 29.16 as the group multiplication (composition) operation.
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Fig. 29.13 Braiding of two quasiparticle worldlines in two spatial and one time dimension (2 + 1 spacetime) [170]. (a) The
worldline for particle 1 crosses above that for particle 2 twice, so these worldlines can be deformed continuously
into the unentangled configuration on the right. (b) The worldline for particle 1 crosses over the worldline for
particle 2 and then later crosses under it. These worldlines cannot be deformed continuously into the configuration
on the right while keeping the endpoints fixed.

T
im

e

(a) Unbraided pair (b) Braided pair

Fig. 29.14 Worldlines for pairs of particles in a spacetime with two spatial and one time coordinate [177]. The braided pair in
(b) cannot be deformed continuously into the unbraided pair in (a) since the endpoints of the worldlines are fixed
by boundary conditions. Thus time evolution in (a) and (b) correspond to different histories.

=(b)(a) (c)= Not a

braid

Fig. 29.15 Braid etiquette. (a) Strands cannot pass through each other so whether a strand passes over or under another
strand matters; these two braids are not equivalent. (b) Strands can be stretched, pulled, or pushed while keeping
endpoints fixed, but never cut. Two braids that look the same after stretching, pushing, or pulling the strands as
needed are equivalent. (c) Not a braid: braids cannot have strands that reverse direction and produce a knot.
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A B = = = 

A  = B  =

Fig. 29.16 Multiplication (composition) of two braids A and B, with ◦ indicating the composition operation. As notational
shorthand we may write A ◦ B ≡ AB. For convenience, when multiplying braids we display the stands
horizontally rather than vertically, and omit the dots at the ends of strands indicating explicitly that the endpoints
must be kept fixed.

29.8.3 Abelian and Non-Abelian Anyons

Anyons can be classified as abelian or non-abelian, depending upon their braid-group
representations. For fermions and bosons in 3D space the statistics operators are irreps
of the permutation group Sn for n indistinguishable particles, but in 2D space the
anyonic statistics operators are irreducible representations of the braid group Bn. If a
system exhibits degeneracy such that more than one distinct state has the same particle
configuration, exchange of particles can cause a transition to a different state with the
same configuration of particles, not just a change of an overall phase factor. Thus, particle
exchange may be viewed more generally in 2D space as a linear transformation on
the subspace of degenerate states. If there is no degeneracy, the subspace is 1D and
the linear transformations (multiplication by a phase factor) commute; these are called
abelian anyons. However, if there is degeneracy the subspace is of higher dimension
and the linear transformations need not commute among themselves (just as arithmetic
multiplication commutes but a general matrix multiplication does not); these are called
non-abelian anyons.

29.9 Quantum Computers and Topological Matter

Considerable interest has attached to the possibilities inherent in a quantum computer
[177]. Suppose that we have at our disposal a controllable quantum system that can be
initialized in some known state 

ψ0

〉
and evolved by a unitary transformation U (t) to a

final state U (t)

ψ0
〉
. We assume sufficient control over the Hamiltonian of the system

that U (t) can be any unitary transformation that is desired, and that a method has been
devised to read out the state of the system at the end of the evolution. This overall process
of (1) initialization, (2) evolution, and (3) measurement is called quantum computation.
Quantum computing is a subfield of quantum information processing, which includes also
subfields like quantum cryptography and quantum teleportation.
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29.9.1 Qubits and Quantum Information

The basic information unit of quantum information processing is the quantum bit or qubit,
which is a two-level quantum system with states |0〉 and |1〉. A classical bit can be in one
of its two states, conveniently labeled 0 or 1. Unlike a classical bit, a qubit is a quantum
object that can be in a linear superposition state α |0〉 + β |1〉. By the rules of quantum
measurement, when read out a qubit will be found to be either in the definite state |0〉 or in
the definite state |1〉, with the probability for each depending on the quantum state of the
qubit. A useful representation of a qubit called a Bloch sphere is discussed in Box 29.4.

Box 29.4 The Bloch Sphere

In a quantum system having two basis states |0〉 and |1〉, a general wavefunction can be expressed as 

ψ〉 =
α |0〉+ β |1〉 , whereα and β are complex numbers, requiring four real numbers to specify them. However,
normalization to unit probability gives the constraint |α |2+|β |2 = 1 and the overall phase is not observable,
so one coefficient may be chosen real. Thus, the most general state has two degrees of freedom and may be
parameterized as 


ψ〉 = cos

(
θ
2

)
|0〉 + eiφ sin

(
θ
2

)
|1〉 ,

which may be visualized using the Bloch sphere illustrated in the following figure,

where x̂, ŷ, and ẑ are unit vectors. The spherical surface represents a 2D space of possible pure states for the
system. The two basis states are denoted by the unit vectors ẑ = |0〉 and−ẑ = |1〉. Thus any pure state is a
linear combination of these states and is represented by a point on the sphere parameterized by the spherical
coordinates (θ,φ), as illustrated. The Bloch sphere representation is useful in quantum computing, where
the poles of the Bloch sphere represent the two allowed states of a classical bit and the full spherical surface
represents the superposition states encoded by a quantum bit (qubit).
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In quantum computing the qubits and their interactions carry the content of the
computation and the “computer code” may be viewed as the unitary operations U (t) that
evolve the quantum system. It may then be shown that because of (1) linear superposition,
(2) unitary evolution, and (3) the exponentially large Hilbert spaces of entangled states,12 a
quantum computer can be much more powerful than an ordinary classical digital computer:

• a single qubit is in any linear superposition of two distinct quantum states,
• a two-qubit state is a superposition of four such states,
• a three-qubit state is a superposition of eight such states, and in general
• an n-qubit state is an arbitrary superposition of 2n distinct states.

In contrast, a classical bit can be in only one of these 2n different quantum states at any
given time.

An n-qubit quantum computer could in principle encode and process exponen-
tially more information than a corresponding n-bit classical computer.

Obviously an exponential increase in computing power would enable solution of problems
that lie beyond the capabilities of even the most powerful classical supercomputers.

29.9.2 The Problem of Decoherence

Many challenging technical problems must be solved to implement the attractive theoreti-
cal scheme sketched in the preceding paragraphs; the problem of overriding importance is
the inevitable occurrence of errors during a computation. The information in the quantum
computation is carried by a coherent wavefunction that is highly susceptible to decoherence
by interaction with the environment. A many-qubit quantum computer will be able to
maintain a coherent superposition of states for only a finite length of time. Any external
interaction, whether unintentional or a deliberate measurement, can collapse the wavefunc-
tion, thereby decohering the system and destroying the encoded quantum information.

Classical computers also must deal with errors, but there the problem is surmounted
by keeping multiple copies of information and checking these copies for discrepancies
during the computation. A similar approach is much more difficult for a quantum
computer because the measurement or copying of a quantum state in the course of
the computation may alter the quantum-computational information, by basic uncertainty
principle arguments. Furthermore, the errors that are possible in quantum computation can
be more subtle than the discrete flipping of a qubit such as |1〉 → |0〉 that would be the
analog of a typical classical digital computer error: it can be a continuous phase error such
as α |0〉 + β |1〉 → α |0〉 + βeiφ |1〉 for arbitrary values of φ.

In spite of these difficulties, it has been shown that quantum error correction is possible
in principle, implying that fault tolerant quantum computation is (perhaps) within reach.

12 A set of quantum particles is entangled when the properties of any one particle cannot be described independent
of all the other particles, even if the particles are widely separated. The possibility of entangled states is a
fundamental property that distinguishes quantum from classical systems.



531 29.9 Quantum Computers and Topological Matter

However, quantum error correction algorithms may be noisy and may themselves introduce
errors. Thus, quantum computation is feasible only if the intrinsic error rate is small. A typ-
ical estimate is that a quantum computer must be able to perform reliably ∼ 103 consecutive
flawless operations to make known quantum error correction schemes practical.

29.9.3 Topological Quantum Computation

The discussion of the preceding section implies that a quantum computer requires
extremely strong noise suppression. However, the overall considerations of this chapter
suggest an alternative: instead of making the system noiseless we could construct it such
that it does not hear most of any noise that is present and thus is immune to the usual
sources of quantum decoherence [177]. Most quantum systems exhibit local interactions,
meaning that a typical decohering process affects the quantum computer only over a
region corresponding to a few atoms. However, if a physical system has topological
degrees of freedom they are global properties that are insensitive to local perturbations. If
we could build a quantum computer that encodes its information in topological degrees
of freedom, that information would be automatically shielded against corruption by
local interactions. Thus fault tolerant quantum computing might be implemented through
topological protection, rendering the quantum computer largely immune to noise because
it cannot hear it.

Until recently such considerations were faced with the practical issue that, with the
exception of the quantum Hall effect, which requires strong magnetic fields and low
temperatures that are problematic for building devices, few condensed matter systems were
expected to have topological degrees of freedom. However, as this chapter has documented
there has been an explosion in recent years of evidence for a broad variety of topological
matter. Thus there is some optimism that a topological quantum computer could be within
our technical grasp using materials that are known or conjectured to exist, but many issues
remain to be resolved and the timescale for such development is uncertain. To date (2021),
demonstrations of quantum computing have used technologies that are not topological.

Background and Further Reading

A pedagogical discussion of topological properties in condensed matter physics may be
found in Ramirez and Skinner [168], and Castelvecchi [34]; more advanced discussions
are given in Girvin and Yang [75] and El-Batanouny [54]. Wilczek has given a synthesis
of topological concepts in elementary particle and condensed matter physics [212].
An overview of topological quantum numbers in non-relativistic physics is given by
Thouless [193]. Topological insulators are reviewed in Asbóth, Oroszlány, and Pályi [14],
Bernevig [21], Hasan and Kane [107], and Qi and Zhang [165]. Majorana fermions are
discussed in Elliott and Franz [57] and Sato and Fujimoto [179], while Aguado and
Kouwenhoven [3], and Alicea [9] discuss topologically protected Majorana qubits for
quantum information applications. Topological superconductors are reviewed in Sato and
Ando [178]. Read [170] gives an accessible overview of topological phases of matter,
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non-abelian statistics, the braid group, and quantum computation. Sarma, Freedman,
and Nayak [177] review topological quantum computing and Stanescu [183] gives an
introduction to both topological matter and quantum computation.

Problems

29.1 The normal (not accidental; see Box 29.2) degeneracies in a quantum system result
from symmetry. Show that if a Hamiltonian H is invariant under transformation by
a unitary symmetry operator S, then (a) H commutes with S, and (b) if |α〉 is an
eigenstate of H with energy E, then the symmetry transformed state |β〉 = S |α〉 is
also an eigenstate with energy E. Thus, if |α〉 and |β〉 are linearly independent they
define states that are degenerate in energy because they are related by symmetry.

29.2 Construct the braid group products

(a) (b)

using the algorithm of Fig. 29.16. ***

29.3 Show that the two braids

are mutual inverses under braid multiplication.

29.4 For states |α〉 and 

β〉, define time-reversed states by |α̃〉 = Θ |α〉 and |β̃〉 = Θ

β〉.
Show that the overlap of the time-reversed states is given by 〈β̃ |α̃〉 = 〈β

α〉∗. Hint:
Expand |α̃〉 and |β̃〉 in complete sets of states using

∑
a |a〉 〈a | = 1, and use that the

complex conjugation operator has no effect on a ket, K |α〉 = |α〉. ***

29.5 Demonstrate that the operator Θ = iσ2K defined in Box 29.1 meets all the
criteria given there for a fermion time-reversal operator: it preserves the norm of
a wavefunction, is antilinear, and satisfies Θ2 = −1.

29.6 Reproduce the plots in Fig. 29.10 by deriving formulas for the eigenvalues and eigen-
functions of the Hamiltonian (29.4). Hint: See the solution of Problem 14.14. ***

29.7 Prove Kramers’ theorem (Box 29.1) for spin- 1
2 fermions by showing that a state and

its time reverse are degenerate and orthogonal, so they are two independent states
with the same energy. Hint: Use that the time-reversal operator obeys Θ2 = −1, and
that 〈β̃ |α̃〉 = 〈β

α〉∗ from Problem 29.4. ***
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30 Angular Momentum Recoupling

The basics of tensor methods for angular momentum operators were introduced in
Section 6.4. In this chapter we expand that discussion to more ambitious cases of coupling
three or four angular momenta. This topic is more complex than many in this book, often
involving long equations with many indices. However, it is an essential issue for those
fields like atomic or nuclear physics where one commonly deals with many-body states
of good total angular momentum, with more than one way to couple particles to form
those states (for example, L–S and J–J coupling schemes). This chapter is optional if your
interests lie in fields like condensed matter or particle physics where many-body states of
good total angular momentum are less important.

30.1 Recoupling of Three Angular Momenta

If we have more than two angular momenta, the manner in which they can be coupled to
a good total angular momentum is not unique. For example, three angular momenta j1, j2,
and j3 could be coupled in either of the following ways to a total angular momentum J,

J

j
1

j
2

j
3

j
12

j
23

J

j
1

j
2

j
3

The explicit forms for these state vectors are

( j1 j2)j12 j3, JM
〉
=
∑
m1m2

∑
m3m12

〈 j1 m1 j2 m2 | j12 m12〉

× 〈 j12 m12 j3 m3 | J M〉 | j1m1〉 | j2m2〉 | j3m3〉 , (30.1)

 j1( j2 j3)j23 , JM
〉
=
∑

m1m2m3

∑
m23

〈 j2 m2 j3 m3 | j23 m23〉

× 〈 j1 m1 j23 m23 | J M〉 | j1m1〉 | j2m2〉 | j3m3〉 . (30.2)

Since these provide only different labelings of the same problem, the two coupling schemes
are connected by a unitary transformation,

 j1( j2 j3)j23 , JM

〉
=
∑
j12

〈
( j1 j2)j12 j3, JM 

 j1( j2 j3)j23 , JM

〉

( j1 j2)j12 j3, JM
〉
. (30.3)
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The transformation coefficient
〈
( j1 j2)j12 j3, JM 

 j1( j2 j3)j23 , JM

〉
actually is independent of

M , by arguments similar to those leading to the Wigner–Eckart theorem (see Edmonds
[51]). Expanding the wavefunctions with Clebsch–Gordan coefficients and invoking their
orthogonality, we find explicitly that〈

( j1 j2)j12 j3, J

 j1( j2 j3)j23 , J
〉
=
∑

m1m2m3

∑
m12

∑
m23

〈 j12 m12 j3 m3 | J M〉 〈 j1 m1 j2 m2 | j12 m12〉

× 〈 j2 m2 j3 m3 | j23 m23〉 〈 j1 m1 j23 m23 | J M〉 . (30.4)

The transformation coefficients among the other possible couplings of three angular
momenta may be deduced from (30.3) by changing the order of the angular momenta in
the Clebsch–Gordan coefficients, using Eqs. (6.49).

30.1.1 6J Coefficients

To exploit the symmetry of the recoupling we may define the 6J coefficient by{
j1 j2 j12

j3 J j23

}
≡ (−1) j1+j2+j3+J√

(2 j12 + 1)(2 j23 + 1)

〈
( j1 j2)j12 j3, J

 j1( j2 j3)j23 , J

〉
=

(−1) j1+j2+j3+J√
(2 j12 + 1)(2 j23 + 1)

∑
m1m2

〈 j1 m1 j2 m2 | j12, m1 + m2〉 (30.5)

× 〈 j12, m1 + m2, j3, M − m1 − m2 | JM〉
× 〈 j2m2 j3, M − m1 − m2 | j23, M − m1〉 〈 j1m1 j23, M − m1 | JM〉 ,

where m1 + m2 = M was used to reduce the summation indices. The 6J symbol is

1. invariant under any permutation of columns, and
2. invariant under interchange of upper and lower arguments in any two columns.

The transformation between coupling schemes is then of the form



 j1( j2 j3)j23 , JM
〉
=
∑
j12

(−1) j1+j2+j3+J√
(2 j12 + 1)(2 j23 + 1)

×
{

j1 j2 j12

j3 J J23

} 

( j1 j2)j12 j3, JM
〉
. (30.6)

This may be inverted using the unitarity of the transformation. For example,

( j1 j2)j12 j3, JM
〉
=
∑
j23

〈
j1( j2 j3)j23 , J

( j1 j2)j12 j3, J

〉 

 j1( j2 j3)j23 , JM
〉
. (30.7)

30.1.2 Racah Coefficients

The recoupling transformation is also commonly defined in terms of the Racah coefficient
W , which is related to the 6J symbol by{

j1 j2 j3

l1 l2 l3

}
= (−1) j1+j2+l1+l2W ( j1 j2l2l1; j3l3) . (30.8)
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Table 30.1. Some Racah coefficients W ( j1, j2, j3, j4; j5, j6) [29]

W (a, a + 1
2 , b, b+ 1

2 ; 1
2 , c) = (−1)a+b−c

[
(a + b + c + 2)(a + b − c + 1)

(2a + 1)(2a + 2)(2b + 1)(2b + 2)

]1/2

W (a, a + 1
2 , b, b− 1

2 ; 1
2 , c) = (−1)a+b−c

[
(a − b + c + 1)(c − a + b)

2b(2a + 1)(2a + 2)(2b + 1)

]1/2

W (a, a + 1, b, b+ 1; 1, c) =

(−1)a+b−c
[

(a + b + c + 3)(a + b + c + 2)(a + b − c + 2)(a + b − c + 1)
4(2a + 3)(a + 1)(2a + 1)(2b + 3)(2b + 1)(b + 1)

]1/2

W (a, a + 1, b, b; 1, c) =

(−1)a+b−c
[

(a + b + c + 2)(a − b + c + 1)(a + b − c + 1)(c − a + b)
4b(2a + 3)(a + 1)(2a + 1)(b + 1)(2b + 1)

]1/2

W (a, a + 1, b, b− 1; 1, c) =

(−1)a+b−c
[

(c − a + b)(c − a + b − 1)(a − b + c + 2)(a − b + c + 1)
4b(2a + 3)(a + 1)(2a + 1)(2b − 1)(2b + 1)

]1/2

W (a, a, b, b; 1, c) = (−1)a+b−c−1
[

a(a + 1) + b(b + 1) − c(c + 1)
[4ab(a + 1)(2a + 1)(b + 1)(2b + 1)]1/2

]

Some explicit formulas for Racah coefficients are given in Table 30.1; they may be related
to 6J coefficients using Eq. (30.8).

30.2 Matrix Elements of Tensor Products

As an illustration of the importance of the 6J coefficients, let us use them to evaluate
matrix elements of tensor products. Suppose we have a tensor that may be expressed as the
coupled product of two tensors

TKQ (kk ′) =
∑
q

TkqTk′,Q−q
〈
kqk ′(Q − q)

 KQ〉 . (30.9)

The reduced matrix element between states of good angular momentum is

〈J ||TK || J ′〉 =
∑
Q

√
2J + 1

〈
J ′ (M −Q) K Q

 J M〉 〈JM | TKQ



J ′(M −Q)
〉

=
∑
qQ

√
2J + 1

〈
J ′ (M −Q) K Q

 J M〉 〈k q k ′ (Q − q)

 K Q〉

× 〈JM | TkqTk′,Q−q 

J ′(M −Q)
〉

, (30.10)

where we may write

〈JM | TkqTk′,Q−q 

J ′(M−Q)
〉
=
∑
J′′
〈JM | Tkq



J ′′(M− q)
〉 〈

J ′′(M− q)

 Tk′,Q−q 

J ′(M − q)
〉

=
∑
J′′

〈
J ′′(M − q)kq

 JM〉 〈J ′(M −Q)k ′(Q − q)

 J ′′(M − q)

〉 〈J ||T k || J ′〉〈J ′′ ||T k′ || J ′〉.
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Inserting this into (30.10) and comparing with the definition of the Racah coefficient [see
Eqs. (30.5)–(30.8)] gives

〈J ||TK || J ′〉 =
∑
J′′

(−1)K−k−k
′√

2K + 1 W
(
J J ′kk ′; K J ′′

)
× 〈J ||T k || J ′′〉〈J ′′ ||T k′ || J ′〉. (30.11)

As another example, consider a matrix element
〈

j1 j2 J

Tkq (1)

 j ′1 j ′2 J ′
〉
, where the tensor

operator Tkq (1) operates only on the part of the system associated with the angular
momenta labeled by the subscript 1. The reduced matrix element is (Problem 30.5)

〈 j1 j2 J ||T k (1) || j ′1 j ′2 J ′〉 = (−1)J
′+k+j1+j2

√
(2J + 1)(2J ′ + 1)

×
{

j1 j ′1 k
J ′ J j2

}
〈 j1 ||T k (1) || j ′1〉δ j2 j′2 . (30.12)

Example 30.1 and Problem 30.3 illustrate using this formula.

Example 30.1 Using Eq. (30.12) to calculate the reduced matrix element of a spherical
harmonic between l–s coupled states gives

〈ls j || Y L || l ′s j ′〉 = (−1) j−1/2
√

(2L + 1)
4π(2l + 1)

√
(2 j ′ + 1)(2 j + 1)

{
j j ′ L
− 1

2
1
2 0

}
, (30.13)

as you are asked to show in Problem 30.6.

30.3 Recoupling of Four Angular Momenta

Four angular momenta may be coupled pairwise and then the pairs coupled to the total
angular momentum. There are several ways to do this. For example, one possibility is

j1 + j3 = j13 j2 + j4 = j24 j13 + j24 = J

and another is

j1 + j2 = j12 j3 + j4 = j34 j12 + j34 = J .

How are these choices related?

30.3.1 9J Coefficients

The unitary transformation connecting these different coupling schemes may be used to
introduce the 9J symbol (so called because it contains nine angular momenta j) through
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〈
( j1 j3)j13 ( j2 j4)j24 ; J

( j1 j2)j12 ( j3 j4)j34 ; J

〉 ≡ √(2 j13 + 1)

×
√

(2 j24 + 1)(2 j12 + 1)(2 j34 + 1)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
j1 j2 j12

j3 j4 j34

j13 j24 J

⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (30.14)

The 9J symbol in curly brackets exhibits a high degree of symmetry. An even permutation
of rows or columns, or a transposition of rows and columns, leaves the symbol invariant,
while an odd permutation of adjacent rows or columns multiplies a 9J symbol by a phase
(−1)p , where p =

∑
j ′s is a sum over all nine entries in the symbol. The 9J coefficients

can be expressed in terms of 3J symbols,⎧⎪⎪⎪⎨⎪⎪⎪⎩
j1 j2 j12

j3 j4 j34

j13 j24 J

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
∑

all m,M

(
j1 j2 j12

m1 m2 m12

) (
j3 j4 j34

m3 m4 m34

)

×
(

j13 j24 J
m13 m24 M

) (
j1 j3 j13

m1 m3 m13

)

×
(

j2 j4 j24

m2 m4 m24

) (
j12 j34 J

m12 m34 M

)
, (30.15)

or equivalently in terms of 6J symbols as⎧⎪⎪⎪⎨⎪⎪⎪⎩
j1 j2 j12

j3 j4 j34

j13 j24 J

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
∑
j

(−1)2j (2 j + 1)

{
j1 j3 j13

j24 J j

}

×
{

j2 j4 j24

j3 j j34

} {
j12 j34 J
j j1 j2

}
. (30.16)

30.3.2 Transformation Between L–S and J–J Coupling

An important use of 9J coefficients occurs in the transformation between L–S and J–J
coupling in atomic or nuclear physics. In particular, we have

|(l1l2)L(s1s2)S; JM〉 =
∑
j1 j2

√
(2S + 1)(2L + 1)

×
√

(2 j1 + 1)(2 j2 + 1)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
l1 l2 L
s1 s2 S
j1 j2 J

⎫⎪⎪⎪⎬⎪⎪⎪⎭ |(l1s1) j1(l2s2) j2; JM〉 (30.17)

and the inverse relation

|(l1s1) j1(l2s2) j2; JM〉 =
∑
LS

√
(2S + 1)(2L + 1)

×
√

(2 j1 + 1)(2 j2 + 1)

⎧⎪⎪⎪⎨⎪⎪⎪⎩
s1 l1 j1

s2 l2 j2

S L J

⎫⎪⎪⎪⎬⎪⎪⎪⎭ |(l1l2)L(s1s2)S; JM〉 (30.18)

for such transformations.
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30.3.3 Matrix Element of an Independent Tensor Product

Another important case in which the 9J symbol appears is in the reduced matrix element
of a tensor product operator when each of the product tensors operates on a separate part
of the system. For a coupled tensor

TKQ (k1k2) =
∑
q1q2

〈k1q1k2q2 | KQ〉 Rk1q1 (1)Sk2q2 (2), (30.19)

the matrix elements are

〈 j1 j2 JM | TKQ (k1k2) 

 j ′1 j ′2 J ′(M −Q)
〉
=
∑
m1m2

∑
m′1m

′
2

∑
q1q2

〈 j1 m1 j2 m2 | J M〉

× 〈 j ′1m′1 j ′2m′2

 J ′(M −Q)
〉 〈k1q1k2q2 | KQ〉

× 〈 j1 JM | Rk1q1 (1) 

 j ′1 J ′(M −Q)
〉 〈 j2 JM | Sk2q2 (2) 

 j ′2 J ′(M −Q)

〉
.

Introducing reduced matrix elements on both sides by the Wigner–Eckart theorem gives an
expression that involves a sum over a product of six Clebsch–Gordan coefficients, which
may be replaced by a 9J symbol to give

〈 j1 j2 J ||TK (k1k2) || j ′1 j ′2 J ′〉 =
√

(2J ′ + 1)(2K + 1)(2 j1 + 1)(2 j2 + 1)

×
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

J J ′ K
j1 j ′1 k1

j2 j ′2 k2

⎫⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎭
〈 j1 || Rk1 (1) || j ′1〉〈 j2 || Sk2 (2) || j ′2〉, (30.20)

as the final result.

30.3.4 Matrix Element of a Scalar Product

A 9J symbol is proportional to a 6J symbol if one of the angular momentum arguments is
zero. For example,

⎧⎪⎪⎪⎨⎪⎪⎪⎩
a b c
d e f
g h 0

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
(−1)b+d+g+c√

(2c + 1)(2g + 1)

{
a b c
e d g

}
δc f δgh, (30.21)

and a 9J symbol with a zero in some other position can be evaluated from this expression
using the symmetries of the 9J coefficients given in Section 30.3.1. There are two
important cases for which the expression (30.20) reduces to one with a 6J symbol. (1) If
either R or S is a scalar (k1 or k2 is zero), we recover the previous example of a tensor
operating on only one part of a system. (2) If the operator is a scalar product,

Rk · Sk ≡ (−1)k
√

2k + 1 T00(kk) =
∑
q

(−1)qRkqSk−q , (30.22)
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then K = 0 and

〈 j1 j2 J || Rk (1) · Sk (2) || j ′1 j ′2 J ′〉 = (−1) j
′
1+j2+JδJJ′

√
2J + 1

×
{

j1 j ′1 k
j ′2 j2 J

}
〈 j1 || Rk || j ′1〉〈 j2 || Sk || j ′2〉. (30.23)

For example, from Eq. (30.23) the matrix element of a spin–orbit operator l · s between
coupled angular momentum states |ls j〉 is [29]

〈ls j | l · s 

l ′s′ j ′〉 = δss′δll′δ j j′ (−1) j−l−s
√

l (l + 1)s(s + 1)(2l + 1)(2s + 1) W (llss; 1 j)

=
1
2

[ j ( j + 1) − l (l + 1) − s(s + 1)] .

In this particular case it would be easier and faster to use the vector-coupling model and
evaluate the matrix elements of 2 l · s = j2 − l2 − s2, but the tensor method discussed here
is more general and therefore more flexible in application to complex problems.

Background and Further Reading

Tensor operators for SO(3) and the associated angular momentum algebra are discussed
extensively in Brink and Satchler [29], deShalit and Feshbach [48], Edmonds [51], Rose
[173], Varshalovich, Moskalev, and Khersonskii [201], and Wybourne [224].

Problems

30.1 Prove that for 6J symbols{
a b c
d e 0

}
=

(−1)a+b+c
√

(2a + 1)(2b + 1)
δaeδbd .

Note that since the 6J symbol is invariant under interchange of columns or the
interchange of upper and lower arguments in any two columns, this formula can
be used to evaluate 6J coefficients with a zero in any position. Hint: A 6J
recoupling coefficient can be expressed in terms of sums over products of 3J
coefficients [48],{

j1 j2 j3

�1 �2 �3

}
=
∑

(−1)−l3−j3−j1−j2−�1−�2−m1−m′1

×
(

j1 j2 j3

m1 m2 −m3

) (
�1 �2 j3

m′1 m′2 m3

) (
j2 �1 �3

m2 m′1 −m′3

) (
�2 j1 �3
m′2 m1 m′3

)
,

where the sum is over all m and m′.
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30.2 Prove that ⎧⎪⎪⎪⎨⎪⎪⎪⎩
j1 j2 J
j ′1 j ′2 J ′

k k ′ 0

⎫⎪⎪⎪⎬⎪⎪⎪⎭ =
(−1) j2+j

′
1+k+J

√
(2J + 1)(2k + 1)

{
j1 j2 J
j ′2 j ′1 k

}
δkk′δJJ′ .

Hint: Use the results of Problem 30.1.

30.3 For orbital angular momentum L, spin angular momentum S, total angular momen-
tum J, and projection M of the total angular momentum, use the Wigner–Eckart
theorem to express 〈LSJM | Lz + 2Sz |LSJM〉 in terms of reduced matrix elements.
Evaluate the reduced matrix elements to show that 〈LSJM | Lz +2Sz |LSJM〉 = Mg,
where the Landé g-factor is

g ≡ 1 +
J (J + 1) + S(S + 1) − L(L + 1)

2J (J + 1)
.

Hint: Consult Example 6.9, and note that L operates only on the orbital part and S
only on the spin part of the wavefunction, so Eq. (30.12) is appropriate. ***

30.4 Two-body matrix elements for particles moving in central potentials are important
in many areas of physics. These typically involve the matrix elements of Legendre
polynomials, which can be written using the spherical harmonic addition theorem as

Pk (cos θ12) =
4π

2k + 1

∑
q

Y ∗kq (θ1,φ1)Ykq (θ2,φ2) ≡ C (1)
k
· C (2)

k
.

Calculate the reduced matrix element 〈l1l2L || Ck (1) · Ck (2) || l ′1l ′2L′〉.

30.5 Evaluate the matrix element 〈 j1 j2 J | Tkq (1) 


 j ′1 j ′2 J ′
〉
, where the tensor operator Tkq (1)

operates only on the part of the system associated with the angular momenta labeled
by the subscript 1, to obtain Eq. (30.12). ***

30.6 Use Eq. (30.12) to evaluate the reduced matrix element of a spherical harmonic
between states that are l–s coupled to good total angular momentum j; thus obtain
Eq. (30.13). Hint: The reduced matrix element of a spherical harmonic 〈l | Y L |l ′〉
between states of good l was evaluated previously in Eq. (6.74). ***

30.7 Find the reduced matrix element 〈 j1 j2 J || J1 · J2 || j ′1 j ′2 J〉 where J = j1+ j2 = j ′1+ j ′2
and where J1 and J2 are angular momentum operators operating on the indices 1 and
2, respectively, with 〈J || J || J ′〉 = δJJ′ .

30.8 Use tensor methods to evaluate the reduced matrix element of the spin–orbit
interaction 〈J || l · s || J ′〉 between states of good angular momentum J = l + s.



31 Nuclear Fermion Dynamical Symmetry

Dynamical symmetry applied to nuclear structure physics has a long history tracing back
to Wigner supermultiplet theory, SU(2) quasispin models, and the Elliott SU(3) model
described in Ch. 10. These models have had broad conceptual influence but more limited
practical application in the full context of nuclear structure physics because the conditions
for their application are realized only in some nuclei. In this chapter we introduce more
modern applications of dynamical symmetry to nuclear structure that use the properties
of Lie algebras and Lie groups to describe the systematics of nuclear structure across the
full range of nuclear species. Our primary emphasis will be on the Fermion Dynamical
Symmetry Model (FDSM), which represents a truncation of the full Hilbert space of the
nuclear structure problem to a collective subspace where emergent states live by using the
principles of dynamical symmetry outlined in Ch. 20. The methods to be discussed here
are based generally on the nuclear shell model, which was introduced in Fig. 10.1 and is
illustrated more completely in Fig. 31.1 and Box 31.1. The central thesis of the FDSM is
that collective modes can be described efficiently in a basis of shell model fermion pairs
coupled to angular momentum zero (S pairs) and angular momentum two (D pairs). The
FDSM is an ambitious extension of the Ginocchio model, so we begin there.

31.1 The Ginocchio Model

Ginocchio [74] introduced a model where the total angular momentum j of a shell model
particle is decomposed into a pseudo-orbital angular momentum k , where k = |k | is
integer, and a pseudospin angular momentum i, where i = | i | is half-integer,

j = k + i. (31.1)

The single-nucleon creation operator b†
kmk imi

in the k–i scheme is then related to the usual
shell model nucleon creation operator by,1

a†jm =
∑

mi ,mk

〈k mk i mi | j m〉 b†
kmk imi

, (31.2)

where 〈k mk i mi | j m〉 is a Clebsch–Gordan coefficient.

1 Clebsch–Gordan coefficients are elements of a unitary transformation so Eq. (31.2) does not change any
physics. However, it suggests new ways to approximate and solve the interacting many-fermion problem.

543
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Fig. 31.1 The nuclear shell model. Energy levels labeled “Spatial potential” correspond to those in the realistic potential of
Fig. 10.1(a). Energy levels labeled “Plus spin–orbit” correspond to splitting of orbital degeneracies by spin–orbit
coupling. Numbers on the right give “magic numbers” corresponding to shell-gap closures. Since neutron and
proton single-particle potentials differ due to issues like Coulomb interaction between protons, separate shell
structures for neutrons and protons are typically used except in the lightest nuclei.

Dynamical Symmetry of the k–i Coupling Scheme: There are two alternatives for
constructing S and D fermion pairs that lead to a dynamical symmetry group structure [74].

• The k-active scheme: choose k = 1 and couple i to zero for the pair.
• The i-active scheme: choose i = 3

2 and couple k to zero for the pair.

These schemes, along with the J = 0 pairing scheme implemented in quasispin models
(see Problem 31.1) that will be discussed further below, are illustrated in Fig. 31.2. Com-
mutation of the single-particle and two-particle creation and annihilation operators
closes an SO(8) Lie algebra for the i-active scheme and an Sp(6) Lie algebra for the
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Box 31.1 The Nuclear Shell Model

The starting point for most dynamical symmetry applications in nuclear structure physics is the nuclear shell
model, which is a mean-field, single-particle description that is illustrated in Fig. 10.1 for the first few shells,
and is extended to shells for heavier nuclei in Fig. 31.1.

Normal-Parity and Abnormal-Parity Orbitals

An important characteristic of nuclear shells is that for heavier nuclei a given shell contains several normal-
parity orbitals all of the same parity, and a single abnormal-parity orbital of opposite parity that has been
lowered in energy by spin–orbit interaction from the shell above (it is sometimes called the intruder level).

Example: In Fig. 31.1 the shell lying between magic numbers 82 and 126 contains five odd-
parity orbitals that arise from the N = 5 oscillator shell, and one even-parity i13/2 orbital that
arises in the N = 6 oscillator shell but has been lowered strongly in energy by the spin–orbit
interaction.

Collective emergent states correspond to strongly mixed shell model orbitals. For heavier nuclei this mixing
is essentially different for normal-parity and abnormal-parity orbitals within a shell: there are multiple
normal-parity orbitals that can mix strongly, but only one abnormal-parity orbital, which cannot mix easily
because it has been shifted in energy from its like-parity siblings by the spin–orbit interaction. Thus, to first
approximation we expect normal-parity orbitals within a shell to be able to hybridize into highly collective
configurations, but the single abnormal-parity orbital will be largely unmixed and retain its shell model
character.

Truncation of the Shell Model Space

Shell model spaces for complex nuclei are huge, so solutions require truncation to a more manageable
subspace. We are particularly interested in truncations to a collective subspace that separates out the part
of the Hilbert space primarily responsible for (collective) emergent modes. Typical truncation schemes use
energy as a criterion, retaining only lower-energy single-particle states in the basis. In this chapter we explore
an alternative truncation in terms of dynamical symmetries.

k-active scheme, with the subgroup chains (dynamical symmetries) illustrated in Fig. 31.3.
These dynamical symmetries will be explained in more detail below.

Dynamical Symmetry Truncation of Hilbert Space: If a Hamiltonian is constructed from
rotationally invariant [SO(3) scalar] combinations of the SO(8) and Sp(6) generators,
the (S, D) subspace of angular momentum J = 0 and J = 2 fermion pairs is decoupled
from the remainder of the shell model space, thus implementing by group-theoretical
means the collective subspace truncation illustrated schematically in Fig. 20.1(a). This
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(a) k-active coupling

j1
k1 k2

j2

J = k1 + k2

i1 i2

(c) J = 0 coupling

j1 j2

J = 0

(b) i-active coupling

j1
i1 i2

j2

J = i1 + i2

k1 k2

Fig. 31.2 The (a) k-active and (b) i-active coupling schemes of the Ginocchio model, and (c) the J = 0 coupling scheme of a
quasispin pairing model.

SO(8) SO(6) SO(5)

SO(7)

SO(3)

SO(5) 	 SU(2)

Sp(6) SO(3)

SU(2) 	 SO(3)

SU(3)

(a) SO(8) dynamical symmetry (b) Sp(6) dynamical symmetry

Fig. 31.3 Dynamical symmetries of the Ginocchio model that end in the SO(3) group representing conservation of angular
momentum. (a) The three SO(8) subgroup chains corresponding to i-active coupling. (b) The two Sp(6) subgroup
chains corresponding to k-active coupling.

truncation and decoupling is the basis for the dynamical symmetry models discussed in
this chapter.

31.2 The Fermion Dynamical Symmetry Model

The Fermion Dynamical Symmetry Model (FDSM) [215, 216] is a theoretical framework
for nuclear structure physics that has been described in an extensive review [218]. The
overall model is rather technical since it is shaped by specialized knowledge from nuclear
structure physics. In particular, the equations are complicated by the angular momentum
algebra (Chs. 6 and 30) that is required because nuclear physics experiments often measure
states of good angular momentum. In this discussion we shall provide a high-level
overview of the FDSM as an illustration of the dynamical symmetry approach that was
introduced in Ch. 20. This overview will emphasize the role of Lie algebras, Lie groups,
and fermion dynamical symmetry in the physical description of nuclei, while omitting
many of the more technical details (which the interested reader may find in the review
[218] and references cited there).
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31.2.1 Dynamical Symmetry Generators

The Fermion Dynamical Symmetry Model may be viewed as an extension of the Ginocchio
model described in Section 31.1 that

1. provides a firm basis for relating the Ginocchio model to the nuclear shell model,
2. establishes a framework enabling extensive comparisons with data, and
3. cures some issues (both real and imagined) that were thought originally to restrict the

utility of the Ginocchio model.

For the physical reasons discussed in Box 31.1, the FDSM adopts the k–i coupling scheme
of the Ginocchio model illustrated in Fig. 31.2(a,b) for the normal-parity orbitals of nuclear
shells, but employs the J = 0 pair coupling scheme of Fig. 31.2(c) for abnormal-parity
orbitals. In the k–i basis the FDSM generators associated with normal-parity orbitals are

S† =

√
Ωki

2
[
b†
ki

b†
ki

]00

00
(any k, i), (31.3a)

D†μ =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

√
Ω1i

2
[
b†1ib

†
1i

]20

μ0
(k-active),√

Ωk3/2

2
[
b†
k3/2b†

k3/2

]02

0μ
(i-active),

(31.3b)

Pr
μ =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

√
Ω1i

2
[
b†1i b̃1i

]r0

μ0
(k-active, r = 0, 1, 2),√

Ωk3/2

2
[
b†
k3/2b̃

k3/2

]0r

0μ
(i-active, r = 0, 1, 2, 3),

(31.3c)

where the corresponding pair annihilation operators are S = (S†)† and D = (D†)†, and

Ωki ≡
1
2

(2k + 1)(2i + 1) b̃kmk imi ≡ (−1)k−mk+i−mi bkmk imi , (31.4)

where Ωki is the pair degeneracy and where a notation like [b†
ki

b̃
ki

]KI
mKmI

means that the
k values are angular momentum coupled to total (K , mK ) and the i values are angular
momentum coupled to total (I, mI ), using Clebsch–Gordan coefficients or 3J symbols.

For the abnormal-parity orbitals the collective degrees of freedom are assumed to be
dominated by monopole pairing in light of the arguments in Box 31.1, implying the
quasispin SU(2) symmetry explored in Problems 31.1 through 31.6, with generators

S† =

√
Ωj0

2
[
a†j0a†j0

]0

0
S = (S†)† S0 =

n0 −Ωj0

2
, (31.5)

where the number of particles in the abnormal-parity orbital n0 is given by

n0 = 2
√
Ωj0

2
[
a†j0ã j0

]0

0
. (31.6)

We shall use the italicized symbol SU (2) to denote this quasispin symmetry group for
the abnormal-parity orbitals, to distinguish it from SU(2) symmetries for normal-parity
orbitals.
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SO(5) ´´
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Fig. 31.4 The five primary dynamical symmetry subgroup chains of the FDSM. Italicized SU(2) symbols denote quasispin
symmetry for abnormal-parity orbitals. For brevity the left pattern will be termed the SO(8) symmetry and the
right pattern the Sp(6) symmetry.

31.2.2 The FDSM Dynamical Symmetries

In Eq. (31.3b) the index μ can take five values and in Eq. (31.3c) it can take 2r + 1 values.
Thus from Eqs. (31.3) there are 21 generators for k-active coupling,

GSp(6) = {S, S†, Dμ, D†μ, P0, P1
μ, P2

μ},

and commutation of these generators closes an Sp(6) Lie algebra. Likewise, in Eqs. (31.3)
there are 28 generators for i-active coupling,

GSO(8) = {S, S†, Dμ, D†μ, P0, P1
μ, P2

μ, P3
μ},

and commutation of these generators closes an SO(8) Lie algebra [218].2 The FDSM
dynamical symmetry subgroup chains that describe the low-energy nuclear structure of
heavy nuclei are displayed in Fig. 31.4. These are basically the Ginocchio chains of
Fig. 31.3, but modified to account consistently for the role of normal-parity and abnormal-
parity orbitals in the nuclear shell model. All subgroup chains end in the group SO(3)
corresponding to conservation of angular momentum.

Utilizing the microscopic dynamical symmetry methods introduced in Ch. 20, physical
matrix elements may be determined for the FDSM dynamical symmetry chains of Fig. 31.4
and these may be used to attach physical interpretations to the dynamical symmetries. As
is common in nuclear structure physics, the physical nature of collective states will often
be expressed in the geometrical language of rotors and vibrators. Of the five dynamical
symmetry chains sketched in Fig. 31.4, two have the character of collective rotational
states, two have the character of collective vibrations, and one has the character of a critical
transitional symmetry. Let us describe them briefly.

The SU(3) Axially Symmetric Rotor: The Sp(6) ⊃ SU(3) dynamical symmetry limit has
the matrix elements and character of a collective, axially symmetric rotor.

The SO(6) γ-Soft Rotor: The SO(8) ⊃ SO(6) dynamical symmetry limit has matrix
elements suggesting an interpretation as a rotor, but one soft against deviations from axial
symmetry. In nuclear physics this is known as a γ-soft rotor.

2 In the table of classical Lie algebras given in Appendix D, the Sp(6) algebra corresponds to Sp(2L) with L = 3
and the SO(8) algebra corresponds to SO(2L) with L = 4.
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The SU(2) Spherical Vibrator: The Sp(6) ⊃ SU(2) × SO(3) dynamical symmetry has the
matrix elements of a spherically symmetric vibrational state.

The SO(5) Spherical Vibrator: The SO(8) ⊃ SO(5) × SU(2) dynamical symmetry has the
characteristics of a spherical vibrator, but with differences in microscopic detail relative to
the SU(2) spherical vibrator.

The SO(7) Critical Dynamical Symmetry: The SO(8) ⊃ SO(7) dynamical symmetry is
a kind of soft vibrator, but with very unusual properties. Historically it was the first
discovered example of the critical dynamical symmetries discussed in Box 20.3.3

31.2.3 FDSM Irreducible Representations

Many techniques introduced in earlier chapters may be used to determine the FDSM
irrep structure, in particular the method of Young diagrams as illustrated for the Elliott
SU(3) model in Section 10.3. Once the irreps are constructed, general dynamical symmetry
methods may be used to deduce matrix elements of physical relevance. This topic is
considered in much more depth in the review [218], but here we will illustrate with a few
examples for the Sp(6) ⊃ U(3) ⊃ SU(3) dynamical symmetry. Let us assume n1 valence
fermions, corresponding to N1 =

1
2 n1 fermion pairs, participating in the SU(3) dynamical

symmetry.

Allowed Partitions: The states and quantum numbers may be obtained from the allowed
partitions [h1, h2, h3] of U(3) Young diagrams with symmetric pairs as building blocks,
where h1 + h2 + h3 = n1 = 2N1 is the number of particles participating in the SU(3)
symmetry, hi (i = 1, 2, 3) is the number of boxes in row i of the diagram, and h1 ≥ h2 ≥ h3.
Each valid Young diagram then is an SU(3) irrep with SU(3) quantum numbers (λ, μ),

λ ≡ h1 − h2 μ ≡ h2 − h3. (31.7)

The allowed values of the SU(3) quantum numbers are4

(λ, μ) =

⎧⎪⎪⎪⎨⎪⎪⎪⎩
(2N1, 0), (2N1 − 4, 2), . . . , (0, N1) or (2, 2N1 − 1)

(2N1 − 6, 0), (2N1 − 10, 2), . . . , (0, N1 − 3) or (2, 2N1 − 4)

(2N1 − 12, 0), (2N1 − 16, 2), . . . , (0, N1 − 6) or (2, 2N1 − 7), . . .
(31.8)

and for a given SU(3) irrep the possible angular momenta J are given by

J =
⎧⎪⎨⎪⎩

Km, Km − 2, Km − 4, . . . , 0 or 1 (κ = 0),
κ, κ + 1, κ + 2, . . . , κ + Km (κ � 0),

(31.9)

3 The SO(7) dynamical symmetry was proposed as a new nuclear collective mode by the FDSM and a survey
of nuclear data gave compelling evidence for modes with the predicted properties [35]. The quantum critical
nature of the SO(7) phase was then elucidated in FDSM coherent state calculations [229, 230], and later work
in various fields found additional examples of critical dynamical symmetries, as summarized in Box 20.3.

4 The sequences in Eqs. (31.8)–(31.10) are understood to terminate if a quantity becomes negative.
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where we define

K0 ≡ min(λ, μ) Km ≡ max(λ, μ) κ = K0, K0 − 2, K0 − 4, . . . , 0 or 1 (31.10)

and there are 2J + 1 values of M for each J.

Eigenstates and Spectrum: An irreducible basis for states with N1 unbroken pairs in the
SU(3) dynamical symmetry chain may be denoted by 


N1(λμ)κJM

〉
, where (λμ) labels

SU(3) irreps according to Eq. (31.8), κ is is defined in Eq. (31.10), J is the total angular
momentum of the state, and M labels the 2J+1 projection quantum numbers corresponding
to J. Assuming a minimal spherically symmetric Hamiltonian the eigenvalues are

E
(
N1(λμ)κJ

)
= E0(N1) − βC(λ, μ) + αJ (J + 1), (31.11)

where we take E0 to be constant, α and β depend on the effective interactions, and

C(λ, μ) = 2Csu(3)(λ, μ) = λ2 + μ2 + λμ + 3λ + 3μ, (31.12)

with Csu(3) the quadratic SU(3) Casimir operator.

Example 31.1 Spectra for SU(3) irreps corresponding to N1 = 4 pairs (8 fermions) are
illustrated in Fig. 31.5, where Eqs. (31.7)–(31.12) were used. You are asked to work these
out in Problem 31.7. The spectral pattern of Fig. 31.5 is common in many heavy nuclei and
the FDSM accounts quantitatively for low-lying spectra in such nuclei.

General Matrix Elements: Once the representation structure and spectrum have been
determined, standard dynamical symmetry methods may be used to calculate both diagonal
and non-diagonal matrix elements for more general physical observables within the SU(3)
dynamical symmetry basis 


N1(λμ)κJM

〉
. For example, the reduced electric quadrupole

transition rates B(E2) for transitions between the states of the irrep (2N1, 0) of Eq. (31.8)
and Fig. 31.5 (which may be measured in γ-ray spectroscopy experiments) are given
by [218]

B(E2, J + 2→ J) =
3
4

C2 (J + 1)(J + 2)
(2J + 3)(2J + 5)

(n1 − J)(n1 + J + 3), (31.13)

where the single parameter C depends on the effective charge for electromagnetic
transitions and may be determined empirically for a given set of nuclei. The result (31.13)
can be obtained analytically because the quadrupole operator in the matrix element that
must be evaluated is a generator of SU(3). This is expected to be a common feature
of dynamical symmetries. If the transition were not caused by an operator that is a
generator of SU(3), the transition would take us out of an SU(3) multiplet and break the
symmetry.
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Fig. 31.5 Spectrum resulting from the eigenvalues (31.11) for some FDSM SU(3) irreducible representations for 8 fermions
labeled by Young diagrams, U(3) partitions [h1, h2, h3], SU(3) quantum numbers (λ, μ), and Casimir energy
C(λ, μ) [218]. States in the spectrum are labeled by angular momentum J and have energy αJ(J + 1) relative to
the bandhead (these energies are displayed for the [800] band).

A dynamical symmetry implies an irrep structure and diagonal matrix elements
like an energy spectrum, but it also implies that transition operators must
be proportional to group generators if the symmetry is not to be broken by
dynamics.

This implies that both diagonal and non-diagonal matrix elements for a dynamical
symmetry may be evaluated analytically using the group properties.

31.2.4 Quantitative FDSM Calculations

The FDSM leads to a systematic global classification of nuclear structure, but also accounts
quantitatively for experimental quantities. Many examples are summarized in the review
[218] and references cited there. Here we restrict discussion to a few representative cases.

Electric Quadrupole Transition Rates: A quantitative description of electric quadrupole
transition rates in heavy rare earth nuclei is illustrated in Fig. 31.6. The dashed curves are
a bosonic approximation that neglects the influence of the Pauli principle on the structure
of collective states. The bosonic approximation is good only for a small number of valence
particles, which minimizes the Pauli effect. Near the middle of the shells (dashed vertical
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Fig. 31.6 Reduced electric quadrupole transition rates B(E2, 0+ → 2+) for ground state rotational bands in 29 rare earth
isotopes [217]. Units are e2b2, where e is the charge unit and b (barns)= 10−24 cm. Dots are data, solid curves are
FDSM calculations, and dashed curves are a bosonic approximation neglecting the Pauli principle. Midshell for
neutron pairs is indicated by the vertical dashed line. There is a single adjustable parameter: the same
electromagnetic coupling strength C2 in Eq. (31.13) applied to all 29 isotopes.

line in Fig. 31.6) the data and the FDSM calculations exhibit a strong suppression reflecting
the competition between the correlations, which would increase quadrupole collectivity,
and the Pauli effect, which blocks occupation of some orbitals that would otherwise lead
to optimal quadrupole correlation.

This essential tension between occupation of states that would enhance correlation and
Pauli blocking of those orbitals is a fundamental property of strongly correlated fermionic
states termed the dynamical Pauli effect [60, 92]. It manifests itself in the Pauli blocking of
FDSM SU(3) irreducible representations that would be permitted to contribute in a bosonic
approximation. Hence, the bosonic approximation predicts that for SU(3) symmetry
optimal collectivity would occur near half filling of the valence neutron shell, whereas the
FDSM predicts maximum SU(3) collectivity near ∼ 1

3 shell filling and a local minimum
in the collective quadrupole strength near midshell because of the SU(3) dynamical Pauli
effect. It is obvious from Fig. 31.6 that the data support the FDSM prediction, confirming
the role of the SU(3) dynamical Pauli effect in fermionic collective states.5

5 Suppression of collectivity by the Pauli principle depends on the dynamical symmetry (physical nature of the
collective mode). For the SO(6) fermion dynamical symmetry maximum quadrupole collectivity is predicted
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Fig. 31.7 Spectrum corresponding to coupled rotations of neutrons and protons in 168Er. Symbols indicate numerical
Projected Shell Model calculations [188, 189], with states labeled by spin J and projection K. Curves are analytical
FDSM results labeled by SU(3) quantum numbers (λ, μ). Many states are degenerate, as indicated explicitly for
the (40, 4) band. Reproduced with permission from APS: Physical Review Letters, Scissors-Mode Vibrations and the
Emergence of SU(3) Symmetry from the Projected Deformed Mean Field, Y. Sun, C.-L. Wu, K. Bhatt, M. W. Guidry,
and D. H. Feng, 80, 672 (1998). Copyright (1998) by the American Physical Society.

Numerical Corroboration of Emergent FDSM Symmetries: Figure 31.7 displays evi-
dence from a numerical solution of the Projected Shell Model (PSM) [105] for the

to occur at midshell, as supported by data. The reason for the difference between the SU(3) and SO(6) fermion
dynamical symmetries is that they have different irreducible representation structure so the Pauli effect acts
differently on them in collective states. This is discussed more extensively in Refs. [60, 92, 218].
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Fig. 31.8 Wavefunction amplitudes for numerical PSM and analytical SU(3) calculations [189]. Points are PSM results and
curves are FDSM results. Reproduced with permission from Elsevier: Nuclear Physics, SU(3) symmetry and scissors
mode vibrations in nuclei, Y. Sun, C.-L Wu, K. Bhatt, and M. W. Guidry, A703, 130 (2002). Copyright Elsevier (2002).

existence of effective FDSM SU(3) symmetries in heavy nuclei. The regular pattern
of bands up to 20 MeV of excitation and 12� in spin found in PSM calculations and
the agreement of these hundreds of states with the analytical FDSM predictions is
remarkable. The PSM result is a numerical diagonalization that knows nothing of SU(3)
symmetry. Conversely, the analytical SU(3) calculation knows nothing of the numerical
details corresponding to the PSM calculation; it asserts only that the complicated PSM
numerical manipulations should conspire to produce an emergent state described by SU(3)
symmetry in which the complex quasiparticle interactions are absorbed into a few effective
interaction parameters and the resulting state is described by a simple spectrum and pattern
of physical matrix elements, as observed. That this is not just a remarkably fortuitous
accident is supported by Fig. 31.8, which compares wavefunctions for the numerical PSM
calculation and an SU(3) dynamical symmetry calculation. The agreement between SU(3)
and PSM calculations confirms that indeed a collective SU(3) symmetry consistent with
the predictions of the FDSM has emerged from the purely numerical PSM calculations.

31.3 The Interacting Boson Model

The Interacting Boson Model (IBM) [116] is an approach similar in spirit to the
FDSM. This largely phenomenological model pioneered the systematic use of dynamical
symmetry to describe nuclear rotational and vibrational states, but assumed nuclear states
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to be described by pairs of nucleons obeying bosonic rather than fermionic statistics.
Of course matter is composed of fermions, not bosons, but often correlations between
fermions lead to collective states that can be approximated by interacting bosons. We have
in fact seen evidence earlier of exactly when such an approximation is expected to be
valid: if available fermionic states are only sparsely populated, the Pauli principle is less
important and the distinction between fermions and bosons is minimized. As illustrated in
Fig. 31.6, for small numbers of valence particles the FDSM calculation (solid curves) and
the bosonic approximation neglecting Pauli effects (dashed curves) agree well with each
other and with data. However, as valence spaces acquire increasing fermionic population
the bosonic approximation diverges rapidly from the FDSM calculation and from data in
Fig. 31.6.

Fermionic dynamical symmetries have a broader range of applicability than bosonic
dynamical symmetries, and at a general level interacting bosons are the limit of interacting
fermions if the Pauli principle is ignored. Thus we will not dwell on bosonic dynamical
symmetries here but note that many dynamical symmetry concepts and group-theoretical
techniques employed here for fermionic systems were developed originally within the
context of bosonic systems, and that the IBM and FDSM are expected to give similar
results for applications where the Pauli effect is of minimal importance. Readers interested
in bosonic dynamical symmetries are referred to the prolific literature on the subject,
starting with [116] and references therein.

Background and Further Reading

The Fermion Dynamical Symmetry Model is discussed in depth by Wu, Feng, and Guidry
[218]. A complete introduction to the Interacting Boson Model may found in Iachello
and Arima [116]. The relationship of the boson approximation to fermion dynamical
symmetries is discussed in Ref. [218].

Problems

31.1 Shell models are important in various fields of physics. Consider a shell of fermions
consisting of (2 j + 1) degenerate levels of angular momentum j, with each level
labeled by a projection quantum number m (this is often called a “single j-shell
model”). Define the fermion operators for a fixed angular momentum j as

s(m)
+ = a†ma†−m s(m)

− = a−m am s(m)
0 =

1
2

(a†mam + a†−ma−m − 1),

where a†m and am are the usual fermion creation and annihilation operators,
respectively, obeying anticommutation relations of the form (3.23). Show that these
operators (called quasispin or pseudospin operators) close under

[ s(m)
+ , s(m)

− ] = 2s(m)
0 [ s(m)

0 , s(m)
± ] = ±s(m)

± ,
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which is the SU(2) commutator algebra. Quasispin models are of physical relevance
for fermion shells exhibiting a strong tendency for pairs of particles to couple to
zero total angular momentum. Such models and their generalizations have found
substantial application in nuclear, atomic, and condensed matter physics. ***

31.2 For the quasispin model of Problem 31.1, find the eigenvalues of s(m)
0 for the levels

labeled by m. Show that the system has a total quasispin S that is the vector sum of
quasispins for each level m, which is the mathematical analog of total spin.

31.3 Show that for a Hamiltonian of the form

H = −G
∑

m,m′>0
a†m′a

†
−m′a−mam ,

the energy eigenvalues for the quasispin model of Problem 31.1 are given by

E = G

(
S(S + 1) +

1
4

(N −Ω)2 +
1
2

(N −Ω)

)
,

where N is half the particle number, Ω = 1
2 (2 j + 1) is half the shell degeneracy, and

S(S + 1) is the eigenvalue of the operator

S2 =
1
2

∑
m>0

(
s(m)
+ s(m)

− + s(m)
− s(m)

+ + s(m)
0 s(m)

0

)
,

corresponding to the total quasispin. ***

31.4 Seniority quantum numbers typically measure how many fermions are in some sense
“not paired” with another fermion. For the quasispin model of Problem 31.3, define
the Racah seniority ν through

S =
1
2

(Ω − ν) ν =
⎧⎪⎨⎪⎩ 0, 2, 4, . . . , N (for N even)

1, 3, 5, . . . , N (for N odd).

Show that (i) the absolute value of the energy depends on N and ν but the spectrum
for fixed N is a function only of ν (degenerate in all other quantum numbers); (ii) the
ground state corresponds to having all the “quasispins” aligned if G is positive and
this is a ν = 0 state; (iii) for an even number of particles the first excited state is
ν = 2, and its energy is independent of the number of particles. ***

31.5 Consider a system described by the quasispin model of Problem 31.3 for G > 0
with two identical fermions in a single j-shell. Show that the allowed seniorities are
ν = 0, 2, the allowed angular momenta are J = 0, 2, . . . , 2 j − 1, and that

ν = 2 J = 2, 4, . . . , 2 j − 1
ν = 0 J = 0

is the schematic form of the spectrum.

31.6 Prove that the binding energy of the ground state for the quasispin model in
Problem 31.3 is linear in the number of pairs of particles N for small N .

31.7 Use Eqs. (31.7)–(31.12) to verify the irreducible representations, quantum numbers,
and spectrum of Fig. 31.5. ***



32 Superconductivity and Superfluidity

This chapter considers some applications of Lie algebras, dynamical symmetries, and gen-
eralized coherent states to superconductivity (SC) and superfluidity (SF) in various many-
body systems. The theory of conventional SC is based on the Bardeen–Cooper–Schrieffer
or BCS formalism [18] and its improvements. In recent decades many unconventional
superconductors have been discovered, with properties such as anomalously high SC
transition temperatures that confound BCS expectations. We shall illustrate that dynamical
symmetries can unify descriptions of conventional and unconventional superconductivity
and superfluidity across many fields, and that such a symmetry based theory can give
quantitative descriptions rivaling those of more conventional methods within those fields.

32.1 Conventional Superconductors

A Fermi liquid is a set of interacting fermions that can be transformed into non-interacting
effective fermions in a series of small steps (Box 32.1). The final fermions, which may be
greatly modified from the original fermions but still obey fermionic statistics, are termed
quasiparticles (Section 22.4.2). The traditional view of superconductivity is based on the
Cooper instability of a Fermi liquid, described in Box 32.2. The simple Cooper model
illustrates the instability that leads to formation of conventional SC, but a superconducting
state is a collective state involving many fermions. A many-body state exhibiting the
physics of Cooper pairing is described by the BCS wavefunction of Eq. (22.24),

|ΨBCS〉 =
∏
k

(u
k
+ v

k
c†
k↑c

†
−k↓) |0〉 , (32.1)

which is a coherent superposition of singlet (spin-0) Cooper-like pairs. We shall consider a
conventional superconductor to be one described approximately by the BCS wavefunction
(32.1). Unconventional superconductors typically do not have Fermi liquid parent states.
This implies that a different approach must be used to describe unconventional supercon-
ductors than that developed over decades to describe conventional superconductivity.

32.2 Unconventional Superconductors

We shall take as a formal microscopic definition that the pairing interaction leading to
the SC state is spherically symmetric in conventional superconductors and leads to a

557
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Box 32.1 Fermi Liquids

Imagine a set of non-interacting fermions for which interactions are turned on slowly (adiabatically). Initially
the ground state is a non-interacting Fermi sea. As the interaction is slowly increased the non-interacting
ground state evolves into a ground state of interacting fermions. If each “bare”fermion of the non-interacting
system can be continuously deformed to a “dressed” particle of the interacting system by adiabatically
increasing the interaction strength from zero to its final value, (1) the single-particle states of the interacting
system may be expected to be in one to one correspondence with those of the non-interacting system, and
(2) the dressed particles of the interacting system may be expected to continue to obey Fermi–Dirac statistics.
The interacting system is then termed a Fermi liquid, its dressed particles are termed (Landau) quasiparticles,
and the one to one correspondence between the initial particles and final quasiparticles is called adiabatic
continuity.

Adiabatic Continuity for Strongly Interacting Systems

Adiabatic continuity seems plausible if the interactions are weak. The utility of the Fermi liquid description is
that even if the final interactions are quite strong, it is still possible that the final states can be reached by a
continuous deformation of the initial states so that states remain in one to one correspondence and the Pauli
principle continues to be obeyed by the quasiparticles. Then even a strongly interacting fermionic system may
have a relatively simple description in terms of weakly interacting quasifermions. This will be true if (1) much of
the interaction has been absorbed into the structure of the quasifermions, and (2) the quasifermions continue
to obey the Pauli principle, which greatly restricts the range of possibilities for processes involving particles
near the Fermi surface.

Validity of the Quasiparticle Concept

The quasiparticle concept is valid only for low temperatures and energies near the Fermi energy. In many
interacting systems the large suppression of the scattering rate by the Pauli principle for states in the vicinity
of the Fermi surface is sufficient to satisfy the Fermi liquid criteria. We then may view the system as being
composed of weakly interacting fermionic quasiparticles, with single-particle states that can be connected to
the states of the non-interacting fermionic system by a continuous, adiabatic deformation, even if the bare
interaction between particles is large.

Deviations from Fermi Liquid Behavior

A great deal of understanding in condensed matter and nuclear physics relies on the Fermi liquid concept.
Many systems are at least approximately Fermi liquids, but some important ones are not. The fractional
quantum Hall state of Section 28.5 and the Luttinger liquid of Box 28.7 are two examples. Another is the
Mott insulating parent state of cuprate superconductors (see Box 32.3). These states require approaches more
sophisticated than adiabatic continuity and Fermi liquid theory.

BCS-like wavefunction (32.1), but may have a more complex geometry in unconventional
superconductors. Let us concentrate on the cuprate high-temperature superconductors as
exemplary of unconventional SC. It is rather uniformly agreed that cuprate SC forms from
a parent state that is an antiferromagnetic (AF) Mott insulator (see Box 32.3). Evidence
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Box 32.2 Cooper Pairs and the Cooper Instability

The Cooper model consists of two fermions with opposite momenta and spin projections outside a filled and
inert Fermi sea; the following figure illustrates.

The Fermi sea of electrons blocks occupation of levels below the Fermi energy by the Pauli effect. The two
fermions are assumed to interact with each other through a constant attractive interaction over a limited
energy range of width�ω D at the Fermi surface, whereω D is the Debye frequency characterizing vibrations
of the crystal lattice. If they do not interact, the minimum energy of the two particles is 2εf, since all lower-
energy states are blocked by the filled Fermi sea.

Cooper Pairs

Solving the two-particle Schrödinger equation assuming weak coupling of strength λ then implies a bound
state of the interacting system with binding energy

Eb = 2�ω De−2/λ .

This state, which can form for any finite attractiveλ, is called a Cooper pair.

The Cooper Instability

Thus a Fermi liquid state (Box 32.1) can become unstable to condensing pairs of fermions for any weakly
attractive pairing interaction. This is called the Cooper instability. The Fermi sea is inert but essential to this
result: for two particles interacting in empty 3D space there normally is an energy threshold for particle
binding and there are no bound states for vanishingly small attractive interactions.

The Instability Is Non-Perturbative

The expression given above for the binding energy Eb of the Cooper pair is not an analytic function of the
potential λ near λ = 0, since it tends to infinity as λ → 0. This implies that the Cooper pairing state
cannot be reached by a perturbative expansion around the normal state.

suggests that SC in the cuprates is a result of Cooper pairing, but the SC state cannot result
from the normal Cooper instability because an AF Mott insulator is not a Fermi liquid.
We will now show that fermion dynamical symmetries based on non-abelian Lie algebras
generalize the Cooper instability to a corresponding instability in doped Mott insulators,
and can describe both conventional and unconventional superconductors and superfluids
in a unified and quantitative way.
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Box 32.3 Mott Insulators

Normal insulators result from an energy gap above a filled band, which inhibits excitation of electrons to a
conduction band and suppresses charge transport (see Box 5.1). But an insulating state can arise for a quite
different reason.

The Role of Coulomb Repulsion

If a system exhibits very strong onsite Coulomb repulsion between electrons, configurations with two
electrons on the same lattice site will be highly disfavored energetically. Suppose that the highest occupied
band is half filled. In the absence of Coulomb repulsion this state should be metallic, since it corresponds to a
partially filled conduction band. However, the presence of strong onsite repulsion will favor a classical ground
state in which each lattice site is occupied by exactly one electron from the highest band. Thus an electron
in the half filled band cannot move easily because it must hop to another site that is already occupied by an
electron, which is disfavored by the Coulomb repulsion.

Charge transport 

suppressed by on site 

Coulomb repulsion

Hence, in the presence of strong Coulomb repulsion the half filled band produces an insulating rather than
metallic state.

Materials that are insulating, not because of band structure but because onsite Coulomb repul-
sion suppresses charge transport, are termed Mott insulators.

Mott insulators differ fundamentally from normal bandgap insulators because the mechanism suppressing
charge transport is different.

Mott Insulators Are Not Fermi Liquids

Mott insulator states are not in one to one correspondence with states of a non-interacting Fermi gas because
configurations with spin-up and spin-down electrons on the same site occur in the non-interacting system
but are strongly suppressed in the Mott insulator. Thus Mott insulators are not Fermi liquids (see Box 32.1).

32.3 The SU(4) Model of Non-Abelian Superconductors

In Ch. 5, wavefunctions on periodic lattices were classified with respect to translational,
rotational, and discrete symmetries. In this chapter we ask whether there are additional
properties of lattice wavefunctions associated with symmetries of the Hamiltonian itself
(dynamical symmetries) that can provide new insight in the physics of the solid state.
As already illustrated for graphene in a magnetic field in Section 20.2, and for complex
nuclei in Section 31.2, we shall see that such methods can lead to enormous simplifications
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of complex many-body wavefunctions, and to physical insight that would be difficult to
obtain by other means. As elaborated in Section 20.1.4, this is because the method allows
dynamics to be constrained. This section will introduce methods that use Lie algebras
and dynamical symmetries of fermionic systems to obtain exact many-body solutions
within symmetry truncated Hilbert spaces [218]. It will then be demonstrated that such
methods can be used to obtain an accurate many-body solution for a lattice model in which
antiferromagnetism and d-wave singlet superconductivity compete on an equal footing.

The minimal model incorporating both AF and d-wave SC, while conserving charge
and spin, has an SU(4) symmetry [93, 94, 190, 222]. These results may be expressed in
simple and compact form because of the symmetry, but even the minimal (analytically
solvable) theory represents a rich many-body solution capable of modeling extremely
complex behavior. Remarkably, the commutation relations implied by the SU(4) symmetry
automatically enforce a no-double-occupancy (Mott insulator) condition on the lattice
in the copper–oxygen plane. Therefore, the microscopic SU(4) symmetry itself implies
that ground states are AF Mott insulators at zero doping [corresponding to a dynamical
symmetry associated with an SO(4) subgroup of SU(4)], that with increased doping
the system evolves to a ground state having large fluctuations in both pairing and
antiferromagnetism with pseudogap properties [corresponding to an SO(5) subgroup],
and that beyond a critical doping point the system makes a transition to a ground state
exhibiting pure d-wave superconducting order [corresponding to an SU(2) subgroup].
Thus SU(4) dynamical symmetry leads to a sophisticated yet tractable model in which
antiferromagnetism, d-wave superconductivity, and a Mott insulator constraint enter as
intrinsic microscopic properties of an exact many-body solution. We now describe the
construction of this model.

32.3.1 The SU(4) Algebra

Let us begin by introducing creation and annihilation operators for the relevant physical
modes. Since the phase diagram exhibits SC states, our first consideration is the types of
pairs that can form on a cuprate lattice. Because Coulomb repulsion may be significant for
the valence orbitals that contribute to the electronic structure, we shall allow two kinds of
fermionic pairs: (1) onsite pairs, and (2) bondwise pairs, as illustrated in Fig. 32.1.

(a) Onsite singlet pair (b) Bondwise singlet pair (c) Bondwise triplet pair

Fig. 32.1 (a) Onsite singlet pair. (b) Nearest-neighbor bondwise singlet pair. (c) Nearest-neighbor bondwise triplet pair.
Bondwise pairs are important if Coulomb repulsion disfavors onsite pairing. For simplicity only nearest-neighbor
bondwise pairs will be considered explicitly. The pairs defined in (b) and (c) may then be viewed as effective pairs
that are renormalized by any contributions from next-nearest-neighbor pairing, and so on.
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Generators of the Algebra: An N-dimensional basis has a minimal closed algebra SO(2N)
if all possible bilinear particle–hole and pair operators are taken as generators [126]. The
simplest basis for cuprate superconductors may be regarded as four-dimensional, since
electrons can exist in four basic states: (1) on even sites with spin up, (2) on even sites with
spin down, (3) on odd sites with spin up, and (4) on odd sites with spin down, where the
sites of the 2D lattice are divided into two sets labeled even and odd. Thus, the minimal Lie
algebra for a set of particle–hole and pairing generators that can describe a cuprate system
is SO(2N ) = SO(8) [corresponding to the Dynkin classification SO(2L) with L = 4 from
Appendix D, which has L(2L − 1) = 28 generators]. Let us investigate this 28-element
algebra. First we introduce the 16 operators
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(
S12 + S21

2
, −i

S12 − S21

2
,

S11 − S22

2

)
, (32.2a)
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p† = p†12 p = p12 n̂ =
∑
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where we have defined1

p† =
∑
k

g(k)c†
k↑c

†
−k↓ p = (p†)† q†i j =

∑
k

g(k)c†
k+Q,ic

†
−k ,j q = (q†)†,

Qi j =
∑
k

c†
k+Q,ick ,j Si j =

∑
k

c†
k ,ick ,j −

Ω

2
δi j ,

(32.3)

Ω is the degeneracy, and Q = (Qx , Qy ) = (π, π) is an AF ordering vector in k-space. The
operators appearing in Eqs. (32.2) may be given simple physical interpretations.

• The vector �S is the electron spin operator.
• The vector �Q is the staggered magnetization operator characterizing antiferromagnetism.
• p† (p) is a creation (annihilation) operator for bondwise singlet pairs.
• �π† (�π) is a vector of creation (annihilation) operators for bondwise spin-triplet pairs.
• n̂ is the electron number operator.
• Q+ is a commensurate charge density wave operator.

1 The operators in Eqs. (32.2) and (32.3) are assumed to receive contributions from a single band near the
Fermi surface, which is a good initial approximation for the cuprates and is sufficient to illustrate the method.
Generalization to include contributions from multiple bands is given in Refs. [98, 191]. This generalization
is important if more than one band lies near the Fermi surface, as in application of SU(4) symmetry to the
iron-based high-temperature superconductors that is discussed in Refs. [95, 98].
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Fig. 32.2 Schematic difference between bondwise (D, π) and onsite (S, S∗) pair energies (see Fig. 32.1). If onsite repulsion is
weak the pairing states are approximately degenerate, which yields an SO(8) symmetry generated by the 28
operators (32.2) and (32.4). If it is strong the onsite pairs are pushed up in energy, reducing the SO(8) symmetry to
an effective SU(4) low-energy symmetry generated by the operators (32.2).

The 16 operators (32.2) are consistent with bondwise pairing [Fig. 32.1(b)]. Let us
introduce 12 additional operators:
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†
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,

p̄12 = (p̄†12)† q̄12 = (q̄†12)†.

(32.4)

Equation (32.4) contains spin-singlet pairs created by p̄†12 and q̄†12, which we shall term S
and S∗ pairs, respectively. Unlike the bondwise pairs associated with Eq. (32.2), these pairs
are onsite [Fig. 32.1(a)], where the two electrons (or two holes) occupy the same site, with
equal probability to appear anywhere in the lattice coherently.

The 28 operators in Eqs. (32.2) and (32.4) close an SO(8) Lie algebra under commutation
and are the basis of a general description of conventional and unconventional supercon-
ductors. However, the 16 operators in Eqs. (32.2) close a U(4) ⊃ U(1) × SU(4) subalgebra
of SO(8), where the U(1) factor is generated by Q+ and SU(4) is generated by the other
15 operators in Eq. (32.2). Our primary interest here will be in the SU(4) subalgebra.
The relationship between the full SO(8) algebra and the SU(4) subalgebra is illustrated
in Fig. 32.2.

Since the Cooper pair condensate that forms the superconductor is known to be
dominated by singlet pairs, it might be thought that the triplet pair operators in the above
expressions are superfluous in a minimal model. However, as illustrated in Fig. 32.3, inter-
action of singlet pairs with the antiferromagnetic operators will inevitably produce triplet
pairs. Thus, even if one starts with only singlet pairs, in the presence of antiferromagnetism
singlet and triplet pairs will interconvert and both will be present.
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Fig. 32.3 Scattering of singlet pairs by AF operators will necessarily produce triplet pairs, even if none existed before. Thus a
physically and mathematically complete Hilbert subspace must contain both kinds of pairs in the presence of
antiferromagnetism.

Closure of the SU(4) Lie Algebra: Inserting the AF ordering vector Q = (Qx , Qy ) =
(π, π) appropriate for the cuprates and calculating all commutators for the 16 operators in
Eqs. (32.2), the set is closed under commutation if the pairing formfactor g(k) satisfies:

g(k) = g(−k) g(k + Q) = ±g(k) |g(k) | = 1. (32.5)

If these conditions are met (we shall elaborate on their physical meaning later), the
operators defined in Eq. (32.2) close a U(4) ⊃ U(1) × SU(4) Lie algebra, where the U(1)
factor is generated by the commensurate charge density wave operator Q+ that commutes
with the other generators [93, 94]. The direct product structure U(1) × SU(4) means that
we may take cuprate states to be described by an SU(4) symmetry generated by pairing,
antiferromagnetic correlations, and global charge and spin conservation, with the U(1)
charge density wave sector treated independently. There are three independent subgroup
chains of this SU(4) group,

⊃ SO(4) × U(1) ⊃ SU(2)s × U(1) (32.6a)
SU(4) ⊃ SO(5) ⊃ SU(2)s × U(1) (32.6b)

⊃ SU(2)p × SU(2)s ⊃ SU(2)s × U(1) (32.6c)

that end in the subgroup SU(2)s × U(1) representing spin and charge conservation, with
the U(1) subgroup being generated by the charge operator M = 1

2 (S11 + S22) and the
SU(2)s subgroup being generated by the three spin operators S1, S2, and S3. Notice that
the commutation algebra of the operators (32.2) would not close if we omitted the six
triplet pair operators (32.2c) and (32.2d). The specific reason is that commuting singlet
pair operators with the AF operators gives triplet pair operators and commuting triplet
pair operators with the AF operators gives singlet pairs. Thus the SU(4) Lie algebra is the
algebraic embodiment of the physical argument made in connection with Fig. 32.3 that
for a pair basis in the presence of antiferromagnetism the Hilbert space must contain both
singlet and triplet pair states.

32.3.2 The SU(4) Collective Subspace

In keeping with the general discussion in Ch. 20 of dynamical symmetry as a systematic
means to truncate the full Hilbert space to a manageable collective subspace, the dynamical
symmetry chains just obtained permit the definition of a collective subspace in which
symmetry can be used to obtain analytic solutions relevant for cuprate high-temperature
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Fig. 32.4 Linear superpositions in coordinate space implied by the wavefunction (32.7) [98]. The inset figure is discussed
more extensively in connection with Fig. 32.7. Reproduced with permission from Springer Nature: Frontiers of
Physics, Fermion Dynamical Symmetry and Strongly-Correlated Electrons: A Comprehensive Model of
High-Temperature Superconductivity, M. Guidry, Y. Sun, and L.-A. Wu, 15, 43301 (2020).

superconductors. The group SU(4) is rank-3 and the irreps may be labeled by three weight
space quantum numbers, (σ1, σ2, σ3).2 We assume a collective subspace illustrated in
Fig. 20.1(a) that is spanned by the vectors

|Ψ〉 = 

nxnynzns
〉
= (π†x )nx (π†y )ny (π†z )nz (p†)ns |0〉 (32.7)

[compare Eq. (20.16)], where nx +ny +nz +ns is the total number of fermion pairs. If there
are no unpaired particles the collective subspace is associated with “fully stretched,” and
therefore maximally collective, irreducible representations of the form

(σ1, σ2, σ3) =

(
Ω

2
, 0, 0

)
. (32.8)

More general representations having broken pairs are described in Ref. [190], but here
we restrict to no unpaired particles to keep the discussion simple. A subspace associated
with such maximally collective configurations is an obvious candidate for describing the
lowest-energy states of the system. This wavefunction has a rich structure associated with
a coherent superposition of pairs, as illustrated in Fig. 32.4.

32.3.3 The Dynamical Symmetry Hamiltonian

SU(4) has a quadratic Casimir operator ,

Csu(4) = �π† · �π + p†p + �S · �S + �Q · �Q + M (M − 4), (32.9)

2 We employ an isomorphism between the groups SU(4) and SO(6) to label irreducible representations using
SO(6) quantum numbers [74].
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and the corresponding expectation value evaluated in the irreducible representations (32.8)
is a constant,

〈Csu(4)〉 =
Ω

2

(
Ω

2
+ 4
)

. (32.10)

The most general two-body Hamiltonian within the collective pair space consists of a linear
combination of (lowest-order) Casimir operators Cg for all subgroups g in the subgroup
chains (32.6) of SU(4):3

Cso(5) = �π† · �π + �S · �S + M (M − 3) Cso(4) = �Q · �Q + �S · �S,

Csu(2)p = p†p + M (M − 1) Csu(2)s =
�S · �S Cu(1) = M and M2.

(32.11)

Using the constant SU(4) Casimir expectation value (32.10) to eliminate terms in �π† · �π,
the most general SU(4) Hamiltonian restricted to two-body interactions is [93, 97]

H = H0 − G̃0 [(1 − σ)p†p + σ �Q · �Q] + g′�S · �S, (32.12)

where H0, G̃0, and g′ are effective interaction parameters, p† creates singlet pairs, �Q is the
staggered magnetization, �S is spin, G̃0 = χ(x) + G0(x), and where σ, given by

σ = σ(x) =
χ(x)

χ(x) + G0(x)
, (32.13)

[with G0(x) and χ(x) the effective SC and AF coupling strengths, respectively] governs
the relative strength of antiferromagnetic and pairing interactions [190, 191]. In these
expressions doping is characterized by a parameter

x = 1 − n
Ω

, (32.14)

for an n-electron system, with Ω the maximum number of doped holes (or doped electrons
for electron-doped compounds) that can form coherent pairs, assuming the normal state at
half filling (n = Ω, implying M = 0) to be the vacuum. Since Ω − n is the hole number
when n < Ω, positive x represents the case of hole-doping, with x = 0 corresponding to
half filling (no doping) and x = 1 to maximal hole-doping. Negative x (n > Ω) is then the
relative doping fraction for electron-doping.

32.3.4 The SU(4) Dynamical Symmetry Limits

Each of the dynamical symmetry limits given in Eqs. (32.6) defines a basis in which the
Hamiltonian (32.12) is diagonal. Thus, they have exact solutions [86, 93, 222] that may be
constructed using the methods developed in Ref. [218]. These solutions result from special
choices of the parameter σ in the Hamiltonian (32.12), and are summarized in Table 32.1.

3 Larger groups may have more than one Casimir invariant. We shall use the unqualified term “Casimir” to
refer to the lowest-order such invariants (which are usually quadratic in the group generators). In the present
discussion, quadratic Casimirs are associated microscopically with two-body interactions and higher-order
Casimirs are associated with three-body and higher interactions. The restriction of the Hamiltonian to lowest-
order Casimir operators is then a physical restriction to one-body and two-body interactions.
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Table 32.1. SU(4) dynamical symmetries

σ Symmetry Physical interpretation

0 SO(4) Antiferromagnetic Mott insulator
1
2 SO(5) Critical dynamical symmetry
1 SU(2) d-wave singlet superconductor

´

´ ´

Fig. 32.5 Relationships among the SU(4) dynamical symmetries summarized in Table 32.1.

1. The SO(4) limit corresponds to choosing σ = 1 in Eq. (32.12). It represents a collective
Mott insulator, AF state defined by the subgroup chain of Eq. (32.6a).

2. The SU(2)p limit [SU(2) limit for brevity] corresponds to choosing σ = 0 in Eq. (32.12).
It represents a collective d-wave SC state defined by the subgroup chain of Eq. (32.6c).

3. The SO(5) limit corresponds to choosing σ = 1
2 in Eq. (32.12), which leads to a

Hamiltonian in which pairing and antiferromagnetism enter with equal weight. The
SO(5) limit represents a critical dynamical symmetry (see Box 20.3) that interpolates
dynamically between the SC and AF phases. It is defined by the subgroup chain of
Eq. (32.6b).

The detailed mathematical properties of these symmetry limits are derived and discussed
in the cited references and their schematic relationships are displayed in Fig. 32.5. We now
discuss the justification for the above identifications and the important physical properties
of the exact solutions in these symmetry limits.

32.3.5 The SO(4) Dynamical Symmetry Limit

The dynamical symmetry subgroup chain SU(4) ⊃ SO(4) × U(1) ⊃ SU(2)s × U(1) of
Eq. (32.6a), which is termed the SO(4) dynamical symmetry for brevity, is the symmetry
limit of Eq. (32.12) when σ = 1. As we now argue, it corresponds to a collective state
having long-range antiferromagnetic order and Mott insulator transport properties. The
SO(4) subgroup is locally isomorphic to the product group SU(2)F × SU(2)G that is
generated by the linear combinations
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�F =
�Q + �S

2
�G =

�Q − �S
2

, (32.15)

of the original SO(4) generators �Q and �S (Problem 32.2). The ground state corresponds to
1
2 n spin-up electrons on the even sites (F = 1

2 N ) and 1
2 n spin-down electrons on odd sites

(G = 1
2 N ), or vice versa. Thus it has maximal staggered magnetization,

Q =
1
2
Ω(1 − x) =

n
2

, (32.16)

and a large energy gap associated with the antiferromagnetic correlation �Q · �Q,

ΔE = 2χ(1 − x)Ω. (32.17)

In addition, the pairing gap,

Δ =
1
2

G0Ω
√

x(1 − x), (32.18)

is small near half filling (x = 0), and we shall demonstrate below that the SU(4) symmetry
requires the lattice to have no double occupancy at half filling and thus to be a Mott
insulator. We conclude that near half filling these SO(4) states are identified naturally with a
collective, antiferromagnetic, Mott insulating state. This identification will be corroborated
by the ground state energy surface evaluated in this limit (see Fig. 32.9).

32.3.6 The SU(2) Dynamical Symmetry Limit

The subgroup chain SU(4) ⊃ SU(2)p × SU(2)s ⊃ SU(2)s × U(1) of Eq. (32.6c), which is
termed the SU(2) dynamical symmetry for brevity, corresponds to the σ = 0 symmetry limit
of Eq. (32.12). The ground state has a large pairing gap ΔE = G0Ω, the pairing correlation
Δ is the largest among the three symmetry limits, and the staggered magnetization Q
vanishes in the ground state:

Δ =
1
2

G0Ω
√

1 − x2 Q = 0. (32.19)

Thus we interpret this dynamical symmetry as a d-wave pair condensate associated with
spin-singlet superconducting order. This identification will be strengthened below by
examination of the ground state energy surface evaluated in this limit (see Fig. 32.9).

32.3.7 The SO(5) Dynamical Symmetry Limit

The subgroup chain SU(4) ⊃ SO(5) ⊃ SU(2)s × U(1) of Eq. (32.6b), which is termed
the SO(5) dynamical symmetry for brevity, is a critical dynamical symmetry (Box 20.3)
that results when σ = 1

2 in Eq. (32.12). Many SO(5) states having different numbers λ of
triplet pairs can mix into the ground state when x is small because the excitation energy
in the SO(5) limit is ΔE = λG0Ωx. In particular, near half band filling (x ∼ 0) the low-
lying states are highly degenerate in λ and mixing components with different numbers
of π pairs in the ground state costs no energy. The π pairs must be responsible for the
antiferromagnetism in this phase, since within the model space only π pairs carry spin if
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SU(4)

SU(2)BCS

SO(8) SO(5)

SU(2)p

SO(4)

Onsite
pairs
only

No onsite
pairs

Dominance of AF (Q >> P)

Competing AF+SC (Q ~ P)

Dominance of SC (Q << P)

Onsite pairing, conventional SC

Fig. 32.6 Relationship among SO(8), SU(4), and conventional BCS SU(2) symmetry. Antiferromagnetic correlations are
denoted by Q and antiferromagnetic states by AF; pairing correlations are denoted by P and superconducting
states by SC.

there are no unbroken pairs. Thus the SO(5) ground state has large fluctuation in AF (and
SC) order,4 and acts as a quantum critical doorway state between AF and SC order. This
identification will be strengthened by the energy surface evaluated in this limit (Fig. 32.9).

32.3.8 Conventional and Unconventional Superconductors

The dynamical symmetry chains deriving from SO(8) imply a unified view of conventional
and unconventional superconductivity that is illustrated in Fig. 32.6. Both the SU(2)p and
SU(2)BCS subgroups have pseudospin pair generators, but differ in that the pairs are onsite
for SU(2)BCS and bondwise for SU(2)p, implying different orbital formfactors for pairing
in the two cases. The symmetry SU(2)BCS with conventional formfactor is favored only
if onsite Coulomb repulsion, and any collective modes like AF competing with pairing,
can be neglected. In the presence of strong onsite Coulomb repulsion and a competing
long-range order such as antiferromagnetism the SO(8) ⊃ SU(4) dynamical symmetry is
favored, giving birth to unconventional superconductors.

32.4 Some Implications of SU(4) Symmetry

The SU(4) dynamical symmetry model outlined in Section 32.3 has a number of implica-
tions for understanding unconventional superconductors in general, and high-temperature
cuprate and iron-based superconductors in particular. Extensive overviews are available
[98, 99]. Here we restrict to summarizing a few representative examples.

32.4.1 No Double Occupancy

Onsite Coulomb repulsion inhibits cuprate charge transport, leading to Mott insulator
normal states at half filling. This is often imposed by requiring no double occupancy

4 It is an essential feature of the SU(4) dynamical symmetry that the antiferromagnetic order and superconducting
order are not independent because both are generated by subsets of the SU(4) generators.
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Fig. 32.7 (a) Schematic SU(4) hole pair on the real-space lattice. (b) Tiling of the Cu–O plane by the hole pairs of (a) that
leads to the Mott insulator no double occupancy condition.

of lattice sites in a basis. The SU(4) model automatically imposes no double lattice
occupancy for configurations contributing to emergent states through a fundamental
symmetry constraint.

The SU(4) symmetry responsible for the emergent states describing cuprate
superconductivity would be broken by double occupancy of lattice sites.

A schematic hole pair is sketched in Fig. 32.7(a). Lighter-shaded balls in the interior are
sites where electron holes form a pair: one hole at r, the other with equal probability of 1

4
at the four neighboring sites (r̄ = r ± a and r ± b). Darker balls on the outer boundary
(connected by dashed lines) represent sites where the presence of holes would imply
average double occupancy of some lattice sites. The no double occupancy restriction
follows geometrically from tiling the plane with such pairs, as illustrated in Fig. 32.7(b).
Each diamond outlined by dashed boundaries corresponds to one unit pair from (a).
Furthermore, by simple counting the lattice can ensure no double occupancy [and thus
preserve SU(4) symmetry] only if it is not more than 1

4 occupied by electron holes. This
provides a natural explanation for the experimental finding that cuprate superconductivity
is generally not observed beyond hole-doping fractions of about 25% [see Fig. 32.8(a)].

32.4.2 Quantitative Gap and Phase Diagrams

Cuprate superconductors exhibit a characteristic temperature–doping phase diagram. An
SU(4) calculation of the phase diagram for hole-doped cuprates is compared with data in
Fig. 32.8(a). The pseudogap temperature is T∗ and the SC transition temperature is Tc. The
AF correlations vanish, leaving a pure singlet d-wave condensate, above the critical doping
Pq . Dominant correlations in each region are indicated by italic labels. The two curves for
the pseudogap temperature are calculations assuming that momentum k is either resolved
(T∗max) or not (T∗avg) [191]. Circles indicate data that resolve k; squares indicate data that
do not. The SU(4) theory is seen to reproduce the experimental cuprate phase diagram
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d

Fig. 32.8 (a) SU(4) cuprate temperature T and doping P phase diagram compared with data. Open triangles and open
squares from Ref. [46]; open circles from Ref. [33]. Three parameters were fit to global cuprate data [190]:
AF coupling strength χ, singlet pairing strength G0, and triplet pairing strength G1, as shown in the inset as a
function of doping. (b) Generic gap diagram (correlation energies versus doping), as predicted by the SU(4)
model at T = 0.

quantitatively. Physically it would be expected that the effective coupling strengths have a
smooth dependence on doping and we have assumed the dependence shown in the inset of
Fig. 32.8(a) for χ, G0, and G1. However, as discussed further below, even if the parameters
were held constant the basic features of Fig. 32.8(a) would survive.

The phase diagram reflects the interplay of various correlation energies. An SU(4) gap
diagram for hole-doped cuprates is shown in Fig. 32.8(b). Energies are scaled by G0Ω and
the doping parameter x is scaled by the maximum allowed SU(4) doping fraction Pf = 0.25
[94]. The critical SU(4) doping parameter is xq = 0.64, corresponding to a critical physical
doping parameter Pq = xqPf ∼ 0.16 in Fig. 32.8(b). Interaction strengths were assumed
not to depend on doping. This is physically unrealistic and a better fit to data would follow
from allowing some doping dependence of parameters, as in Fig. 32.8(a). However, this
minimal calculation shows that the basic features of the gap and phase diagrams follow
directly from SU(4) dynamical symmetry, with parameters affecting only details [98].

32.4.3 Coherent State Energy Surfaces

The coherent state methods described in Ch. 21 yield SU(4) solutions that are not restricted
to dynamical symmetry limits, but it is instructive to examine coherent state energy
surfaces for those limits (which have exact solutions), as illustrated in Fig. 32.9(a–c). In
these figures the horizontal axis measures AF order in terms of an order parameter β, curves
are labeled by lattice occupation fractions with half filling corresponding to a value of one,
and σ is the ratio of AF coupling to the sum of AF and pairing coupling strengths.
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Fig. 32.9 (a–c) Coherent state energy surfaces for symmetry limits of the SU(4) Hamiltonian [98, 222]. (d–f) Effect of
altering the ratio σ for three values of doping in the cuprates. In (d) and (f) the system is in the stable minima
associated with AF and SC, respectively, and changing σ by 10% hardly alters the location of the energy minima,
but in (b) the energy surface is critical and the perturbation can flip the nature of the ground state between SC and
AF minima. Reproduced with permission from Springer Nature: Frontiers of Physics, Fermion Dynamical Symmetry
and Strongly-Correlated Electrons: A Comprehensive Model of High-Temperature Superconductivity, M. Guidry, Y.
Sun, and L.-A. Wu, 15, 43301 (2020).

Energy Surfaces in the SU(2) Limit: The energy surface corresponding to the SU(2)
dynamical symmetry limit is displayed in Fig. 32.9(a). The minimum energy occurs at
β = 0 for all values of n and Δ reaches its maximum value of Δmax =

1
2Ω(1 − x2)1/2,

indicating a state having superconducting order but vanishing antiferromagnetic order.

Energy Surfaces in the SO(4) Limit: The energy surface corresponding to the SO(4)
dynamical symmetry limit is displayed in Fig. 32.9(c). The point β = 0 is unstable
and an infinitesimal fluctuation will drive the system to the energy minima at finite
β = ± 1

2 (n/Ω)1/2, which corresponds to Δ = 0 and a state having purely AF order.

Energy Surfaces in the SO(5) Limit: The energy surface corresponding to the SO(5)
dynamical symmetry limit is displayed in Fig. 32.9(b). When n is near Ω (half filling),
the energy surface is almost flat for broad ranges of β, suggesting a phase very soft against
fluctuations in the AF (and SC) order parameters. However, as n/Ω decreases, fluctuations
are reduced and the energy surface tends to the SU(2) (superconducting) limit.

Dynamical Criticality: An important consequence of the energy surface for SO(5)
dynamical symmetry is illustrated in Figs. 32.9(d–f). The locations of minima in the AF
region (d) and the SC region (f) are stable under perturbations (parameterized by changing
the coupling ratio σ), but the effect in the critical SO(5) region (e) can be dramatic,
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Fig. 32.10 Two SU(4) instabilities that govern the behavior of high-temperature superconductors through quantum phase
transitions. (a) Generalized Cooper instability. (b) AF instability.

even causing switches between SC-favoring and AF-favoring energy surfaces because
of the critical SO(5) energy surface. It has been proposed that this instability may be
responsible for many of the inhomogeneity effects that have been reported for underdoped
cuprates [97].

32.4.4 Fundamental SU(4) Instabilities

The relationship between dynamical symmetry chains imposed by the highest SU(4)
symmetry has important implications for quantum phase transitions, as elaborated in
Section 23.7. Two instabilities that are key to understanding the behavior of cuprate
superconductors are illustrated in Fig. 32.10. (1) The generalized Cooper instability
explains the tendency of cuprate Mott insulator states at half band filling to become
superconductors with only small hole doping. (2) The AF instability explains how cuprate
superconductors can exhibit a rather universal phase diagram with strong SC over a
broad range of doping, and at the same time display marked local inhomogeneity at
lower doping.

The Generalized Cooper Instability: The pairing instability of cuprate superconductors
has proven difficult to understand in traditional terms. Conventional SC develops from a
Fermi liquid normal state but cuprate superconductors emerge from an AF Mott insulator
state that harbors a secret propensity to superconductivity: these compounds can be turned
from AF Mott insulators into high-temperature superconductors by hole doping at a modest
3–5% level. Emergent SU(4) symmetry provides a natural explanation, as illustrated in
Fig. 32.10(a). From the T = 0 coherent state solution for the pairing gap Δ [98],
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= ∞, (32.20)

displaying explicitly a fundamental pairing instability signaled by divergence of ∂Δ/∂x at
doping x = 0.

SU(4) symmetry implies that the cuprate ground state at half filling is an AF Mott
insulator that is fundamentally unstable against condensing hole pairs under
infinitesimal hole doping if there is a finite attractive pairing interaction.

This instability is hinted at in the solution of Problem 32.1, which shows that even the
pure SU(4) ⊃ SO(4) AF Mott insulator has finite pairing correlations unless the doping x
vanishes identically.

The AF Instability: SU(4) symmetry implies a second fundamental instability near the
critical doping point xq that is also decisive for the behavior of cuprate superconductors.
From the T = 0 coherent state solution for the AF correlation Q,

∂Q
∂x






x=xq = −1
4

xq + x−1
q − 2x

[(xq − x)(x−1
q − x)]1/2







x=xq = −∞, (32.21)

and a small change in doping will cause a large change in AF correlations near x = xq ,
as illustrated in Fig. 32.10(b). The AF instability also is a direct consequence of SU(4)
symmetry, which requires that Q vanish for doping x ≥ xq and be finite for 0 < x < xq . An
important consequence of the AF instability is illustrated in Fig. 32.8(b), where at a critical
doping x = xq ∼ 0.65 (corresponding to P ∼ 0.16) there is a quantum phase transition from
a weaker superconducting state with AF perturbations for x < xq to a pure singlet d-wave
SC state for x > xq . Data strongly support this picture that the cuprates are superconducting
at low temperature for x < xq but become more robust superconductors for x > xq . As
suggested by Fig. 32.8, this instability also is an essential aspect of pseudogap behavior,
since xq marks the upper doping boundary of fluctuations responsible for the pseudogap.

32.4.5 Origin of High Critical Temperatures

Unconventional superconductors often have transition temperatures that are higher than
expected. The traditional view is that the critical temperature for onset of SC depends
largely on the magnitude of the pairing interaction. However, the dynamical symmetry
solutions discussed in this chapter suggest that for unconventional SC there is another
emergent factor of central importance that is illustrated in Fig. 32.11 [98, 99]. If the
superconductor is unconventional it is likely a sign of some order competing with pairing.
If the competing order is related to the SC because they correspond to different subgroups
of a higher symmetry like SU(4) (implying that they compete for the same Hilbert
subspace), the competing order parent state can “precondition” the SC phase transition.
Thus it can occur at higher T because the low-entropy competing order ground state can
be rotated collectively into the SC state in group space, as illustrated schematically in



575 32.4 Some Implications of SU(4) Symmetry

Fig. 32.11 Possible origin of high critical temperatures in the cuprates [98]. (a)–(b) Formation of a BCS superconductor by
lowering the temperature of a Fermi liquid through Tc. Direction of vectors indicates relative strength of
competing order (x) and SC (y); length indicates total SU(4) strength. The SC transition converts a high-entropy
state (a) into a highly ordered state (b), implying a low Tc. (c)–(d) Formation of SC from a parent state having
order that competes with SC but is related to SC by symmetry. This requires imposing SC order (d) on a state (c)
already highly ordered, which can occur at a higher Tc because it is a collective rotation in the group space
between two low-entropy states. (e) Collective rotation in SU(4) group space. (f) SU(4) generalized Cooper
instability. Reproduced with permission from Springer Nature: Frontiers of Physics, Fermion Dynamical Symmetry
and Strongly-Correlated Electrons: A Comprehensive Model of High-Temperature Superconductivity, M. Guidry, Y.
Sun, and L.-A. Wu, 15, 43301 (2020).

Fig. 32.11. The superconducting transition between Figs. 32.11(c) and 32.11(d) can occur
spontaneously if there is no barrier to the SU(4) rotation. The SU(4) ⊃ SO(5) critical
dynamical symmetry exhibits such a property, as illustrated in Figs. 32.11(e–f).

1. At low doping there are degenerate AF and SC ground states with effectively no energy
barrier separating them [see the curves in Fig. 32.9(b) for n/Ω = (1 − x) ∼ 1].

2. Thus AF and SC phases can be connected by infinitesimal rotations through nearly
degenerate SO(5) “doorway states” exhibiting a broad range of AF and SC components.

This entropy argument is equivalently an information argument. Figure 32.11(d) is
obtained from Fig. 32.11(c) by collectively rotating all arrows. This can be specified
in terms of a single rotation angle, which requires minimal information. Conversely, in
Fig. 32.11(a) there is no order in the parent state and each arrow must be lengthened and
oriented separately to give Fig. 32.11(b), which requires much more information. Thus the
entropy reduction needed to condense the SC state from the parent state is much greater
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Fig. 32.12 Universality of superconductivity and superfluidity [91, 98]. (a) Phase diagram for hole- and electron-doped
cuprates [13]. Superconducting (SC), antiferromagnetic (AF), and pseudogap (PG) regions are labeled, as are Néel
(TN), SC critical (Tc), and PG (T∗) temperatures. (b) Phase diagram for Fe-based SC [59]. (c) Heavy-fermion phase
diagram [132]. (d) Phase diagram for an organic superconductor (SDW denotes spin density waves) [129].
(e) Generic correlation energy diagram for nuclear structure [91]. Reproduced with permission from Springer
Nature: Frontiers of Physics, Fermion Dynamical Symmetry and Strongly-Correlated Electrons: A Comprehensive
Model of High-Temperature Superconductivity, M. Guidry, Y. Sun, and L.-A. Wu, 15, 43301 (2020).

in Figs. 32.11(a–b) than in Figs. 32.11(c–d). The information argument also distinguishes
independent competing modes from those related by a higher symmetry. In the former
case a phase transition requires deconstructing one mode and using the pieces to construct
the other mode. In the latter case the higher symmetry encodes the relationship between
the two modes. Hence only minimal additional information is required to produce the SC
state from the competing order state, because they arise from the same collective Hilbert
subspace and correspond to subgroups of the same highest symmetry.

32.4.6 Universality of Dynamical Symmetry States

In Section 20.3 we illustrated the remarkable universality of collective states generated by
dynamical symmetries through the very similar energy surface diagrams of Fig. 20.10. In
Fig. 32.12 another aspect of that universality is illustrated by displaying remarkably similar
phase diagrams for superconductors and superfluids across a broad range of disciplines.
This universality occurs because the systems have completely different microscopic
structure but share a similar symmetry dictated truncation of their Hilbert space for their
emergent modes [91, 98].

Background and Further Reading

A comprehensive review of the SU(4) model with references to the primary literature is
given in Refs. [98] and [99]. This chapter has relied heavily on those reviews.
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Problems

32.1 Highlight the propensity of cuprate antiferromagnetic Mott insulator states to
condense a superconductor in the presence of small hole doping by showing that even
the AF Mott insulator limit of SU(4) symmetry implies non-zero pairing correlations
in the ground state unless the hole doping x is identically zero. Hint: From Ref.
[190], SU(4) symmetry requires that Q2+Δ2+Π2 = 1

4 (1− x2), where Δ is the singlet
pair correlation, Π is the triplet pair correlation, and Q is the AF correlation, but for
the SU(4) ⊃ SO(4) AF symmetry limit Q2 = 1

4 (1 − x)2. ***

32.2 Show that the AF Mott insulator symmetry SU(4) ⊃ SO(4) described in Section
32.3.5 is locally isomorphic to SU(2) × SU(2), if new generators are defined by
Eq. (32.15).



33 Current Algebra

Box 19.1 introduced the Fermi current–current theory of weak interactions. In the interest
of simplicity it was illustrated there for leptonic weak currents. For hadronic weak currents
we might expect that the strong interactions would renormalize such matrix elements
substantially from their leptonic values. However, the hadronic matrix elements are found
to be much less renormalized than might be expected. As we shall see, this is because of
symmetries that partially protect the currents from renormalization by strong interactions.
In elementary particle physics these ideas go under the rubric of current algebra.

33.1 The CVC and PCAC Hypotheses

From Box 19.1, a matrix element of the leptonic weak current takes the form 〈e| lα |νe〉 ∼
ūeγα (1−γ5)uν . It is found that classical β-decay is described by matrix elements analogous
to the leptonic form,

〈p| hα |n〉 ∼ ūpγ
α (gV − gAγ5)un, (33.1)

with gV ∼ 0.98 and gA ∼ 1.24. The vector coefficient gV is nearly the same as for the
leptonic current and the axial vector coefficient gA is only ∼ 25% larger than for the
leptonic current. Feynman and Gell-Mann [61] explained gV ∼ 1 by noting that in QED
the electric charge is exactly conserved, even for strongly interacting particles, because the
electromagnetic 4-current is a conserved current. This suggests that a conserved current
may be responsible for the protection of hadronic vector matrix elements, with a logical
candidate being a conserved isospin current. This is called the conserved vector current
(CVC) hypothesis. Likewise, the deviation of the hadronic axial vector coefficient gA by
only about 25% from its leptonic value was hypothesized to be due to a partially conserved
axial vector current (PCAC).

33.1.1 Current Algebra and Chiral Symmetry

Restricting to u and d quarks, we assume a triplet of conserved vector isospin currents

∂αV α
i = 0 V α

i (x) ≡ 1
2

q̄(x)γατiq(x) q =

(
u
d

)
, (33.2)
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and a triplet of partially conserved axial vector currents

∂αAαi � 0 Aαi (x) ≡ 1
2

q̄(x)γαγ5τiq(x) q =

(
u
d

)
, (33.3)

where the τi (i = 1, 2, 3) are isospin operators. Charges associated with these vector and
axial currents may be constructed:

Qi (t) ≡
∫

d3x V 0
i (x, t) =

1
2

∫
d3x q†(x)τiq(x), (33.4)

Qi5(t) ≡
∫

d3x A0
i (x, t) =

1
2

∫
d3x q†(x)γ5τiq(x), (33.5)

which obey the commutation relations (Problem 33.2)

[ Qi , Q j ] = iεi jkQk [ Qi , Q j5 ] = iεi jkQk5 [ Qi5, Q j5 ] = iεi jkQk . (33.6)

Then the left-handed charge Qi
L and the right-handed charge Qi

R defined by

Qi
L ≡ Qi

− =
Qi −Qi5

2
Qi

R ≡ Qi
+ =

Qi +Qi5

2
, (33.7)

satisfy the commutation algebra

[ Qi
L, Q j

L ] = iεi jkQk
L [ Qi

R, Q j
R ] = iεi jkQk

R [ Qi
L, Q j

R ] = 0, (33.8)

which may be recognized immediately as the Lie algebra SU(2) × SU(2). This algebra
of the charges associated with the vector and axial currents is called the chiral SU(2)L ×
SU(2)R algebra.1 The algebra is said to be chiral because the generators of the independent
SU(2)L and SU(2)R algebras are related by a parity transformation (Problem 33.3).

33.1.2 The Partially Conserved Axial Current

Conservation of the axial current (33.3) would imply the existence of a massless pseudo-
scalar, isovector particle. Since the pion carries these quantum numbers and is the lowest-
mass hadron, it is assumed to be the “massless” particle associated with the axial current.
However, in reality pions have a small but finite mass, which leads to the partially
conserved axial current (PCAC) hypothesis.

PCAC Hypothesis: The divergence of the axial vector current ∂μA
μ
i (x), which

measures the degree to which the current is not conserved, is related to the pion
mass mπ through

∂μA
μ
i (x) = fπm2

ππi (x) � 0, (33.9)

where πi (x) is a pseudoscalar field operator and fπ is a pion coupling constant.

1 As discussed in Section 19.2.3, if u, d, and s quark flavors are included a similar derivation leads to a chiral
SU(3)L × SU(3)R algebra. We shall use the simpler SU(2)L × SU(2)R algebra to illustrate our discussion here.
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We may expect that a realistic Hamiltonian describing the strong interactions is of the form
H = H0 + εH1, where H0 is chiral invariant and H1 is not, but ε should be small because
ε ∼ O

(
m2
π

)
and mπ is small compared with the characteristic mass scale for hadrons.

33.2 The Linear σ-Model

The linear σ-model [32, 47, 67] illustrates many of the ideas we have just introduced
concerning PCAC. The Lagrangian density is L = L0 +L ′, where L ′ = εσ and

L0 = N
(
i∂
/
+ g(σ + iτ · πγ5)

)
N

+
1
2
(
∂μσ
)2
+

1
2
(
∂μπ

)2
− 1

4
λ(σ2 + π · π − v2)2, (33.10)

with N an isodoublet nucleon field, π an isotriplet pion field, and σ a scalar meson field.
The scalar products in Eq. (33.10) are with respect to components in the isospace, π · π =
π2

1 + π
2
2 + π

3
3 and τ · π = τ1π1 + τ2π2 + τ3π3, and the constants λ and ε are assumed to

be positive. The term L0 is invariant under isospin and chiral transformations, while L ′

is isospin invariant but breaks chiral symmetry. To investigate this model, let us treat the π
and σ fields as classical through replacements such as 〈σ4〉 � 〈σ〉4 ≡ σ4 (where 〈 〉 denotes
the quantum expectation value) and introduce a meson potential energy

V (π, σ) ≡ 1
4
λ
(
σ2 + π · π − v2

)2
− εσ

=
1
4
λ
(
σ2 + π · π

)2
+

1
2
μ2
(
σ2 + π · π

)
− εσ, (33.11)

where μ2 ≡ −λv2 and a constant term was dropped. This gives a Lagrangian density

L = N
(
i∂
/
+ g(σ + iτ · πγ5)

)
N +

1
2
(
∂μσ
)2
+

1
2
(
∂μπ

)2
− V (π, σ). (33.12)

Let us explore the particle spectrum expected for this theory.

33.2.1 The Particle Spectrum

First neglect the chiral symmetry breaking term in the potential (33.11) by setting ε = 0.
From the discussion in Section 17.5, we expect two qualitatively different cases, depending
on the sign of μ2. If μ2 > 0 the symmetry will be implemented in the Wigner mode, as
illustrated in Fig. 33.1(a). The classical vacuum is the symmetric minimum at π = σ = 0,
low-energy excitations correspond to oscillations around this symmetric minimum, and the
particle spectrum can be read off from the terms quadratic in the fields in L ,

L � N
(
i∂
/
+ g(σ + iτ · πγ5)

)
N +

1
2
(
∂μσ
)2
+

1
2
(
∂μπ

)2
− 1

2
m2
σ,π (σ2 + π · π).
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Fig. 33.1 Potential V(π, σ) of the linear σ-model. (a) Symmetry realized in the Wigner mode (μ2 > 0). (b) Symmetry
broken spontaneously in the Goldstone mode (μ2 < 0, ε = 0). (c) Spontaneous symmetry breaking in the
Goldstone mode (μ2 < 0), along with an explicit breaking of chiral symmetry (ε � 0).

This corresponds to a spectrum of massless nucleons (a nucleon mass term m N N would
break chiral symmetry), and π and σ mesons with masses given by

m2
π = m2

σ = μ
2 = −λv2 ≡ m2

σ,π. (33.13)

But this is in poor agreement with the phenomenology of elementary particles: real
nucleons have significant mass and no scalar particle is observed that is degenerate in
mass with the pseudoscalar pions. Therefore, let us consider the symmetry to be broken
spontaneously. Following the examples in Ch. 17, we choose μ2 < 0 in Eq. (33.11) to give
the potential in Fig. 33.1(b), and expand the solution around the new classical vacuum that
is no longer at the origin. The ring of minima in Fig. 33.1(b) satisfies σ2+π ·π = v2 and we
may choose the minimum on the negative σ-axis to be the classical vacuum.2 Introducing
a new variable σ′ ≡ σ + v, the Lagrangian density becomes

L = N
(
i∂
/ − gv + g(σ′ + iτ · πγ5)

)
N +

1
2
(
∂μσ

′
)2
+

1
2
(
∂μπ

)2

− 1
4
λ(σ′2 + π · π)2 − λv2σ′2 + λvσ′(σ′2 + π · π). (33.14)

Identifying masses by picking out terms quadratic in the fields gives

• a nucleon isodoublet with a mass mN = gv,
• an isoscalar σ-meson with mass mσ =

√
2λv =

√
−2μ2, and

• an isotriplet π-meson of mass mπ = 0.

We may interpret σ as massive radial oscillations of the field, and π as massless excitations
(no restoring force) for motion around the bottom of the valley in Fig. 33.1(b). This is a far
more realistic spectrum.

2 Choosing the vacuum state to lie on the σ-axis (π = 0) is motivated physically because σ is a Lorentz scalar but
π is a Lorentz pseudoscalar. Allowing the vacuum to contain a scalar field but not pseudoscalar fields ensures
that the vacuum state conserves parity, as required by experimental data.
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1. The nucleons N are massive.
2. The scalar σ and the pseudoscalar π are no longer necessarily degenerate.
3. The pion is the Goldstone boson associated with the spontaneous breaking of chiral

SU(2) × SU(2) symmetry, so it is identically massless.

The predicted scalar particle could be problematic since there is little evidence for low-
lying scalars in the experimental spectrum, but the σ mass can be adjusted independently
to push it to higher energy. In reality mπc2 ∼ 140 MeV, which is small for an elementary
particle, so the pion is “almost massless.” However, it is possible to do even better for the
pion mass if the chiral symmetry is also broken explicitly.

33.2.2 Explicit Breaking of Chiral Symmetry

If we set ε � 0 for the linear term that breaks chiral symmetry explicitly in Eq. (33.11) the
potential of Fig. 33.1(b) is tilted, as illustrated in Fig. 33.1(c). Now the classical ground
state is unique and not continuously degenerate. The pion, which was the zero-mass
Goldstone boson corresponding to unimpeded circular motion in Fig. 33.1(b), acquires a
small mass and is only an “approximate Goldstone boson” because the explicit symmetry
breaking implies a small restoring force for angular motion away from the unique
minimum. If ε is assumed small and the Lagrangian density is expanded around the new
minimum,

1. the shift in nucleon and σ masses is of order ε and thus negligible,
2. the pion acquires a small mass m2

π ∼ ε/v, and
3. the axial current is only partially conserved, ∂μA

μ
i = επi .

The small but non-zero pion mass and partial conservation of the axial current are now in
improved agreement with weak interaction phenomenology.

Background and Further Reading

Pedagogical introductions to current algebra, chiral symmetry, and the linear σ-model that
have influenced our presentation may be found in Refs. [32, 85].

Problems

33.1 Derive the commutator [ Qi , Q j ] = iεi jkQk for the charge defined in Eq. (33.4). Hint:
Use the charge (33.4) to write the commutator, displaying explicit matrix indices

[ Qa (t), Qb (t) ] =
∫

d 3x d 3x ′ taij tbkl[ q†i (x)qj (x), q†
k
(x ′)ql (x ′) ],

where tc ≡ 1
2τ

c . Then use that the fermion operators anticommute. ***

33.2 Prove that the charges (33.7) obey the commutators in Eq. (33.8).
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33.3 Show that the generators of the algebra (33.8) are related by parity. Hint: For a Dirac
wavefunction the action of parity is Pψ(x, t)P−1 = γ0ψ(−x, t), up to a phase. ***

33.4 Verify that the potential V (π, σ) can be written as Eq. (33.11), and that if ε = 0 and
the symmetry is implemented in the Wigner mode the masses for the π and σ fields
are degenerate and given by Eq. (33.13). Hint: A constant term may be discarded
from a Lagrangian density without affecting physical quantities.



34 Grand Unified Theories

In Ch. 19 we saw that the weak, electromagnetic, and strong interactions are all described
by local gauge theories and, if gravity is neglected, the fundamental interactions correspond
to a gauge symmetry SU(2)w × U(1)y × SU(3)c called the Standard Model. Above the
electroweak scale of about 100 GeV the symmetry is assumed to be unbroken and the weak
and electromagnetic interactions are unified, but below the electroweak scale the symmetry
is broken according to the pattern

SU(2)w × U(1)y × SU(3)c −→ SU(3)c × U(1)QED,

where the arrow indicates that the Higgs field breaks the electroweak gauge group SU(2)w×
U(1)y down to U(1)QED below the electroweak scale, so that in our low-energy world we
obtain the following.

1. The weak and electromagnetic interactions differ from each other fundamentally in
strength, range, and conserved symmetries.

2. The intermediate vector bosons W± and Z0 are massive.
3. The photon is massless and the electromagnetic charge is conserved exactly by virtue

of the remaining U(1) gauge symmetry of QED.
4. The color gauge symmetry SU(3)c of the strong interactions is conserved exactly and

color is confined, so physical states are color SU(3) singlets.

This invites speculation that perhaps this symmetry breaking at the electroweak scale is
just the last step in a hierarchy of symmetry breaking originating in a more comprehensive
gauge symmetry that unifies all interactions at some very large mass scale under a
single gauge coupling constant. Theories that attempt to unify the presently known non-
gravitational fundamental interactions in a larger gauge group G that contains the Standard
Model symmetry SU(2)w ×U(1)y × SU(3)c as a subgroup are called grand unified theories
or GUTs. We shall term the conjectured group G the GUT gauge group.

34.1 Evolution of Fundamental Coupling Constants

Two general observations motivate further investigation of GUTs. (1) If the GUT gauge
group operates on the familiar quarks and leptons of the low-energy world that are listed in
Fig. 19.1, candidates forGmay be found that accommodate assignment of known particles
to low-dimensional representations. (2) The momentum-dependent coupling strengths of
the strong, weak, and electromagnetic interactions evolve with the square of momentum
transfer Q2 and they become comparable in magnitude at an energy of ∼ 1016 GeV.

584
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Box 34.1 Anomalies in Quantum Field Theory

Anomalies imply that a theory is rendered non-renormalizable by the quantization process itself (see
Section 17.1). Specifically, they occur when a symmetry that is respected at the classical level is no longer
respected when the field is quantized. Anomalies are an advanced topic that we shall not discuss except to
note that they appear only for certain gauge group representations. Therefore, construction of non-anomalous
(and therefore renormalizable) gauge theories can imply restrictions on the permissible gauge groups and
representations for the matter fields. An example of an anomaly-free representation in the SU(5) grand unified
theory is given in Section 34.3. For a more extensive introduction to anomalies in the Standard Model, see
Ryder [174].

34.2 Minimal Criteria for a Grand Unified Group

We assume that the GUT group G operates on the familiar quarks and leptons, which
are grouped into generations as in Fig. 19.1. Gauge couplings preserve chirality and it is
convenient to express the generations of Fig. 19.1 entirely as left-handed fields. Utilizing
the results of Problem 34.1, we may rewrite the three Standard Model generations as

I:
(
νe, e−, e+, ui , di , ūi , d̄i

)
L

,

II:
(
νμ, μ−, μ+, ci , si , c̄i , s̄i

)
L

, (34.1)

III:
(
ντ, τ−, τ+, ti , bi , t̄i , b̄i

)
L

,

where Roman numerals label generations, L denotes left-handed components, bars indicate
charge conjugates, and i = 1, 2, 3 is a quark color index. Thus each generation consists of
15 two-component fields, three for each (colored) quark and one for each lepton.1 The
GUT gauge group G may be expected to meet a few minimal criteria.

1. It should be simple (Section 2.13), so that there is only one gauge coupling strength.
2. It must contain SU(2)w × U(1)y × SU(3)c as a subgroup, which requires it to be at least

of rank 1 + 1 + 2 = 4.
3. It must accommodate complex representations (see Section 8.5 and the solution of

Problem 8.6) since the generations (34.1) contain fields and their charge conjugates.
4. The representations of G to which particles are assigned must satisfy technical

conditions ensuring freedom from anomalies, which are discussed in Box 34.1.

Various candidate GUT groups meeting these requirements have been suggested, with two
popular ones being SU(5) and SO(10).

1 In the Standard Model neutrinos are assumed identically massless and only the left-handed components enter
the weak interactions. We now know that neutrinos have finite but tiny masses, but we will keep things simple
and assume massless neutrinos for purposes of this discussion.
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34.3 The SU(5) Grand Unified Theory

The simplest theory meeting the conditions of the preceding section is the SU(5) model of
Georgi and Glashow [69]. Although this theory suffers the misfortune of being contradicted
by data (it predicts a proton lifetime too short to be consistent with experimental limits),
it gets many things right and we study it here as a prototype of a grand unified theory
[41, 85, 166].

SU(5) Gauge Bosons: Gauge bosons transform as the adjoint representation of the gauge
group, which is of dimension N2 − 1 for SU(N). Thus an SU(5) GUT requires 24 gauge
bosons. We presume that 12 are already familiar from the Standard Model: eight gluons,
three intermediate vector bosons, and one photon. The remaining 12 gauge bosons are
termed leptoquark bosons, denoted by X and Y . The gauge bosons X and Y carry both
weak isospin and color quantum numbers, so they can mediate transitions between leptons
and quarks.

Particle Assignments: The fundamental and conjugate representations of SU(5) are the
5 and 5, respectively, and each fermion generation of the Standard Model fits neatly into a
direct sum of SU(5) representations: 5 ⊕ 10, where the 10 comes from the antisymmetric
part of 5⊗5. We may classify these SU(5) multiplets according to their SU(3)c and SU(2)w

subgroup dimensionalities using the notation
(
Dim SU(3), Dim SU(2)

)
. Then for the first

generation of Standard Model particles,

5 = (3, 1) + (1, 2) = dR +
(
ν̄e, e+

)
R ,

5 = ( 3, 1) + (1, 2) = d̄L +
(
νe, e−

)
L , (34.2)

10 = (3, 2) + ( 3, 1) + (1, 1) = (u, d)L + ūL + e+L.

Generations II and III have analogous assignments.

Example 34.1 The SU(5) representation 5 contains the left-handed components of νe and e−

[a weak isospin doublet but a color singlet, since νe and e− do not see color], and left-
handed components of the antidown quark [a 3 under SU(3) color but an SU(2)w singlet,
since only right-handed antiparticles couple to the charged weak current].

Example 34.2 The 10 of SU(5) contains the left-handed e+, which is a color and weak
singlet; the left-handed ū quark, which transforms as a color 3 but a weak singlet; and
the left-handed u and d quarks, which constitute a weak isospin doublet and transform as
SU(3)c triplets.

You are asked to show in Problem 34.3 that the 5 ⊕ 10 representation of SU(5) is anomaly
free (Box 34.1), because anomalies associated with the 5 and 10 are each finite, but they
cancel exactly in the direct sum.

Quantization of Electrical Charge in SU(5): The magnitudes of the electrical charge
carried by protons and electrons are known experimentally to be equivalent to extremely
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high precision. The Standard Model gives no explanation for this fact, which is funda-
mental to the existence of stable atoms. The SU(5) GUT fermion assignments account
for this by reproducing the factors of 1

3 between the quark charges found in Table 9.1 and
leptonic charges, thereby explaining the equality of proton and positron charges. The SU(5)
generators are traceless as for SU(2) and SU(3), and because the photon is one of the SU(5)
gauge bosons the electrical charge is a traceless diagonal matrix acting on the 5 and 5̄. This
implies that the sum of the charges in an SU(5) multiplet must vanish.

Example 34.3 Neglecting chirality labels, the 5̄ in Eq. (34.2) has the particle content d̄, νe,
and e−. Therefore, the sum of the charges must satisfy 3Q(d̄) + Q(νe) + Q(e) = 0, where
the factor of 3 is for the color degeneracy of the d̄ quark. Since Q(νe) = 0, this implies
that Q(e) = −3Q(d̄) = −1, where we have used Q(d̄) = + 1

3 from Table 9.1 evaluated for
the antiquark (see table footnote). This indicates that the third-integer charges for quarks
in Table 9.1, which were suggested originally by the phenomenological flavor symmetry,
are actually a consequence of color gauge symmetry.

The Standard Model imposes no conditions on electrical charge because it
is associated with an abelian U(1) factor. Conversely, the constraints imposed
by the non-abelian SU(5) commutator algebra imply that charge must be
quantized.

Symmetry Breaking Hierarchy: Leptons and quarks have been assigned to the same SU(5)
representations and the leptoquark bosons X and Y carry both weak isospin and color
quantum numbers, so transitions that fail to conserve baryon number and lepton number
are possible in the SU(5) theory. The poster child for such processes is decay of the proton,
which is forbidden if baryon number is conserved. On dimensional grounds the mean life
for proton decay to lighter subatomic particles in the SU(5) theory is

τp �
1
α2
G

M4
x

M5
p

, (34.3)

where Mp is the proton mass, Mx is the (unknown) leptoquark boson mass scale, and αG
is the (unknown and momentum-dependent) gauge coupling strength for SU(5). Since the
lifetime of the proton is known to be greater than 1034 yr, reasonable choices of αG in
Eq. (34.3) require that Mx ∼ 1015 GeV or larger to avoid obvious conflict with experiments.
A mass scale that large can be acquired only by spontaneous symmetry breaking (Ch. 17).
Thus the SU(5) GUT requires two levels of spontaneous symmetry breaking.

1. On a mass scale Mx ∼ 1015 GeV a 24-dimensional representation of real scalar fields
breaks the SU(5) symmetry down to the Standard Model by the Higgs mechanism,

SU(5) → SU(2)w × U(1)y × SU(3)c,

with the 12 X and Y bosons acquiring masses of order 1015 GeV, the other 12 gauge
bosons remaining massless, and 12 Higgs bosons appearing with masses comparable
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to the leptoquark bosons. (This is a more complicated version of the simple Higgs
mechanisms described in Sections 18.2 and 19.1.3.) The 24 gauge bosons of SU(5) may
be classified under the SU(3)c and SU(2)w subgroups as

24 = (8, 1)
gluons

+ (1, 3) + (1, 1)
W±, Z0, γ

+ (3, 2)
X̄, Ȳ
+ (3̄, 2)

X,Y
,

where a notation (Dim SU(3)c, Dim SU(2)w) is used. Thus the massive X and Y bosons
can mediate interactions that interconvert leptons and quarks because they transform as
triplets under color SU(3) and doublets under weak isospin SU(2).

2. On a mass scale of ∼ 100 GeV the standard electroweak symmetry breaking occurs:

SU(2)w × U(1)y × SU(3)c → SU(3)c × U(1)QED.

For the SU(5) theory this is accomplished using a set of 10 fields transforming as a
complex 5 under SU(5). Three of the original scalars give the weak vector bosons W±

and Z0 mass by the Higgs mechanism, leaving seven physical Higgs fields.

We note in passing that dealing with the very large difference between these symmetry
breaking scales in perturbation theory leads to a serious issue associated with fine-tuning
of parameters called the gauge hierarchy problem. Introductions to the problem may be
found in the literature [41, 166]. We will not pursue this technical issue here, except to
note below that constraints imposed by a conjectured symmetry between fermions and
bosons might be relevant to resolving this issue.

34.4 Beyond Simple GUTs

The simplest GUT is the SU(5) theory just outlined, but it is ruled out by prediction
of a proton decay lifetime that is several orders of magnitude shorter than the present
experimental limit. More generally, there is as yet no evidence for the baryon non-
conservation implied by such theories. Extensions of SU(5), and GUTs based on larger
groups like SO(10) [which contains SU(5) as a subgroup], can push the proton decay
lifetime higher at the expense of more complicated formalisms and larger theoretical
ambiguity.

Considerable attention has been focused on GUTs based on supersymmetries, which are
symmetries for which bosons and fermions appear in the same group representations (see
Box 34.2). These theories predict supersymmetric fermion partners for known elementary
bosons and supersymmetric boson partners for known elementary fermions. Supersym-
metries are also crucial to superstring theory and M-theory, which attempt to unify all
four fundamental interactions, and undiscovered supersymmetric particles are a popular
candidate for the dark matter required by modern cosmology.

If supersymmetry existed, it might also help with the gauge hierarchy problem alluded
to above: if every fermion has a boson partner and every boson has a fermion partner, then
in perturbation theory there could be large cancellations in the contributions from each
fermion–boson pair, thus at least partially alleviating the parameter fine-tuning problem.
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Box 34.2 Supersymmetry

Many ideas in modern physics invoke a property of the Universe called supersymmetry that is conjectured
theoretically, but for which there is not yet any evidence.

Fermions and Bosons

Elementary particles can be divided into two classes that exhibit fundamentally different quantum statistics.
Fermions carry half-integer spins and obey Fermi–Dirac statistics, implying wavefunctions that are antisym-
metric with respect to exchange of identical fermions. The most notable implication of fermionic statistics is
the Pauli principle: no two identical fermions can occupy the same quantum state. Bosons carry integer spins
and obey Bose–Einstein statistics, implying wavefunctions that are symmetric with respect to exchange of
identical bosons. The most notable implication of bosonic statistics is boson condensation: many identical
bosons can occupy the same quantum state. We have no fundamental explanation for why, but all known
elementary particles are classified uniquely as either bosons or fermions.

Symmetries Relating Fermions and Bosons

Normal quantum symmetries relate bosons to bosons or fermions to fermions, but not bosons to fermions.
For example, in color SU(3) a group multiplet contains either fermions (quarks) or bosons (gluons), but not
both. There are attractive theoretical reasons to believe that the Universe will eventually be found to exhibit
a fundamental symmetry that relates fermions to bosons called supersymmetry. Under supersymmetry each
fermion has a partner boson of the same mass and each boson has a partner fermion of the same mass.

Electrons are spin- 1
2 fermions with a definite mass. In supersymmetry the electron has a partner

called a selectron of the same mass, but having a spin of zero and obeying boson statistics.

Thus supersymmetric fermions and bosons can occur in the same (super)symmetry multiplets.

Experimental Evidence for Supersymmetry

The problem with this rather beautiful idea is that no experiment has ever seen a supersymmetric partner of
any known particle. However, supersymmetry could be broken, with the masses for supersymmetric partners
pushed up to high values that could explain the lack of observational evidence. The Large Hadron Collider
(LHC) has searched for supersymmetry at energies of hundreds of GeV where the simplest implementations
of broken supersymmetry suggest that there could be new supersymmetric particles. As of this writing in 2021
there is no evidence for such new particles in these LHC experiments (or in high-energy cosmic rays), which
bodes poorly for at least the simplest implementations of supersymmetry.

This is because in perturbative quantum field theory diagrams corresponding to closed
loops (for example, as in Fig. 19.3) contribute with opposite sign for a fermion loop relative
to a boson loop. Thus if each fermion is related by (super)symmetry to a corresponding
boson, each such fermion–boson pair could give canceling contributions to matrix elements
corresponding to loop diagrams, by virtue of the symmetry constraint. However, as
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discussed in Box 34.2 there is as yet no experimental evidence for the supersymmetries
required for these approaches to explaining our Universe.

Background and Further Reading

The prototypical GUT is the SU(5) model of Georgi and Glashow [69]. Textbook
discussions of GUTs may be found in Cheng and Li [41], Guidry [85], and Quigg [166].

Problems

34.1 Prove that in Eq. (34.1) we may take as independent fermion fields ψL and ψc
L,

instead of ψL and ψR, because the charge conjugate of a right-handed fermion field
is left-handed.***

34.2 Repeat Example 34.3 to relate the quark and leptonic charges for the 5 and 10
representations of Eq. (34.2).

34.3 The anomaly A(R) of a fermion representation R is given by [41]

Tr
({Ta (R), Tb (R)}T c (R)

)
=

1
2

d abc A(R),

where Ta (R) is a representation matrix, the dabc are totally symmetric constants
defined through the anticommutator of the generators as in Eq. (11.17), and A(R)
is normalized to unity for the fundamental representation and is independent of the
generators. Prove that the SU(5) representation 5 ⊕ 10 is anomaly free because the
anomalies of the 5 and 10 are non-zero, but they exactly cancel each other. Hint:
Charge Q is a generator so evaluate the above expression for Ta = Tb = T c = Q. ***



Appendix A Second Quantization

Many examples discussed in this book represent quantum many-body systems containing a
large number of identical particles that can be divided into two broad categories according
to their exchange properties: bosons and fermions. Constructing a total wavefunction
having proper exchange characteristics for a many-particle system can be a cumbersome
task. The method of second quantization or occupation number representation using
Dirac notation greatly facilitates this endeavor and is used extensively in this book.
This Appendix provides a concise review of such methods for the non-relativistic many-
body problem.

A.1 Symmetrized Many-Particle Wavefunctions

In quantum mechanics particles of the same type are identical particles since they are
indistinguishable observationally. For the wavefunction of a quantum system with N
identical particles Ψ(x1, x2, . . . , xN ), with xi ≡ (ri , si) denoting position (ri) and spin
projection (si) coordinates of particle i, indistinguishability implies that

|Ψ(x1, . . . , xi , . . . , x j , . . . , xN ) |2 = |Ψ(x1, . . . , x j , . . . , xi , . . . , xN ) |2.

This identity requires that the probabilities for observations associated with the wavefunc-
tion be the same for configurations that differ in the exchange of coordinates between
any two particles i and j. Let us see how to ensure this requirement of exchange
symmetry for a many-body wavefunction. We assume an N-particle quantum system with
a Hamiltonian

H = H0 + HM H0 =

N∑
i=1

h(xi) h(xi) = −
�2

2m
∇2
i + V (xi), (A.1)

where H0 represents the non-interacting part of the Hamiltonian, which is a one-
body operator since it involves single-particle coordinates only, and HM is a sum of
terms involving the coordinates of more than one particle that represents interactions
among the particles. For most problems it is a sufficient initial approximation to ignore
three-body and higher interactions, and we assume HM to be a two-body operator in this
discussion.
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It is convenient to write the many-particle wavefunction in a basis corresponding to
eigenfunctions of H0. To do so, one first solves the eigenvalue equation h(x)φa (x) =
εaφa (x) for the one-body operator h(x), where a represents a set of quantum numbers
that uniquely characterize the single-particle state φa. For identical particles a viable
many-particle wavefunction is not simply a product φa1 (x1)φa2 (x2) · · · φaN (xN ) of
single-particle wavefunctions, but rather is a superposition of such product states corre-
sponding to all possible permutations of the N coordinates x1, x2, . . . , xN that fulfill the
exchange symmetry.

A.1.1 Bosonic and Fermionic Wavefunctions

For boson systems the wavefunction must be symmetric under exchange of coordinates.
The symmetrized wavefunction for bosons can be written

Ψ(S)(x1, x2, . . . , xN ) =
1

√
N!
√∏

a na!

∑
P∈SN

P φa1 (x1)φa2 (x2) · · · φaN (xN ), (A.2)

with the superscript S standing for “symmetric.” The summation runs over all permutations
P of the N coordinates x1, x2, . . . , xN , with SN indicating the set of permutations in the
permutation group (Section 2.3.4). The product of factorials na! runs over all states in the
single-particle basis with na the number of particles in the single-particle state a.

For fermion systems the wavefunction must be antisymmetric under exchange of
coordinates. The antisymmetrized wavefunction for fermions can be written

Ψ(A)(x1, x2, . . . , xN ) =
1
√

N!

∑
P∈SN

sgn(P) × P φa1 (x1)φa2 (x2) · · · φaN (xN ), (A.3)

with the superscript A standing for “antisymmetric.” There are two important differences
compared to the bosonic case in Eq. (A.2). (1) For fermions na can only be 0 or 1, leading
to
∏

na!= 1. (2) There is a new factor sgn(P) in the summation, which denotes the sign
of the permutation P. A permutation has a positive (negative) sign if it corresponds to an
even (odd) number of two-particle exchanges (transpositions).

Example A.1 A permutation can be written as a product of transpositions Pi j that interchange
the indices of the coordinates at positions i and j. For example, P13(123) = (321), which
interchanges the indices of the coordinates at the positions 1 and 3, and P12(321) =
(231). Then successive application of P13 and P12 gives P12P13(123) = (231). Thus this
permutation can be written in terms of an even number of transpositions (two) and the sign
of the permutation is positive. Alternative sequences of transposition can give the same
result. For example, applying four transpositions P23P13P12P23 on (123) also gives (231),
but four is an even number and the sign is again positive. The general rule is that the way
to express a permutation in terms of transpositions is not unique but the evenness/oddness
is unique so the sign ± for sgn(P) in Eq. (A.3) is unambiguous.
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A.1.2 Slater Determinants

The fermionic wavefunction (A.3) can be expressed conveniently as a Slater determinant,

Ψ(A)(x1, x2, . . . , xN ) =
1
√

N!













φa1 (x1) φa2 (x1) . . . φaN (x1)
φa1 (x2) φa2 (x2) . . . φaN (x2)

...
...

. . .
...

φa1 (xN ) φa2 (xN ) . . . φaN (xN )













, (A.4)

which ensures fidelity to the Pauli principle. It is easily checked that the determinant
vanishes if it contains identical rows and/or identical columns. The physical meaning for
a vanishing determinant with two identical columns is that it is not possible to put more
than one identical fermion into a given single-particle state. The determinant also vanishes
for two identical rows, meaning that it is not possible to have two identical fermions at the
same x (remember that x denotes position and spin projection of a single-particle state).
The meaning of a Slater determinant can be appreciated from a simple example.

Example A.2 For two fermions with coordinates x1 and x2, the Hartree product state is

Ψ(x1, x2) = φ1(x1)φ2(x2).

This state is not satisfactory because the wavefunction is not antisymmetric under exchange
of the coordinates of the two fermions. A correct wavefunction should have the property
Ψ(x1, x2) = −Ψ(x2, x1) = −φ1(x2)φ2(x1), which is satisfied if we write

Ψ(x1, x2) =
1
√

2
[
φ1(x1)φ2(x2) − φ1(x2)φ2(x1)

]
=

1
√

2






φ1(x1) φ2(x1)
φ1(x2) φ2(x2)






 ,

where 1/
√

2 is a normalization factor. This equation (1) is now antisymmetric, (2) no longer
distinguishes between identical fermions, and (3) satisfies the Pauli principle.

A single Slater determinant is often a poor approximation to the many-particle wavefunc-
tion because it is formed using the solution of the non-interacting H0 in the Hamiltonian. In
more accurate treatments a linear combination of Slater determinants must be constructed
and mixed by the two-body operator HM in Eq. (A.1).

A.2 Dirac Notation

Dirac notation, invented by Paul Dirac in 1939, is ubiquitous in modern quantum
mechanics. As one can see from many examples in the present book, this powerful and
concise notation allows physics to be discussed while accounting for implicitly, but without
having to display explicitly, mathematical details such as the integral and differential
calculus appearing in Schrödinger’s wave mechanics.
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A.2.1 Bras, Kets, and Bra-Ket Pairs

A ket | 〉 denotes a vector in a complex vector space (Hilbert space) representing a state
of a quantum system. For example, |x〉 can represent a state for a particle at position x,
|p〉 can represent a state for a particle having momentum p, and |J, M〉 can represent a
state with total angular momentum J and projection M . The spin operator σ̂z on a two-
dimensional spinor space has eigenvalues ± 1

2 with eigenspinors (ψ+, ψ−), which may be
expressed in Dirac notation as ψ+ = |+〉 and ψ− = |−〉. More generally, an expression
|Ψ〉 represents a quantum system in the state Ψ and is termed a state vector. A bra 〈 | is
the hermitian conjugate of a state represented by a corresponding ket, with the bra and ket
states related by

〈Ψ|† = |Ψ〉 |Ψ〉† = 〈Ψ| , (A.5)

where † indicates hermitian conjugation (transposition of matrices and complex conjuga-
tion of their entries).

Inner Product: A bra-ket combination 〈Ψ2 | Ψ1〉 represents the Hilbert space inner product
of state vectors |Ψ1〉 and |Ψ2〉, which may be viewed as the projection of |Ψ1〉 onto |Ψ2〉 and
corresponds to the overlap integral in ordinary quantum notation. In Dirac notation a bra
may be used to specify detailed physical meaning of a ket. For example, the bra-ket 〈x | Ψ〉
specifies the state |Ψ〉 represented in coordinate space x, and |〈x = 0.68| Ψ〉|2 expresses
the probability for the particle in state |Ψ〉 to be found at x = 0.68.

Completeness: A ket-bra combination | 〉 〈 | is a projection operator. If |ei〉 denotes a basis
vector in an N-dimensional space, |ei〉 〈ei | Ψ〉 is the projection of |Ψ〉 on the ith axis.
Summation over all projection operators in the space gives the completeness condition,

N∑
i=1
|ei〉 〈ei | = 1, (A.6)

where 1 is the unit matrix in the space. Insertion of a complete set of states through the
identity (A.6) is a common manipulation.

Direct Products: If a system is composed of two independent subsystems U and V , the
Hilbert space of the entire system is the tensor product of the two spaces, U ⊗ V . If |A〉 is
a ket in U and |B〉 is a ket in V , the direct product of the two kets is |A〉 |B〉.

A.2.2 Bras and Kets as Row and Column Vectors

A ket in Dirac notation can be identified with a column vector, and a bra with a row vector.
For an N-dimensional vector space with a given orthonormal basis, the inner product can
be written as a matrix multiplication of a row vector with a column vector,

〈A| B〉 = a∗1b1 + a∗2b2 + · · · + a∗NbN = (a∗1 a∗2 · · · a∗N )

��������

b1

b2
...

bN

��������
,
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implying that a bra is a 1× N row matrix and a ket is an N × 1 column matrix in this basis,

〈 A| = (a∗1 a∗2 · · · a∗N ) |B〉 =
��������

b1

b2
...

bN

��������
. (A.7)

Note that the elements a∗i in the row matrix Eq. (A.7) must be complex conjugates of ai ,
by virtue of Eq. (A.5). It is natural then that the complete set of projection operators in Eq.
(A.6) becomes an N × N identity matrix in a matrix representation.

A.2.3 Linear Operators Acting on Bras and Kets

A linear operator T̂ transforms a vector in Hilbert space by operations like rotation
or reflection, resulting in another vector in the same space. From Eq. (A.7), in an N-
dimensional Hilbert space a ket can be expressed as an N × 1 column matrix. Now letting
T̂ act on a basis vector T̂ 

e j

〉
and utilizing Eq. (A.6),

T̂ 

e j
〉
= 1 × T̂ 

e j

〉
=

N∑
i=1
|ei〉
〈
ei 

T̂ 

e j

〉
=

N∑
i=1

Ti j |ei〉 ( j = 1, 2, . . . , N ), (A.8)

where the matrix elements Ti j ≡
〈
ei 

T̂ 

e j

〉
correspond to N2 complex numbers. Thus, linear

operations in an N-dimensional Hilbert space can be identified with N×N matrices. Taking
i as row index and j as column index, the corresponding matrix is

T =

��������

T11 T12 . . . T1N

T21 T22 . . . T2N
...

...
. . .

...
TN1 TN2 . . . TNN

��������
. (A.9)

Transformations of kets or bras in the Hilbert space then correspond to matrix multiplica-
tions, as outlined in Box A.1. This is particularly useful for numerical calculations since
matrix multiplications of large dimensions are easily implemented by computers.

A.3 Occupation Number Representation

A quantum state represented by |S 〉 looks rather abstract. For many discussions it is
sufficient to know that this is a vector in the relevant Hilbert space. By applying Dirac
notation, one may specify it with respect to a particular basis.
1. Recall from introductory quantum mechanics that wavefunctions are often given as
functions of position, ψ(x). Using a bra-ket combination, this may be viewed as the
coefficient in the expansion of |S 〉 in the basis of position eigenfunctions; this may be
expressed as ψ(x) = 〈x | S 〉, where |x〉 is the eigenvector of the position operator x̂.
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Box A.1 Action of Linear Operators on Bras and Kets

Equations (A.8) and (A.9) involve the action of linear operators on bras and kets, which can be cast generally
as matrix multiplications.

Linear Operators Acting on Kets

If T is a linear operator and |A〉 a ket-vector, then T acting from the left on |A〉 produces another ket-vector
T|A〉 in the same space. This operation can be realized by matrix multiplication with an N × N (generally
complex) matrix multiplying an N × 1 column matrix, resulting in a new N × 1 column matrix.

Linear Operators Acting on Bras

Operations can be viewed as T acting on bras 〈A| from the right, resulting in another bra 〈A|T. In an N -
dimensional Hilbert space 〈A| is a 1 × N row matrix and matrix multiplication of it by an N × N matrix
results in a new 1 × N row matrix.

Linear Operators Sandwiched by a Bra and Ket

The expression 〈A| T |B〉 can be understood either as 〈A| (T|B〉) (T acting from the left on |B〉), or(〈A|T) |B〉 (T acting from the right on 〈A|).

In an N -dimensional Hilbert space, matrix multiplication of a 1×N row matrix, N×N matrix,
and N × 1 column matrix (the order is important!) results in a c-number.

If T is hermitian (T = T†), then 〈 A|T|B 〉 is a transition matrix element corresponding to the amplitude
for an oservable probability for transitions between |A〉 and |B〉. If the same state vector appears on both
bra and ket sides, 〈A| T |A〉, the matrix element is termed an expectation value and if T is hermitian its
square represents a static observable property like an energy or magnetic moment.

2. Similarly, the wavefunction in the momentum space Φ(p) may be viewed as the
expansion coefficient of |S 〉 in the basis of momentum eigenfunctions: Φ(p) = 〈p| S 〉.
3. Another example encountered when the superposition principle is considered is to
expand |S 〉 in the basis of energy eigenfunctions obtained by solving the Schrödinger
equation with the Hamiltonian Ĥ: cn = 〈n| S 〉, where |n〉 represents the nth (discrete)
wavefunction, ψn(x).
These examples express the same vector |S 〉 in different bases, so they are related by linear
transformations. The relationship is evident if we use different expansion coefficients to
express the position eigenfunction:

ψ(x) =
∫
ψ(y)δ(x − y)dy (A.10a)

=

∫
Φ(p)

1
√

2π�
eipx/�dp (A.10b)

=
∑
n

cn ψn(x). (A.10c)
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Thus, ψ(x), Φ(p), and cn describe the same state vector |S 〉 but in different bases,
specified by position (x), momentum (p), and (discrete) energy states (cn), respectively.

A.3.1 Creation and Annihilation Operators

It can be tiresome to write symmetrized wavefunctions for many-particle systems in terms
of single-particle states as in Eqs. (A.10). On the other hand, it is redundant (and physically
impossible) to know detailed spatial information for every particle since they are identical.
The essential information that we need for many-particle wavefunctions is simple: labels
for the basis states and particle occupation numbers for those states. In fact, anyone who
has taken a course in introductory quantum mechanics is familiar with this idea: spin cannot
be expressed using spatial functions. For example, a spin- 1

2 particle wavefunction can be
expressed as a two-element column matrix

χ =

(
a
b

)
= aψ+ + bψ− ψ+ =

(
1
0

)
ψ− =

(
0
1

)
,

with the convention that the occupation number 1 for the upper (lower) element of
the column matrix represents the spin-up (spin-down) state. In occupation number
representation a many-particle state is specified by the number of particles occupying each
basis single-particle state. Let us illustrate, first for fermions and then for bosons.

Fermion Occupation Numbers: Consider a three-fermion system with single-particle
states labeled 1, 3, and 6 being occupied, with all other states empty. This three-
particle state can be expressed by a many-particle ket written in occupation number
representation as

|1, 0, 1, 0, 0, 1, 0, 0, 0, 0, . . . 〉 , (A.11)

where the numbers represent occupations and horizontal position of numbers indicates the
state. Thus in Eq. (A.11) one particle is in the single-particle state labeled 1, one in state 3,
one in state 6, and there are no particles in the remaining states.

Changes in occupation number representation are implemented by creation and annihi-
lation operators. To illustrate, let us start with a true vacuum state having no particles in
any single-particle states, |0〉 = |01, 02, 03, . . . 〉. The subscripts denote the ordinal number
of the basis states; they are not essential since the position of the number indicates the
state [as in Eq. (A.11)] but we will use them here temporarily to make the arguments more
transparent. Now create a fermion in state 1 by operating on the vacuum with a creation
operator c†1,

c†1 |0〉 = |11, 02, 03, . . . 〉 , (A.12)

where the subscript 1 for the operator indicates that creation occurs specifically in the
single-particle state 1. We then create a second fermion in state 2, which results in

c†2c†1 |0〉 = c†2 |11, 02, 03, . . . 〉 = − |11, 12, 03, . . . 〉 . (A.13)
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Note the minus sign that appears because state 2 must interchange its position with state 1
to be acted by c†2. If the two operators are placed instead in opposite order,

c†1c†2 |0〉 = c†1 |01, 12, 03, . . . 〉 = + |11, 12, 03, . . . 〉 . (A.14)

This sign difference reflects the antisymmetry of the fermions; from Eqs. (A.13) and (A.14)
we have (c†1c†2 + c†2c†1 ) |0〉 = 0, or c†1c†2 = −c†2c†1. Thus for two fermion creation operators[

c†1, c†2
]
+ ≡ c†1c†2 + c†2c†1 = 0, (A.15)

where the subscript + indicates anticommutation (summation of the two terms).

Fermion antisymmetry manifests itself in anticommutation relations that fermion
operators must obey in occupation number representation.

These anticommutation relations carry exactly the same antisymmetrization information as
the Slater determinant in Eq. (A.4), but in more concise form.

Boson Occupation Numbers: If we repeat the above considerations for bosons, the minus
sign in Eq. (A.13) is absent because bosons commute. The two terms appearing in Eq.
(A.15) then subtract from each other for bosons, leading to the commutation relation[

c†1, c†2
]
− ≡ c†1c†2 − c†2c†1 = 0, (A.16)

where the subscript − distinguishes boson commutators in (A.16) from the fermion
anticommutators in (A.15). Proceeding in this way we find the following.

In occupation number representation the commutation and anticommutation
relations for creation and annihilation operators are[

c†i , c†j
]
∓ ≡ c†i c†j ∓ c†j c

†
i = 0, (A.17a)[

ci , cj
]
∓ ≡ cicj ∓ cjci = 0, (A.17b)[

ci , c†j
]
∓ ≡ cic

†
j ∓ c†j ci = δi j , (A.17c)

with the minus sign denoting commutation relations for bosons and the plus sign
denoting anticommutation relations for fermions.

Note that in the chapters of this book we will typically use a shorthand notation { A, B } ≡
[A, B]+ for anticommutators, and [A, B] ≡ [A, B]− for commutators.

A.3.2 Basis Transformations

Basis transformations are particularly simple within the second-quantized formalism. Let
|a〉 be a set of single-particle kets whose overlaps with the position spin eigenstates |x〉 are
the single-particle wavefunctions φa (x) ≡ 〈x | a〉. Consider a different set of single-particle
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kets |a′〉 with corresponding single-particle wavefunctions φ′a′ (x) ≡ 〈x | a′〉. To transform
between the two single-particle bases we use Eq. (A.6) to write

|a〉 = 1 × |a〉 =
∑
a′



a′〉 〈a′

 a〉 =
∑
a′

〈
a′

 a〉 

a′〉 , (A.18)

where the |a〉 are expressed as a sum over |a′〉 with coefficients Da′,a ≡ 〈a′ | a〉. This can
also be written in terms of operator transformations. Since

c†a |0〉 = |a〉 =
∑
a′

〈
a′

 a〉 

a′〉 =∑

a′

〈
a′

 a〉 c†a′ |0〉 ,

we have that

c†a =
∑
a′

〈
a′

 a〉 c†a′ ca =

∑
a′
〈a | a′

〉
ca′ , (A.19)

where ca = (c†a)† was used. Similarly, one can derive the inverse transformations,

c†a′ =
∑
a

〈a | a′
〉

c†a ca′ =
∑
a

〈
a′

 a〉 ca. (A.20)

The transformation between single-particle wavefunctions φa (x) and φ′a′ (x) is then,

φa (x) = 〈x | a〉 = 〈x |
(∑

a′

〈
a′

 a〉 

a′〉 ) =∑

a′

〈
a′

 a〉 〈x | a′

〉
=
∑
a′

〈
a′

 a〉φ′a′ (x),

and the inverse transformation is φ′a′ (x) =
∑

a 〈a | a′〉φa (x). In quantum mechanics basis
transformations are unitary and the corresponding matrix of transformation coefficients
Da′,a ≡ 〈a′ | a〉 is unitary (D† = D−1). Thus, basis transformation in the second
quantization formalism is just basic linear algebra implemented for unitary matrices.

A.3.3 Many-Particle Vector States

An arbitrary many-particle vector state of an N-particle system can be constructed with a
set of creation operators in an appropriate order. Starting from a true vacuum (no particles
in any single-particle states), |0〉 ≡ |0, 0, 0, . . . 〉, with the condition ci |0〉 = 0 for all i, and
applying the commutation relations for bosons or fermions in Eq. (A.17), we can construct
general many-particle vector states with n1 particles in single-particle state 1, n2 particles
in state 2, n3 particles in state 3, . . . , with

∑
i ni = N . For a system of identical bosons,

|n〉b = |n1, n2, . . . , ni , . . .〉b =
1

√
n1! n2! · · · ni! · · ·

∏
i

(c†i )ni |0〉b . (A.21)

For fermions ni can only be 0 (unoccupied) or 1 (occupied), so ni!= 1 and

|n〉f = |n1, n2, . . . , ni , . . .〉f =
∏
i

(c†i )ni |0〉f (ni = 0 or 1). (A.22)

In occupation number representation a particularly important operator is one to count the
number of particles of a particular type. Box A.2 describes the second-quantized particle-
number operator that accomplishes this task.
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Box A.2 The Number Operator

Consider applying the operator c†i ci to an arbitrary vector state |n〉 in Eq. (A.21) or Eq. (A.22), acting
specifically on the term ni such that c†i ci |n〉 = c†i ci | . . ., ni , . . .〉.

1. If |n〉b is a bosonic vector it is easy to show that

c†i | . . . , ni , . . .〉b =
√

ni + 1 | . . . , ni + 1, . . .〉b ,

ci | . . . , ni , . . .〉b =
√

ni | . . . , ni − 1, . . .〉b .

Applying the above equations successively results in

c†i ci | . . . , ni , . . .〉b =
(√

ni
)2
| . . . , ni , . . .〉b = ni | . . . , ni , . . .〉b .

2. If |n〉f is a fermionic vector it is easy to show that

c†i | . . . , ni , . . .〉f = (−1)
∑

j<i n j (1 − ni) | . . . , 1i , . . .〉f ,

ci | . . . , ni , . . .〉f = (−1)
∑

j<i n j ni | . . . , 0i , . . .〉f .

Applying the above equations successively results again in

c†i ci | . . . , ni , . . .〉f = ni | . . . , ni , . . .〉f .

Thus the operator n̂i ≡ c†i ci counts the number of particles (either bosons or fermions) in the
single-particle state i.

We term n̂i the number operator for state i, and define

N̂ =
∑
i

n̂i =
∑
i

c†i ci

to be the total number operator satisfying N̂ |n〉 = N |n〉, with N =
∑

i ni being the total number of
particles in |n〉.

A.3.4 One-Body and Two-Body Operators

We have introduced creation and annihilation operators to express vectors for many-
particle states. The same can be done for operators that act on these states. We show next
how to construct one-body and two-body operators for an N-particle system.

One-Body Operators: Examples of one-body operators for an N-particle system include
those for kinetic energy or total momentum; these are usually given as the sum of N
operators ĥi acting on the ith particle, Ĥ0 =

∑N
i=1 ĥi . A one-body operator transformed

to occupation number representation can be written as
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N∑
i=1

ĥi =⇒
∑
αα′

hαα′c
†
αcα′ hαα′ ≡ 〈α | ĥ 

α′〉 = ∫ dx φ∗α (x) ĥ(x)φα′ (x), (A.23)

where hαα′ is the matrix element in occupation number representation, and it has been
evaluated in the coordinate representation with x ≡ (r, s) denoting position (r) and spin
projection (s),

Two-Body Operators: Examples of two-body operator include spin–spin interaction or
Coulomb interaction for charged particles, which is generally given for an N-particle
system by ĤM =

∑N
1 v̂i j with the restriction i < j. In occupation number representation a

two-body operator can be expressed as

N∑
i< j=1

v̂i j =⇒
1
2

∑
αβα′β′

vαβα′β′c
†
αc†βcβ′cα′ vαβα′β′ ≡

〈
αβ


 v̂ 


α′β′〉 ,

where vαβα′β′ is the matrix element in the occupation number representation, which can be
evaluated explicitly as

vαβα′β′ =

�
dx dx ′φ∗α (x)φ∗β (x ′)v̂(x, x ′)φα′ (x)φβ′ (x ′),

with x ≡ (r, s).

Example A.3 Consider a system of N spinless, non-interacting fermions. The Hamiltonian
in occupation number representation is simply Ĥ0 =

∑
α Eαa†αaα, where α labels single-

particle states with increasingly ordered energy (assuming no degeneracy) E1 < E2 <

· · · < Eα < · · · < EN . Since no single-particle state can hold more than one fermion, the
ground state wavefunction 

ψgs

〉
is obtained by filling the first N states,



ψgs
〉
=

N∏
α=1

a†α |0〉 = a†1a†2 . . . a
†
N |0〉 = | 1 . . . 1︸︷︷︸

N

, 00 . . . 〉,

with 1 and 0 indicating occupied and unoccupied states, respectively. Thus the ground state
has the lowest N single-particle states occupied and all others empty. The energy,

Egs =
∑
α

Eα = E1 + E2 + · · · + EN ,

is the sum of all N single-particle energies and the energy of the last occupied single
particle, EN , is the Fermi energy of the system. Now let us remove the particle from the
state N and excite it to the next unoccupied state N+1. This process creates a hole (absence
of a particle) below the Fermi energy and a particle above the Fermi energy by particle–
hole excitation. This excited state wavefunction 

ψes

〉
can be expressed as



ψes
〉
= | 1 . . . 1︸︷︷︸

N−1

, 010 . . . 〉 = a†N+1aN


ψgs

〉
. (A.24)
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This shows clearly that, with respect to 

ψgs
〉
, the particle in the state N is annihilated by

aN and a particle in the state N + 1 is created by a†N+1. The energy of this state is thus

Ees = E1 + E2 + · · · + EN−1 + EN+1 = Egs + EN+1 − EN > Egs,

so it is higher in energy than the ground state and is termed an excited state.

Therefore, the occupation number representation provides a clear and intuitive picture of
the ground state and particle–hole excited states for the many-fermion system.



Appendix B Natural Units

Often it is convenient to define new units where values of fundamental constants such as
the speed of light or Planck’s constant are set to one. These are called natural units because
they are suggested by the physics of the problem. For example, the velocity of light c is
clearly of fundamental importance in problems where special relativity is applicable. In
that context, it is natural to use c to set the scale for velocities. Defining a set of units
where c takes unit value is equivalent to making velocity a dimensionless quantity that is
measured in units of c, as illustrated below, thus setting a “natural” scale for velocity.

B.1 The Advantage of Natural Units

The introduction of a natural set of units has the virtue of more compact notation, since
the constants rescaled to unit value need not be included explicitly in the equations,
and the standard “engineering” units like MKS may be restored by dimensional analysis
if they are required to obtain numerical results. This Appendix outlines the use of such
natural units for various problems encountered in this book.

B.2 Natural Units in Quantum Field Theory

In relativistic quantum field theory it is convenient to define natural units where �= c= 1.
Using the notation [a] to denote the dimension of a and using [L], [T] and [M] to denote
the dimensions of length, time, and mass, respectively, for the speed of light c,

[c] = [L][T]−1. (B.1)

Setting c = 1 then implies that [L] = [T], and since E2 = p2c2 + M2c4,

[E] = [M] = [p] = [k], (B.2)

where p = �k . Furthermore, because

[�] = [M][L]2[T]−1, (B.3)

setting � = c = 1 and using [L] = [T] yields

[M] = [L]−1 = [T]−1. (B.4)
603
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Thus [M] may be chosen as the single independent dimension of our set of � = c = 1
natural units. Useful conversions are

�c = 197.3 MeV fm 1 fm =
1

197.3
MeV−1 = 5.068 GeV−1

1 fm−1 = 197.3 MeV 1 GeV = 5.068 fm−1,
(B.5)

where 1 MeV = 106 eV, 1 GeV = 109 eV, an eV is an electronvolt with 1 eV = 1.602 ×
10−19 Joule, and 1 fm = 10−13 cm = 10−15 m (where fm denotes a fermi or a femtometer).
Example B.1 illustrates conversion from natural units to normal engineering units.

Example B.1 The mass of a pion is given by Mπc2 ∼ 140 MeV, and the reduced Compton
wavelength is λ̄π = �/Mπc2. Then

λπ =
1

Mπ
� (140 MeV)−1

in � = c = 1 units. Utilizing Eq. (B.5), this may be converted to

λπ =

(
1

140
MeV−1

)
× 197.3 MeV fm = 1.41 fm = 1.41 × 10−15 m

in standard units.

Problems 3.19–3.22 give some practice using natural units.



Appendix C Angular Momentum Tables

This Appendix contains tables of quantities relevant for using SO(3) and SU(2) symmetries
to describe angular momentum in quantum mechanics. The d-functions tabulated in
Table C.1 are defined in Eq. (6.32) and are related to the D-functions (matrix elements
of the angular momentum operator) in Eq. (6.31a). The spherical harmonics of Table C.2
are related to the angular momentum D-functions in Eq. (6.40). Clebsch–Gordan (vector-
coupling) coefficients are defined in Section 6.3.6 and tabulated in Table C.3. They are
related to the 3J symbols of Table C.4 in Section 6.3.8.

Table C.1. Some d-functions dj
mn(θ)

d
1
2
1
2

1
2

(θ) = cos
(
θ
2

)
d

1
2
1
2 −

1
2

(θ) = − sin
(
θ
2

)
d1

11(θ) = 1
2 (1 + cos θ)

d1
10(θ) = − 1√

2
sin θ d1

1−1(θ) = 1
2 (1 − cos θ) d1

00(θ) = cos θ

d
3
2
3
2

3
2

(θ) = 1
2 (1 + cos θ) cos

(
θ
2

)
d

3
2
3
2

1
2

(θ) = −
√

3
2 (1 + cos θ) sin

(
θ
2

)
d

3
2
3
2 −

1
2

(θ) =
√

3
2 (1 − cos θ) cos

(
θ
2

)
d

3
2
3
2 −

3
2

(θ) = − 1
2 (1 − cos θ) sin

(
θ
2

)
d

3
2
1
2

1
2

(θ) = 1
2 (3 cos θ − 1) cos

(
θ
2

)
d

3
2
1
2 −

1
2

(θ) = − 1
2 (3 cos θ + 1) sin

(
θ
2

)
d2

22(θ) = 1
4 (1 + cos θ)2 d2

21(θ) = − 1
2 (1 − cos θ) sin θ d2

20(θ) =
√

6
4 sin2 θ

d2
2−1(θ) = − 1

2 (1 − cos θ) sin θ d2
2−2(θ) = 1

4 (1 − cos θ)2

d2
11(θ) = 1

2 (1 − cos θ)(2 cos θ − 1) d2
10(θ) = −

√
3√
2

sin θ cos θ

d2
1−1(θ) = 1

2 (1 − cos θ)(2 cos θ + 1) d2
00(θ) = 3

2 cos2 θ − 1
2

Additional values may be inferred from d j

mk
(θ) = (−1)k−md j

km
(θ) = d j

−k−m (θ)

Table C.2. Some spherical harmonics Ylm(θ,φ)

Y10(θ,φ) =
√

3
4π cos θ Y11(θ,φ) = −

√
3

8π sin θeiφ Y20(θ,φ) =
√

5
4π

(
3
2 cos2 θ − 1

2

)
Y21(θ,φ) = −

√
15
8π sin θ cos θeiφ Y22(θ,φ) =

√
15

32π sin2 θe2iφ

Other values may be obtained from the symmetry Yl−m (θ,φ) = (−1)mY ∗lm (θ,φ)
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Table C.3. Some SO(3) Clebsch–Gordan Coefficients
〈

j1m1j2m2 |JM
〉

j1 j2 m1 m2 J M CG j1 j2 m1 m2 J M CG

1/2 1/2 1/2 1/2 1 1 1 1/2 1/2 1/2 −1/2 1 0
√

1/2

1/2 1/2 1/2 −1/2 0 0
√

1/2 1/2 1/2 −1/2 1/2 1 0
√

1/2

1/2 1/2 −1/2 1/2 0 0 −
√

1/2 1/2 1/2 −1/2 −1/2 1 −1 1

1 1/2 1 1/2 3/2 3/2 1 1 1/2 1 −1/2 3/2 1/2
√

1/3

1 1/2 1 −1/2 1/2 1/2
√

2/3 1 1/2 0 1/2 3/2 1/2
√

2/3

1 1/2 0 1/2 1/2 1/2 −
√

1/3 1 1/2 0 −1/2 3/2 −1/2
√

2/3

1 1/2 0 −1/2 1/2 −1/2
√

1/3 1 1/2 −1 1/2 3/2 −1/2
√

1/3

1 1/2 −1 1/2 1/2 −1/2 −
√

2/3 1 1/2 −1 −1/2 3/2 −3/2 1

1 1 1 1 2 2 1 1 1 1 0 2 1
√

1/2

1 1 1 0 1 1
√

1/2 1 1 0 1 2 1
√

1/2

1 1 0 1 1 1 −
√

1/2 1 1 1 −1 2 0
√

1/6

1 1 1 −1 1 0
√

1/2 1 1 1 −1 0 0
√

1/3

1 1 0 0 2 0
√

2/3 1 1 0 0 1 0 0

1 1 0 0 0 0 −
√

1/3 1 1 −1 1 2 0
√

1/6

1 1 −1 1 1 0 −
√

1/2 1 1 −1 1 0 0
√

1/3

1 1 0 −1 2 −1
√

1/2 1 1 0 −1 1 −1
√

1/2

1 1 −1 0 2 −1
√

1/2 1 1 −1 0 1 −1 −
√

1/2

1 1 −1 −1 2 −2 1

2 1/2 2 1/2 5/2 5/2 1 2 1/2 1 −1/2 5/2 3/2
√

1/5

2 1/2 2 −1/2 3/2 3/2
√

4/5 2 1/2 1 1/2 5/2 3/2
√

4/5

2 1/2 1 1/2 3/2 3/2 −
√

1/5 2 1/2 1 −1/2 5/2 1/2
√

2/5

2 1/2 1 −1/2 3/2 1/2
√

3/5 2 1/2 0 1/2 5/2 1/2
√

3/5

2 1/2 0 1/2 3/2 1/2 −
√

2/5 2 1/2 0 −1/2 5/2 −1/2
√

3/5

2 1/2 0 −1/2 3/2 −1/2
√

2/5 2 1/2 −1 1/2 5/2 −1/2
√

2/5

2 1/2 −1 1/2 3/2 −1/2 −
√

3/5 2 1/2 −1 −1/2 5/2 −3/2
√

4/5

2 1/2 −1 −1/2 3/2 −3/2
√

1/5 2 1/2 −2 1/2 5/2 −3/2
√

1/5

2 1/2 −2 1/2 3/2 −3/2 −
√

4/5 2 1/2 −2 −1/2 5/2 −5/2 1

3/2 1/2 3/2 1/2 2 2 1 3/2 1/2 3/2 −1/2 2 1 1/2

3/2 1/2 3/2 −1/2 1 1
√

3/4 3/2 1/2 1/2 1/2 2 1
√

3/4

3/2 1/2 1/2 1/2 1 1 −1/2 3/2 1/2 1/2 −1/2 2 0
√

1/2

3/2 1/2 1/2 −1/2 1 0
√

1/2 3/2 1/2 −1/2 1/2 2 0
√

1/2

3/2 1/2 −1/2 1/2 1 0 −
√

1/2 3/2 1/2 −1/2 −1/2 2 −1
√

3/4

3/2 1/2 −1/2 −1/2 1 −1 1/2 3/2 1/2 −3/2 1/2 2 −1 1/2

3/2 1/2 −3/2 1/2 1 −1 −
√

3/4 3/2 1/2 −3/2 −1/2 2 −2 1
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Table C.4. Some 3J coefficients [29](
a a + 1/2 1/2
b −b − 1/2 1/2

)
= (−1)a−b−1

[
a + b + 1

(2a + 1)(2a + 2)

]1/2

(
a a 1
b −b − 1 1

)
= (−1)a−b

[
(a − b)(a + b + 1)
2a(a + 1)(2a + 1)

]1/2

(
a a 1
b −b 0

)
= (−1)a−b

b
[a(a + 1)(2a + 1)]1/2(

a a + 1 1
b −b − 1 1

)
= (−1)a−b

[
(a + b + 1)(a + b + 2)

(2a + 1)(2a + 2)(2a + 3)

]1/2

(
a a + 1 1
b −b 0

)
= (−1)a−b−1

[
(a − b + 1)(a + b + 1)

(a + 1)(2a + 1)(2a + 3)

]1/2

(
a a + 1/2 3/2
b −b − 3/2 3/2

)
= (−1)a−b−1

[
3(a + b + 1)(a + b + 2)(a − b)

2a(2a + 1)(2a + 2)(2a + 3)

]1/2

(
a a + 1/2 3/2
b −b − 1/2 1/2

)
= (−1)a−b (a − 3b)

[
a + b + 1

2a(2a + 1)(2a + 2)(2a + 3)

]1/2

(
a a + 3/2 3/2
b −b − 3/2 3/2

)
= (−1)a−b−1

[
(a + b + 1)(a + b + 2)(a + b + 3)
(2a + 1)(2a + 2)(2a + 3)(2a + 4)

]1/2

(
a a + 3/2 3/2
b −b − 1/2 1/2

)
= (−1)a−b

[
3(a − b + 1)(a + b + 1)(a + b + 2)
(2a + 1)(2a + 2)(2a + 3)(2a + 4)

]1/2

(
a a 2
b −b − 2 2

)
= (−1)a−b

[
3(a + b + 1)(a + b + 2)(a − b − 1)(a − b)

a(2a + 3)(2a + 2)(2a + 1)(2a − 1)

]1/2

(
a a 2
b −b − 1 1

)
= (−1)a−b (2b + 1)

[
3(a − b)(a + b + 1)

a(2a + 3)(2a + 2)(2a + 1)(2a − 1)

]1/2

(
a a 2
b −b 0

)
= (−1)a−b

3b2 − a(a + 1)
[a(a + 1)(2a + 3)(2a + 1)(2a − 1)]1/2(

a a + 1 2
b −b − 2 2

)
= (−1)a−b

[
(a + b + 1)(a + b + 2)(a + b + 3)(a − b)

a(a + 1)(2a + 4)(2a + 3)(2a + 1)

]1/2

(
a a + 1 2
b −b − 1 1

)
= (−1)a−b−1(a − 2b)

[
(a + b + 2)(a + b + 1)

a(a + 1)(2a + 4)(2a + 3)(2a + 1)

]1/2

(
a a + 1 2
b −b 0

)
= (−1)a−b−1b

[
3(a + b + 1)(a − b + 1)

a(a + 1)(a + 2)(2a + 3)(2a + 1)

]1/2

(
a a + 2 2
b −b − 2 2

)
= (−1)a−b

[
(a + b + 1)(a + b + 2)(a + b + 3)(a + b + 4)
(2a + 1)(2a + 2)(2a + 3)(2a + 4)(2a + 5)

]1/2

(
a a + 2 2
b −b − 1 1

)
= (−1)a−b−1

[
(a + b + 1)(a + b + 2)(a + b + 3)(a − b + 1)

(a + 1)(a + 2)(2a + 1)(2a + 3)(2a + 5)

]1/2

(
a a + 2 2
b −b 0

)
= (−1)a−b

[
3(a + b + 1)(a + b + 2)(a − b + 1)(a − b + 2)

(a + 1)(2a + 5)(2a + 4)(2a + 3)(2a + 1)

]1/2



Appendix D Lie Algebras

Lie algebras and corresponding Dynkin diagrams derived using the methods of Ch. 7 are
displayed in the following table [224].

Table D.1. Lie algebras and Dynkin diagrams

Group
label

Cartan
label

Rank of
algebra

Number of
generators

Dynkin
diagram

SU(L + 1)

E8 E8

α1 α2 αL

AL L L(L + 2)

SO(2L + 1) BL L L(2L + 1)

α1 α2 α4 α5α3

α8

α6 α7

8 248

E6 E6 6 78

E7 E7 7 133

α1 α2 Lα>(L 2)

Sp(2L) CL L L(2L + 1)
>(L 3)

SO(2L) DL L L(2L – 1)
>(L 4)

G2 G2 2 14

F4 F4 4 52

α1 α2 Lα

α1 α2 α L – 2

α L – 1

α L

α1 α2

α1 α2 α3 α4

α1 α2 α4 α5α3

α6

α1 α2 α4 α5α3

α7

α6
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3J symbols, see vector-coupling coefficients
6J symbols, 536–538, 540
9J symbols, 538–540

abelian invariant subgroup, 25, 26, 120, 152
215, 218

absolute derivative, 455
accidental degeneracy, 19, 174, 521
adiabatic continuity, see Fermi liquid
adjoint representation

construction of, 52
for isospin, 58
generated by structure constants, 44
SU(2), 52

affine connection, see connection coefficients
Aharonov–Bohm effect

and 4-vector potential, 464
and gauge invariance, 466, 467
experimental setup, 464
magnetic fields, 465
phase of electron wavefunction, 465
topological origin, 468

alpha-string, see Lie algebras
ammonia molecule, 84, 87, 88
Anderson localization, 486, 488
angular momentum

adjoint representation, 45
and SU(2), 19, 45
fundamental representation, 45
Lie algebra, 43
operators as spherical tensors, 114, 116
orbital angular momentum operator, 176, 177
recoupling of four angular momenta, 538–540
recoupling of three angular momenta, 535–537
vector-coupling coefficients, 109–112

anholonomy, see holonomy
anomalies in quantum field theory, 301, 585,

586
antisymmetric rank-3 tensor, 46
anyons

abelian, 528
and fractional statistics, 500, 525
in fractional quantum Hall states, 500
irreps of the braid group, 528
non-abelian, 528

asymptotic freedom, see QCD
atlas, see manifolds

automorphism
generators and complex conjugates, 149
identifying, 149
inner, 15, 22

axis–angle parameterization, 119

Baker–Campbell–Hausdorff (BCH) formula, 63
balls (open or closed), see topology
band insulators, 81, 82, 560
band theory of solids, 81, 82
baryon, definition, 326
BCS, see superconductivity
Berry phase

and adiabatic curvature, 490
and gauge invariance, 471, 472
and topology of Brillouin zone, 495
Berry connection, 470, 471, 507, 508
Berry curvature, 472, 474
Berry flux, 474
Berry potential, 471
fast and slow degrees of freedom, 468, 470
geometrical origin, 473
in integer quantum Hall effect, 490
physical reality, 474
spin-1/2 in a magnetic field, 474, 475

beta-string, see Lie algebras
Bloch’s theorem, 79, 80, 92, 486
Bragg planes, 77, 78
braid groups

definition, 526
multiplication rule, 526, 528

Brillouin zone
and Bloch’s theorem, 80
and Chern numbers, 496
and lattice wavefunctions, 78, 496
definition, 77, 78
first Brillouin zone, 78
magnetic, 491
topology of, 495, 496

bulk–boundary correspondence, 498, 512, 522
bundle, see fiber bundle

Cartan matrix, 138, 139
Cartan subalgebra, 47, 126
Cartan–Dynkin method, 126

and SU(2), 48, 49
and SU(3), 49, 50
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Cartan–Dynkin method (Cont.)
Cartan subalgebra, 47
Casimir operators, 47
classification of algebras, 126
multiplicity of weights, 47
roots, 47, 48
weight diagram, 48
weight space, 49
weight vectors, 48
weights, 47

Cartan–Killing form, see Lie algebras
Casimir operator

SU(2), 47
E2, 214
Lie groups, 130
Poincaré group, 266
SU(3), 145

Cayley’s theorem, 36, 65
center of group, see abelian invariant subgroup
character tables, 34, 35
charge conjugation (C)

definition, 260
for spinors, 257, 260

charge independence hypothesis, see isospin
chart, see manifolds
Chern insulators, 513
Chern numbers

and Berry curvature, 475, 476
and level crossings, 495
and time-reversal symmetry, 508, 509
and topology of Brillouin zone, 495, 496,

509, 511
Chern theorem, 493, 494
generalization of Gauss–Bonnet theorem, 491
in the integer quantum Hall effect, 491–493,

495–498
TKNN invariant, 489

Chern theorem, 464, 476, 493, 494
chiral invariance

and current algebra, 578
and helicity, 250, 252, 253
and interactions, 254
and weak interactions, 259
chiral edge states, 488, 500, 501, 513
explicit breaking of, 582
projection operators for chiral fermions,

252
classes

conjugate, 22, 23
rotation group, 119

Clebsch–Gordan coefficients, see vector-coupling
coefficients

Clebsch–Gordan series
and outer product of permutation group, 156, 157
and representation characters, 71
and Young diagrams for SU(N ), 156, 157
for SO(3), 109

for SU(2), 50, 51
for SU(3), 156
product of SU(3) adjoint representations, 156

Clifford algebra, 248, 249
coherent states

and dynamical symmetry, 369, 372, 373
atoms interacting with radiation, 373–375
coset space, 371
definition, 368, 369
electromagnetic, 369
extremal state, 370
fermionic, 375, 376
generalized algorithm, 371
Glauber, 368, 369
stability subgroup, 370

color degree of freedom, see QCD
compactness

and invariant integration, 103
and semisimplicity for Lie algebras, 130
and the Heine–Borel theorem, 425
and the metric tensor for Lie algebras, 130
as topological invariant, 427
topological definition, 424, 425

composition, 7, 99
Condon–Shortley phase convention, 106
conduction band, 81, 82
confinement, see QCD
conjugate classes, 22, 23
conjugate representation, 149
connectedness

as topological invariant, 427
for SU(2) and SO(3), 119, 120
intuitive definition, 101
simply connected spaces, 432
topological definition, 426

connection coefficients, 453, 454
conservation laws, 5, 6
conserved vector current (CVC), see current algebra
Cooper instability, 414

in conventional superconductors, 557, 559
of a Fermi liquid, 557, 559
of doped AF Mott insulator, 573, 574

Cooper pairs
as instability of Fermi liquid, 557, 559
charge carriers for superconductivity, 318
in doped Mott insulators, 573
topologically non-trivial, 524

coordinate systems
anholonomic, 451
holonomic, 451

cosets
and factor groups, 26–29
and generalized coherent states, 29
and partitioning of group elements, 22
left, 27–29
multiplication law, 28
right, 27–29
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cotangent bundle, see fiber bundle
covariant derivative

and minimal substitution, 288
for electromagnetic coupling, 288
in general relativity, 454

covering group, see universal covering group
covering operations, see symmetry
Coxeter matrix, see Cartan matrix
CP symmetry
θ-vacuum and the strong CP problem, 448
and Weyl spinors, 259
conserved by V − A interaction, 260
definition, 260
in weak interactions, 260

CPT symmetry, 260
critical dynamical symmetry, see dynamical symmetry
critical exponent, see phase transitions
crystal momentum, 96
current algebra

SU(2)L × SU(2)R, 578
SU(3)L × SU(3)R, 578
and chiral symmetry, 578
and parity, 579
conserved vector current (CVC), 578
explicit breaking of chiral symmetry, 582
partially conserved axial current (PCAC), 578,

579
curvature

and parallel transport, 450, 454, 490
Berry, 472, 474
extrinsic, 454
intrinsic, 454

cyclotron frequency, 481

D-matrices, 106–108, 605
d’Alembertian operator, 242, 276, 282
Debye frequency, 557, 559
Dirac equation

and chirality, 252, 253
and Dirac 4-spinors, 237, 244
and helicity, 252
and positrons, 252
and the Lorentz group, 243
as wave equation, 276
bilinear covariants, 245–249
chiral invariance, 250
Clifford algebra, 248, 249
covariance properties, 246–249
Dirac matrices, 245
in condensed matter, 347, 523
in graphene, 345, 347, 348
Lorentz-boosted spinors, 244
negative-energy states, 252
Pauli–Dirac representation, 245, 251, 252
quaternions, 248, 249
single-particle interpretation, 252

Weyl equation for massless fermions, 248
Weyl representation, 245

Dirac mass, see neutrinos
Dirac notation, see second quantization
direct product

and SU(N ) Young diagrams, 156
of representations, 31
of SO(3) representations, 109
of SU(N ) representations, 156
of SU(2) representations, 51
representations of direct product group, 31, 152

direct product group, 29, 30
direct sum

multiplicity of irreps, 51
of irreps, 19, 109

directional derivative, 451
divergence theorem, 297
Drude model, 502
dynamical Pauli effect, see fermion dynamical

symmetry model (FDSM)
dynamical symmetry

and dynamics, 59, 60, 277, 343, 560
and local gauge invariance, 560
as a microscopic method, 340–343
as Hilbert space truncation, 340–343, 365
coset space, 373
critical dynamical symmetry, 355, 359–361, 549,

567, 568, 575
dimensionality constraint, 362–364
effective interaction, 342, 343
FDSM, 543, 546, 547
generalized coherent states, 370–373
Ginocchio model, 543, 547
graphene in strong magnetic field, 343–361
maximum stability subgroup, 373
solution algorithm, 341, 342
topological and algebraic constraints, 362–364
universality of emergent states, 361
validity, 342

Dynkin diagrams, 608
and Cartan matrix, 138, 139
and Lie algebras, 141
constructing all roots from, 139
constructing Lie algebras from, 139–141
construction of, 138
definition, 137, 138

eigenoperators, 128
Einstein summation convention, see summation

convention (repeated index)
Elliott model

and nuclear collective motion, 181, 187
and nuclear shell model, 183
angular momentum content, 186
band terminations, 206
classification of nuclear states, 179, 181–185
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Elliott model (cont.)
electromagnetic transitions, 204
group-theoretical solution, 188, 189
Hamiltonian, 187
SO(3) subgroups, 184
spectrum, 189
SU(2) groups, 185
weight space operators, 185, 186

emergent states
and adiabatic continuity, 341, 505
and dynamical symmetry, 340, 341
and quantum phases, 341, 355
and spontaneous symmetry breaking, 341
and universality, 141, 361, 362
definition, 341
dynamical symmetry algorithm, 341
fermion dynamical symmetry model, 543
graphene in a magnetic field, 349
Lie group universality, 414
topological and algebraic constraints, 362

endomorphism, 15
entanglement, 342, 530
equivalence classes

and topological invariants, 426
conjugate classes, 22
definition and examples, 23
for homotopies, 429
for topological spaces, 426

essential degeneracy, 521
euclidean groups

as group of motion, 213
definition, 212
E2, 212, 214
E3, 212
invariant subgroup of translations, 215
semidirect product, 213–215

Euler angles, 105, 106, 381, 383
Euler characteristic, 492
Euler–Lagrange equations, 283

factor groups, 26–29
faithful representations, 16, 45, 59, 92, 101,

126
FDSM, see fermion dynamical symmetry model
Fermi liquid

adiabatic continuity, 504, 505, 558
and quasiparticles, 558
Cooper instability, 559
definition, 557
departures from, 501, 558
precursor to conventional superconductors, 557

Fermi surface
and Pauli principle, 558
definition, 81
role in Cooper mechanism, 559
scattering at, 558

Fermi velocity, 345, 521, 523
fermion dynamical symmetry model (FDSM)

and nuclear structure physics, 546, 547
and the Ginocchio model, 543
as shell model truncation, 543
corroboration by projected shell model, 552
dynamical Pauli effect, 551, 552
dynamical symmetries, 548, 549
general assumptions, 181, 546, 547
generators, 547
irreducible representations, 549–551
Lie algebra, 548
matrix elements, 550, 551
quantitative calculations, 551
SO(5) dynamical symmetry, 549
SO(6) dynamical symmetry, 548
SO(7) critical dynamical symmetry, 549
SU(2) dynamical symmetry, 548
SU(3) dynamical symmetry, 548

Feynman diagrams
and Feynman rules, 282
definition, 257
non-abelian gauge bosons, 294

Feynman slash notation, see quantum field theory
fiber bundle

base space, 457
cotangent bundle, 456
fiber space, 457
for S1, 457, 458
for a Möbius strip, 457, 458
in general relativity, 456
locally a product of two spaces, 457
tangent bundle, 456, 457
trivial and non-trivial, 457

flavor oscillations, see neutrinos
fractional quantum Hall effect, see quantum Hall

effect
fractional statistics (anyons), 500, 525
fractionalization of quantum numbers

in Luttinger liquids, 501, 522
in Majorana quasiparticles, 524

function, see maps
fundamental group, see homotopies

gauge fields
QCD, 332
running coupling, 332, 335–337
Standard Electroweak Model, 324

gauge hierarchy problem, 588
gauge invariance

Aharonov–Bohm effect, 466, 467
and conservation of charge, 505
and conserved particle number, 390, 391
and longitudinal polarization, 320, 321
and photon mass, 289, 290
and quantum field theory, 280
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covariant derivatives, 292
dynamical content for local invariance, 290
gauge bosons, 290
gauge charges, 255
gauging the symmetry, 290
global, 290, 390, 391
in lattice QCD, 459
in quantum mechanics, 287–289
local, 59, 60, 290
minimal substitution, 287–289, 465, 471
non-abelian (Yang–Mills fields), 291–295
path-dependent representations, 458, 459
spontaneous symmetry breaking, 295

gauge transformations
Coulomb gauge, 242
covariant notation, 242
in Maxwell equations, 241, 242
Landau gauge, 481
Lorenz gauge, 241
radiation gauge, 242
symmetric gauge, 481
to unitary gauge, 330

Gauss’ law, 520
Gauss–Bonnet theorem

definition, 491, 492
generalization to Chern numbers, 491

Gauss–Bonnet–Chern theorem, see Chern theorem
Gaussian curvature

formula, 462
is intrinsic, 454, 462
special case of Riemann curvature, 454

Gell-Mann, Okubo mass formula
masses in the baryon decuplet, 201, 202
masses in the nucleon octet, 201
physical motivation, 200
prediction of the Ω− particle, 202

generalized coherent states, see coherent states
generator coordinate method

and the variational principle, 379
definition, 378, 379
generating functions, 378, 379
generator coordinates, 378, 379
Hill–Wheeler equation, 379, 381
weight function, 379

generators
of continuous groups, 22
of groups, 21
of permutation group S3, 21
of SU(3), 143
of translations, 22

genus, see topology
geometrical phase

Aharonov–Bohm effect, 464–468
Berry connection, 470, 471, 473
Berry curvature, 472, 474
Berry flux, 474

Berry phase, 468–471, 473
gerade, 91
Ginocchio model

k–i coupling scheme, 543
and symmetry dictated truncation, 545
basis for FDSM coupling scheme, 547
dynamical symmetry of, 543

Ginzburg–Landau theory
and broken symmetry phases, 506
order parameters, 506

gluons, see QCD
Goldstone bosons, see spontaneous symmetry

breaking
Goldstone theorem

and breaking of continuous global symmetry, 307
and Goldstone modes, 308
and massless scalars, 309
and spontaneous symmetry breaking, 308
Higgs loophole, 311, 312
limitations of, 311, 312

grand unified theories (GUTs)
and evolution of coupling constants, 584
and the Standard Model, 338
anomaly-free representations, 585, 586
extensions of SU(5), 588
gauge hierarchy problem, 588
leptoquark bosons X and Y , 586–588
minimal criteria, 585
proton decay, 586
quantization of electrical charge, 586,

587
SO(10), 588
SU(5), 295, 586–588
supersymmetric, 588
symmetry breaking hierarchy, 587
violation of baryon number, 586
violation of lepton number, 586
Weinberg angle, 332

graphene in magnetic field
coherent states, 355–359
Dirac points, 345
dispersion, 344
dynamical symmetry of, 343
energy surfaces, 357–359
Landau levels, 345, 347, 348
massless Dirac equation, 345, 347, 348
order parameters, 352, 353
pair states, 351, 352
quantum Hall effects, 346
quantum phase transitions, 359–361
real space lattice, 344
SO(8) collective subspace, 353
SO(8) dynamical symmetries, 353–355
sublattice pseudospin, 344
valley isospin, 345, 349, 351

Grassmann variables, 443
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group integration, see invariant group integration
groups

4-group (D2), 36
abelian, 10
abstract nature of, 9
additive group of integers, 8
and tensors, 112–114
braid groups, 526
C3v, 88–92
C2, 9, 29
C3, 29
C6, 29
C2, 167
C3, 167
C6, 167
compact semisimple, 144
continuous, 10
cosets, 26–29
cyclic, 9, 25, 28–30, 80, 83, 167
definition, 7
dihedral, 36
direct product, 29, 30
euclidean, 212, 213
examples of matrix, 20
factor groups, 26–29
generators, 21, 22, 40, 42
inner automorphism, 22
invariant integration, 103, 104
invariant subgroups, 24, 25, 28, 29
irreducible representations, 68
irrep labels for point groups, 91
isometry, 267
Lagrange’s theorem, 27
Lie, 10, 40
linear, 20
Lorentz, 220
non-abelian, 10
non-compact, 209
number of parameters, 10
order of, 10
orthogonal, 21, 97
orthogonality and completeness, 104
permutations, 11, 12
point groups, 82–84, 87, 88
relation to semigroups, 365
representations, 15–17
restriction to subgroups, 13
rotational, 9, 97
Schoenflies notation for point groups, 83, 84
Schrödinger, 18, 19
semidirect product, 213–215
semisimple, 25, 44, 129
simple, 25, 43, 44, 585
simply reducible, 51, 109, 117, 125
SO(3), 105
SO(3,1), 212
space groups, 93

SU(N ), 143
subgroups, 12, 13
symplectic, 21
translational, 9, 215
two-element group, 9
unitary, 20

GUTs, see grand unified theories (GUTs)

Haar measure, 103
hadron, definition, 326
Hamilton’s principle, 283
Hartree–Fock approximation, 395, 396
Hausdorff space, see topology
Heine–Borel theorem, 425
helical states in topological insulators, 510
helicity

and chirality, 252, 253, 259
and conservation of parity, 249
and Dirac Hamiltonian, 252, 253
definition, 249
for massless particles, 215, 273
not mixed for massless fermions, 249
operator, 250
states for fermions, 250, 251

Higgs mechanism
abelian Higgs model, 312–315
and long-range fields, 319
and longitudinal polarization, 320, 321
and vacuum screening currents, 315–318
circumventing the Goldstone theorem,

311, 312
effect on particle spectrum, 315
gauge invariance and mass, 315, 316
Higgs boson, 321, 322
physical understanding, 314, 315
Standard Electroweak Model, 329

highest-weight algorithm, 51, 187
Hill–Wheeler equation, see generator coordinate

method
Hofstadter butterfly, see quantum Hall effect
holonomy

and anholonomy, 469
Berry phase, 469
classical, 469
definition, 469
for parallel transport, 469
geometrical, 469, 475, 476
quantum, 469
topological, 469, 475, 476

holons, 501
homeomorphism, see topology
homomorphism

and factor groups, 28
and isomorphism, 13–15
and universal covering groups, 120
kernel of, 29, 120
maps, 13, 14
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homotopies
and topological solitons, 443, 444
definition, 429
equivalence classes of, 429, 430
first homotopy group, 430
fundamental group, 431
group structure, 430
higher homotopy groups, 433
homotopy classes as topological invariants, 429,

430
hook rule, see Young diagrams
Hubbard model, 395–397
Hund’s rules, 182

IBM, see interacting boson model (IBM)
incompressible states, 81, 485
induced representations

for E2, 215–218
for Poincaré group, 269
steps of method, 216–218

induced transformation, 15
inertial frames, 224
instantons

and the QCD θ-vacuum, 448
and the strong CP problem, 448
boundary conditions, 446, 447
finite-action euclidean solutions, 445, 447
physical interpretation, 447, 449
topological classification, 447

insulator, 81, 82
integer quantum Hall effect, see quantum Hall effect
interacting boson model (IBM)

and nuclear structure physics, 554
and Pauli effect, 555
general assumptions, 181

intrinsic coordinate system, 377, 378
intrinsic states, 185, 377, 378, 383
invariant group integration

Haar measure, 103
integration measure, 103, 104
Lorentz-invariant measure, 262
orthogonality and completeness, 104
rearrangement lemma, 9, 103
weight function, 103

invariant subgroups
abelian, 218
and conjugate subgroups, 24
and method of induced representations, 218
for cyclic group C4, 25
translation group, 215
trivial and non-trivial, 24

Ising model, 404, 408–411
isobaric spin, see isospin
isometries

and Killing vectors, 267
generators of, 267
isometry group of Minkowski space, 267

isometry group of sphere, 267
isometry groups, 267

isomorphism, 13–17
isoscalar factors, 195–197, 199
isospin

adjoint representation, 58
analogy with angular momentum, 55
and isospace, 56
charge independence hypothesis, 56
group structure, 54, 55
multiplets, 57
neutron–proton system, 53, 57
pions, 58

isotopic spin, see isospin

Jacobi identity, 44

Killing vectors, see isometries
Klein–Gordon equation, 276, 439
Kramers’ theorem, 514
Kronecker product, see representations

laboratory coordinate system, 377, 378
Lagrange’s theorem, 27
Lagrangian density

and the classical action, 280
and the Euler–Lagrange equation, 283
and the Lagrangian, 280
for complex scalar or pseudoscalar field, 282
for Dirac field, 281, 282
for free fields, 281
for linear σ-model, 580
for massive vector field, 283
for massless vector field, 283
for scalar or pseudoscalar field, 282
mass terms, 282

Landau levels
clean limit, 482, 487
cyclotron frequency, 481
cyclotron radius, 482
degeneracy, 482
density of states, 482
energy gaps, 482
filling factor, 482
for non-relativistic electrons, 480
gauge choice, 481
guiding center, 482
magnetic length, 481
non-relativistic Schrödinger equation, 481
physical origin, 482
quantization condition, 482
with impurity scattering, 482, 487

Landau paradigm in condensed matter
and topology, 506
broken by fractional quantum Hall effect, 506
definition, 506

lattice gauge theory, 459



624 Index

Laughlin gauge argument, see quantum Hall effect
Legendre transformation, 440, 449
lepton, definition, 326
Lie algebras

adjoint representation, 44
alpha-string, 136
and Lie groups, 43
beta-string, 136
Cartan condition for semisimplicity, 129
Cartan subalgebra, 126
Cartan–Dynkin method, 126
Cartan–Weyl basis, 129
classification, 126–141, 608
compact, 130
compact algebras are semisimple, 130
definition, 42
Dynkin diagrams, 137–141, 608
invariant subalgebras, 43
Jacobi identity, 44
metric tensor (Cartan–Killing form), 129
rank, 47
rank of abelian, 47
rank of SU(N ), 47
root diagrams, 132
root space, 130, 131
root vectors, 131, 132
roots, 126, 129
semisimple, 44, 129
simple, 43, 44
structure constants, 42, 129
SU(2) Cartan–Weyl basis, 129
using same symbols as for Lie groups, 43
weights, 126

Lie bracket, 42, 462
Lie groups

and Lie algebras, 43
compact, 42
definition, 40
fundamental representation, 45
generators, 40, 42
importance in physics, 58
Lie group universality, 414
unitary representations, 42
using same symbols as for Lie algebras, 43

lightcone
and null world lines, 228
and spacelike world lines, 228
and timelike world lines, 228
classification of Minkowski vectors, 228

linear σ-model
and PCAC, 580
explicit breaking of chiral symmetry, 582
Lagrangian density, 580–582
particle spectrum, 580–582
symmetry breaking in Goldstone mode, 580–582
symmetry breaking in Wigner mode, 580, 581

little group, 217, 269, 272, 273

Lorentz force, 287, 465, 478, 487, 509
Lorentz group

and SL(2, C), 230
and SO(3, 1), 220
and space inversion (parity), 233–236
commutation algebra, 226
Dirac representation, 237
general properties, 229
higher-dimensional representations, 237
invariant integration measure, 262
leaves invariant t2 − x2 − y2 − z2, 212
Lorentz covariance of Maxwell equations, 240, 241
Lorentz transformations, 220, 224
Lorentz-covariant fields, 240
non-unitary representations, 238
parity and 4-spinors, 236
Poincaré and Lorentz representations, 274–277
self-conjugate representations, 235, 236
SU(2) × SU(2) representations, 232
two inequivalent spinor representations, 232
Weyl representations, 233

Lorentz transformations
and spinors, 231
and Thomas precession, 230
and Thomas spin–orbit coupling, 230
boost generators, 225
boosts, 224, 225
classification, 227
covariant notation, 220
homogeneous, 227
improper, 228
inhomogeneous, 227
orthochronous, 227
proper, 227
rotation generators, 225
rotations, 225
tensors and transformation laws, 222

Luttinger liquids
distinction from Fermi liquids, 501
fractionalization of quantum numbers, 501, 522
left movers, 501
right movers, 501

M-theory, 588
Möbius strip

and topological holonomy, 476
connectedness, 476
fiber bundle, 457, 458
global nature of topology, 506
orientability, 476

magnetic charge
in emergent states, 474
in Maxwell equations, 474

magnetic length, 481
magnetic monopoles

as emergent states, 474
in Maxwell equations, 474
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Majorana equation
definition, 254
Majorana representation, 254

Majorana mass, see neutrinos
Majorana particles

and electron fractionalization, 524
and linear dispersion, 524
and topological protection, 524
for condensed matter quasiparticles, 523
in relativistic quantum field theory, 254, 255
in superconductors, 523, 524
in topological matter, 522, 524

Majorana representation, see Majorana equation
manifolds

are locally euclidean, 435
atlas, 435, 494
chart, 435, 494
compactness, 424, 425
connectedness, 426
definition, 435
differentiable, 434, 435
global versus local properties, 419
metric spaces, 434, 437
orientable, 475, 494
smoothness, 434

maps
bijective, 14
codomain, 14
definition, 14
domain, 14
homomorphic, 13–15
image, 14
injective (“into”), 14
inverse image, 14
invertible, 14
isomorphic, 13–15
notation, 14
relationship to functions, 14
surjective (“onto”), 14

matrix representations
ammonia molecule point group, 87,

88
and isomorphism, 16, 17
and linear vector spaces, 17
character, 24, 31–35, 108
character tables, 34, 35
determinant, 24
dimensionality, 16, 17
eigenvalues, 24
faithful, 16, 45, 59, 92, 101
homomorphism to abstract group, 15
invariants, 24
similarity transforms, 18, 19
special (unit determinant) matrices, 97

Maxwell equations
gauge transformations, 241, 242
Lorentz covariance, 240, 241

manifestly covariant form, 242, 243
scalar potential, 241
vector potential, 241

Maxwell wave equation, 276
Meissner effect, see vacuum screening currents
metal, 81
metric

indefinite, 210, 211
negative definite, 210
positive definite, 210, 211
signature, 210

metric spaces, see manifolds
minimal substitution, see gauge invariance
modular arithmetic, 38
Mott insulators, 81, 559, 560

Nambu–Goldstone mode, see spontaneous symmetry
breaking

natural units, 48, 64, 603, 604
neutrinos

Dirac, 255
flavor oscillations, 255
flavors in Standard Model, 326
Majorana, 255
mass of, 255, 258, 330
seesaw mechanism, 258
Weyl, 255

Noether’s theorem, 255, 284–286
non-abelian statistics, 524
non-compact groups

Lorentz group, 220, 229, 238
parameter space, 211
Poincaré group, 264
SO(l,m), 211
SU(1,1), 210, 211

normal subgroup, see invariant subgroups

occupation number representation, see second
quantization

Ohm’s law, see resistivity
orientable, see manifolds

parallel transport
and curvature, 450, 490
in charge space, 455
on curved surfaces, 450, 490

parity (P)
and Lorentz representations, 228, 234
and O(3) space inversion, 98
broken by octupole deformation, 393
commutation with Hamiltonian, 178, 394
for spinors, 257, 259
intrinsic, 235, 236
of the vacuum, 581
projection of, 392–395
spontaneously broken, 393–395
violation in weak interactions, 234, 259
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partition function
definition, 406
factorization of classical, 406
relation to quantum propagator, 406
Wick rotation and euclidean space, 406

passive transformation, 223
Pauli matrices, 46
PCAC, see current algebra
periodic lattices

and symmetry, 75
Bloch’s theorem, 79, 80, 92, 486
Bragg zones, 77, 78
Brevais lattice, 75, 76
Brillouin zones, 77, 78
direct lattice, 75
lattice vector, 76
reciprocal lattice, 76, 77
Wigner–Seitz cell, 76

permutation groups
and nuclear SD shells, 182
and Young diagrams, 65–67
associate representations, 182
basis vectors for irreps, 69
direct (inner) product, 70
multiplication law, 11
outer product, 70
S3, 11, 12

phase transitions
classical, 400, 401
classical versus quantum, 407–411
classification, 401–403
critical dynamical symmetry, 355, 359–361, 549,

567, 568, 575
critical exponent, 402–405
Curie point, 402
dimensional crossover, 407
first-order, 401, 402
interplay of classical and quantum, 405
order parameter, 506
quantum, 400, 401
quantum critical point, 411, 412
scaling hypothesis, 403–405
second-order, 401, 402
superconducting, 505
universality, 403–405

Poincaré group
Casimir operators, 266, 268
classification of states, 268, 269
commutators, 266
generators, 265, 266
group multiplication rule, 264, 265
little group, 269, 272, 273
Pauli–Lubanski pseudovector, 268
Poincaré and Lorentz representations, 274–277
representation theory, 266
representations for massive particles, 269–271, 274
representations for massless particles, 272–274

point groups, see groups
Pontryagin index, see solitons
Proca (massive vector) field, 276
projected shell model, 552
projection

of angular momentum, 381–385
of chirality, 252
of electron momentum, 395–397
of electron spin, 395–397
of parity, 392–395
of particle number, 385–392
operators (properties of), 252
to restore symmetry, 377

QCD
and color singlet states, 333
and quark masses, 334, 335
and SU(3) color symmetry, 162, 295, 332, 333
asymptotic freedom, 336, 337
chiral symmetry, 334, 335
color confinement, 333, 336, 337
color degree of freedom, 332
comparison with QED, 336, 337
constituent quark masses, 334, 335
coupling strength, 295
current quark masses, 334, 335
exotic hadrons, 336
gauge bosons, 295, 332, 333
gauge coupling strength, 335–337
glueballs, 336
gluons, 332, 333
Lagrangian density, 333, 334
Pauli problems without color symmetry, 332
running coupling, 335–337
scale parameter Λ, 335, 336
symmetries of Lagrangian density, 334
vacuum polarization, 337

QED
abelian U(1) gauge symmetry, 291
comparison with QCD, 336, 337
extension to non-abelian symmetry, 291
gauge coupling strength, 336, 337
running coupling, 335–337
vacuum polarization, 337

quantum 3D oscillator
and nuclear shell model, 178–180
eigenvalues, 174
group structure, 178
Hamiltonian, 174
many-body operators, 178
reduced matrix elements, 202, 204
unitary symmetry, 175, 176, 178
wavefunctions, 175

quantum chromodynamics, see QCD
quantum computers

basic principles, 528
decoherence problem, 530
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error correction, 530, 531
exponentially more powerful than classical, 530
fault tolerance, 530, 531
qubits, 528–530
topological protection, 531

quantum critical point, see quantum phase transitions
quantum cryptography, 528
quantum electrodynamics, see QED
quantum field theory

and gauge invariance, 280
anomalies, 301, 585
conserved currents and charges, 255, 284–286
covariant derivatives, 292
Euler–Lagrange equations, 283
Feynman slash notation, 283
gauge bosons, 290
global gauge invariance, 289, 290
Lagrangian densities, 281–283
local gauge invariance, 289, 290
Noether’s theorem, 255, 284–286
partially conserved currents, 287
quantization of classical fields, 280, 281
quantum electrodynamics, 289, 290
relativistic quantum fields, 280
spontaneous symmetry breaking, 295
symmetries for interacting fields, 286
the classical action, 280, 281
Yang–Mills fields, 291–295

quantum Hall effect
and Berry phases, 491–493, 495
and topology, 489
anyons, 500
Chern numbers, 491–493, 495, 497
Chern–Simons theory, 500
classical Hall effect, 478, 479
edge states and conduction, 487, 489, 500
extended states, 485
for graphene, 346, 348
fractional, 478, 479
Hofstadter butterfly, 497
incompressible states, 484, 485
integer, 478, 479, 482–485
Laughlin gauge argument, 490
Laughlin liquid quasiparticles, 500
level crossings in the IQHE, 495
localized states, 485
maintenance of the resistance standard, 484
measurement of the fine-structure constant, 484
mobility gap, 485
phases of, 497
quantum Hall ferromagnetism in graphene, 348
TKNN invariant, 489, 512

quantum information processing, 529
quantum phase transitions

and dynamical symmetries, 412–414
and quantum critical behavior, 400, 401, 405, 406
and quantum critical points, 400, 401, 405, 406

contrasted with classical phase transitions, 400, 401
dynamical critical exponent, 406
for graphene in magnetic field, 359–361
Ising spins in a transverse field, 408–411

quantum spin Hall effect, see topological matter
quantum statistics

anyons, 525
Bose–Einstein, 525, 526
exotic in topological matter, 525
Fermi–Dirac, 525, 526
fractional, 525

quantum teleportation, 528
quarks

and isospin symmetry, 58, 162, 170
and SU(3) flavor symmetry, 161–164
and SU(6) flavor–spin symmetry, 171
color symmetry, 162, 332
flavors in Standard Model, 326
in mesons and baryons, 58, 165
mass of, 162, 170
quantum numbers, 162, 163
SU(3) weights, 165

quasiparticles
and Fermi liquids, 557
as dressed particles, 387, 389
Bogoliubov quasiparticles, 387, 389, 390
Ising model with transverse field, 409
Majoranas as Bogoliubov quasiparticles, 524

quasispin model, 181, 555, 556
quaternions, 248, 249
qubits, see quantum computers

Racah coefficients, 536, 537
Racah factorization lemma, 197
Racah seniority, see seniority
rearrangement lemma, see invariant group integration
reduced matrix elements, 116–118
renormalization, 291
renormalization group, 365
representations

adjoint, 45
completely reducible, 18
direct product, 31
direct sum, 19
fundamental, 45
in function spaces, 15
irreducible, 18, 33, 34
irreps of SO(3), 111, 112
preserve group multiplication, 15
real and complex, 149, 585
reducible, 18, 33, 34

resistivity
and Ohm’s law, 478, 480
and resistance in Hall experiment, 480

rotational invariance
and conservation of angular momentum, 6
restoration by projection, 381–385
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rotations
D-matrices, 106–108, 605
3D, 97
active, 105
and SO(3), 105–107, 605
and tensors, 114, 116
Euler angles, 105, 106
matrix elements of rotation operator, 105–108,

605
passive, 105

running coupling constants, 332, 335–337

Schoenflies notation, see groups
Schur’s lemma, 47, 56
second quantization

basis transformations, 598, 599
creation and annihilation operators, 597, 598
Dirac notation, 593–596
motivation, 591
occupation number representation, 595–602
one-body operators, 600, 601
particle number operator, 599, 600
two-body operators, 601

semiconductor, 81
semidirect product groups, 213–215, 264, 265
semigroup, 365
semimetal, 81, 344
semisimple groups, see groups
seniority, 556
sets

cardinality, 7
closed, 7, 422
definition of, 7
equivalence of, 7
intersection of, 7
membership in, 7
null set, 7
open, 7, 422
set-builder notation, 7
subsets, 7
union of, 7
Venn diagrams, 7

shell model (nuclear)
and collective motion in the SD shell, 187
and dynamical symmetry approximations, 545
and Elliott model, 179–185
and SU(3) symmetry, 178, 179
classification of SD shell states, 179–185
magic numbers (shell gaps), 180, 544
normal- and abnormal-parity orbits, 545
orbital symmetry, 181
spin–isospin symmetry, 181

similarity transform, 18
simple groups, see groups
simply reducible, see groups
SO(2)

and Fourier series, 104
expansion of functions in irreps, 104
generators, 98, 99
group manifold, 99–101
irreducible representations, 104
subgroup of angular momentum SO(3), 98
topology of manifold, 100, 101

SO(3)
D-matrices, 106–108, 605
and Euler angles, 105, 106
and O(3), 98
axis–angle parameterization, 119
basis and rotation matrix elements, 105, 106
characters, 108
direct product of representations, 109
generators, 105
highest-weight algorithm, 186
irreducible multiplets, 111, 112, 605
relationship with SU(2), 119, 120
subgroups of Elliott SU(3), 186
tensor operators, 197
topology of manifold, 120
vector-coupling coefficients, 109–111

solitons
and dispersion, 439
instantons, 445–447, 449
kink solution, 442
magnetic monopoles, 444
Pontryagin index, 444
superconducting vortex solutions, 444
topological, 439
topological charge, 441

space groups
generic form, 93
glide plane, 93
screw axis, 93

spherical harmonics
addition theorem as Clebsch–Gordan series, 50
and deformed shapes, 393
parity of, 394
proof of addition theorem, 123
reduced matrix element, 118, 123
relation to D-functions, 108
table of, 605

spin
for massive particles, 269–271, 274
for massless particles, 272–274

spin filtering (locking) in topological insulators,
510

spin–orbit coupling
and Lorentz invariance, 230, 512
in Dirac equation, 230
in topological matter, 512
in Weyl semimetals, 520

spin–statistics theorem, 526
spinons, 501
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spinors
Dirac, 236, 244, 245, 257
Majorana, 257
SL(2,C) Lorentz, 231, 232
SO(3) Pauli, 45, 120, 232, 257
Weyl, 248, 257

spintronics, 510
spontaneous symmetry breaking

and dynamical symmetry, 343
and the vacuum, 302
continuous symmetry, 305–309
definition, 301
discrete symmetry, 303–305
Goldstone modes, 307–309
in the Standard Electroweak Model, 329
is actually hidden symmetry, 505
little group, 308
multiple fields, 308
of Z2, 409
restoring symmetry by projection, 381–392
stability subgroup, 308, 309
superconducting transition, 505

Standard Electroweak Model
gauge group, 326, 327
Higgs field, 329
Lagrangian density, 327
particle spectrum, 330
running coupling constants, 332
spontaneous symmetry breaking, 329
unitary gauge, 330
weak hypercharge, 327
weak isospin, 326
Weinberg angle, 295, 331, 332
Yukawa fermion coupling, 329

Standard Model
and electroweak interactions, 324–332
and grand unification, 338, 584
and strong interactions, 332–334, 336, 338
gauge symmetry group, 338
generations, 326
particles of, 326

statistics, see quantum statistics
Stokes’ theorem

and the Berry phase, 466, 494, 508
definition, 467

structure constants, 42, 44, 144
SU(2)

and angular momentum, 19
center Z2, 120
conjugate representation, 149
relationship with SO(3), 119, 120
topology of manifold, 120
universal covering group, 120

SU(3)
and 3D quantum oscillator, 174–176
and fundamental quark representations, 162

and harmonic oscillator potential, 178, 179
and nuclear shell model, 178, 179
Casimir operators, 145
classification of SD shell, 179–185
Clebsch–Gordan coefficients, 191, 192, 194
Clebsch–Gordan series, 156, 192
color symmetry and QCD, 162, 332
conjugate representation, 149
dimensionality of irreps, 146
flavor multiplets, 163–165
flavor symmetry and quarks, 161–165
generators, 143
graphical construction of direct products, 158
irreducible representations, 146
irreps of direct products, 152
isoscalar factors, 195–197
isospin subgroups, 166, 167
matrix elements, 191
matrix elements for a† and a, 203
matrix elements of generators, 195
oscillator angular momentum subgroups,

176, 177
product of fundamental and conjugate reps, 194
product of fundamental reps, 192
quark structure for mesons and baryons, 165
raising and lowering operators, 145
real and complex representations, 149
reduced matrix elements, 199, 200
spherical operators, 202
structure constants, 144
structure of matrix elements, 199
SU(2) subgroups in Elliott model, 185
weight diagrams, 148
weight diagrams and subgroups, 167
weight space, 50, 145
weights from Young diagrams, 157
Wigner–Eckart theorem, 198
Young diagrams, 150, 151
Young diagrams and subgroups, 168

SU(4) model of superconductivity
algebra, 561–563
and dynamics, 560, 561
Casimir, 565, 566
coherent state energy surfaces, 571–573
collective subspace, 564, 565
dynamical symmetries, 566–569
gap and phase diagrams, 570, 571
generalized AF instability, 574
generalized Cooper instability, 573, 574
Hamiltonian, 565, 566
high critical temperatures, 574–576
no double occupancy, 569, 570
universality, 576

SU(6) flavor–spin symmetry
classification of baryons and mesons, 171
Clebsch–Gordan series, 171
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SU(6) flavor–spin symmetry (Cont.)
motivation, 171
shortcomings of SU(6) model, 172

subgroups, 12, 13
summation convention (repeated index), 40, 220
superconductivity

and dynamical symmetry, 557
and screening currents, 319
and superfluidity, 385
BCS theory, 385–390, 557
conventional, 557
Cooper instability, 557, 559
Cooper pairs, 318
Meissner effect, 318, 319
SU(4) model, 412–414, 560–576
unconventional, 557

superfluidity, see superconductivity
superstrings, 588
supersymmetry

and dark matter, 588
and the gauge hierarchy problem, 588
broken, 589
evidence for, 588, 589
fermion–boson partners, 589
in GUTs, 588
in string theories, 588
introduction, 589

symmetry
and conservation laws, 5
and invariance, 5
and quantum operators, 5
breaking by anomalies, 301
breaking explicitly (Wigner mode), 301–303
breaking in the Higgs mode, 301, 302
breaking in the Wigner mode, 301
covering operations, 5, 82
dynamical symmetries, 59, 60, 277, 301, 343
essence of, 5
non-abelian gauge, 162
of the classical action, 281
restoration by projection, 377
spontaneously broken, 185, 301–309, 343
SU(3) flavor, 161–165

tangent bundle, see fiber bundle
tensors

as geometrical objects, 223
for the rotation group, 114–116
Lorentz, 222, 223
matrix element of scalar product, 540, 541
matrix elements of tensor products, 537, 539
raising and lowering indices, 222
reduced matrix elements, 116–118
SO(3) tensor products, 114, 116
spacetime, 223
spherical, 114, 116
tensor fields, 223

under group transformations, 112–114
Wigner–Eckart theorem, 116–118

Thomas precession, 230
time-reversal invariant momenta (TRIM), 514
time-reversal symmetry (T)

and Chern numbers, 509
and Kramers’ theorem, 514
and magnetic fields, 509
antiunitary, 514
conserved by V − A interaction, 260
for Lorentz group, 233
implemented by antilinear operators, 233
in weak interactions, 260
Kramers doublets, 514

TKNN invariant, see quantum Hall effect
topological defects

disclinations, 489
dislocations, 489
vortices, 489

topological matter, 504
and discrete symmetries, 508, 509
and quantum computers, 528
and spintronics, 510
and time-reversal symmetry, 508, 509
bulk–boundary correspondence, 512
helical states, 510
Majorana particles, 522, 524
quantum Hall effect, 489
quantum spin Hall effect, 509–512
spin filtering (locking), 510
topological insulators, 509–512
topological protection, 491, 504
topological superconductors, 524
Weyl points (Weyl nodes), 518, 520
Weyl semimetals, 518, 520
Z2 classification, 512

topological protection
and Majorana particles, 524
and topological matter, 504
for quantum computers, 531

topology
Aharonov–Bohm effect, 468
and the Brillouin zone, 495, 496, 507, 508
and the condensed matter paradigm, 504
basic concepts, 419
Chern theorem, 493
closed balls, 422
coffee cups and doughnuts, 433
compactness, 424, 425
compactness as topological invariant, 427
connectedness, 101, 426
connectedness as topological invariant, 427
continuity, 421, 423, 434
continuous map, 423
definition for set, 423
difference for SU(2) and SO(3), 101, 119, 120
dimensionality as topological invariant, 427, 428
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discrete nature, 419
equivalence classes, 426, 427
Euler characteristic, 492
first homotopy (fundamental) group, 430–433
Gauss–Bonnet theorem, 492
genus, 420, 492
global versus local properties, 419
Hausdorff space, 423, 424
higher homotopy groups, 433, 434
homeomorphism, 426, 427, 517
homotopies, 429–434
metric spaces, 437
neighborhoods, 421
of Möbius strip, 457, 475, 506
of SO(2) manifold, 100, 101
open balls, 421, 422
open sets, 422, 423
qualitative nature, 419
relationship to geometry, 419
simply connected spaces, 431
simply-connected spaces, 431–433
the discrete topology, 423
the indiscrete topology, 423
topological invariants, 427, 428
topological matter, 504
topological protection, 492, 504
topological spaces, 421, 423
winding number, 420, 432–434, 495

translation group
and space groups, 93
as abelian invariant subgroup, 215

translational invariance, 6, 9, 82
TRIM, see time-reversal invariant momenta (TRIM)

ungerade, 91
unitary symmetry

conjugate representations, 154
dimensionality of representations, 155
direct product of SU(N ) representations, 156,

157
fundamental representations, 154
relationship of SU(N ) and U(N ), 152
review of compact group SU(N ), 209
Young diagrams, 150

universal covering group
for SO(3), 101
for SO(3,1), 231
for SU(2), 120
unique and singly connected, 101

universality, 403–405

vacuum polarization
Feynman diagrams, 336, 337
for abelian gauge theories, 336, 337
for non-abelian gauge theories, 336, 337

vacuum screening currents
and effective mass, 316

and massive photons, 318
and the Higgs mechanism, 315
diamagnetic atomic screening, 317, 318
Meissner effect, 318

valence band, 81, 82
variational principle, 379, 380
vector representation, see adjoint representation
vector space, 41
vector-coupling coefficients

3J symbols, 111
Clebsch–Gordan coefficients for SO(3), 110, 111
Condon–Shortley phase convention, 110
for SO(3), 109–112
for SU(3), 191, 192, 194
symmetries, 111
triangle inequality, 110
unitarity of transformation, 110

weak hypercharge, 327
weak interactions
V − A current, 259, 325, 327
double β-decay, 256
Fermi current–current theory, 325
intermediate vector bosons, 325
neutral current, 327
neutrinoless double β-decay, 256
parity violation, 234, 259
violation of unitarity in Fermi theory, 325

weak isospin, see Standard Electroweak Model
Weinberg angle, see Standard Electroweak Model
Weyl equations

definition, 248
describe massless fermions, 248, 521
for neutrinos, 255
in Weyl semimetals, 518
linear dispersion, 518
Weyl spinors, 248

Weyl group, 133
Weyl hyperplanes, 133
Weyl points or Weyl nodes, see topological matter
Weyl reflections, 133
Weyl semimetals, see topological matter
Wigner coefficients, see vector-coupling coefficients
Wigner supermultiplet theory, 181
Wigner–Eckart theorem

and selection rules, 118
for SO(3), 117, 118
for SU(3), 198
reduced matrix elements, 116

Wigner–Seitz cell, 76
winding number, see topology

Yang–Mills fields
and anomalies, 295
and mass terms, 295
as generalization of QED, 293
instantons, 445–447, 449
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Yang–Mills fields (Cont.)
non-abelian gauge fields, 291–293
non-linearities of, 294
properties of, 293
QCD, 295
standard electroweak theory, 295
topology of euclidean vacuum, 445–447, 449

Young diagrams
and the permutation group, 65–67
and unitary symmetry, 150
and weights for SU(3) irreps, 157
and Young tableau, 67

dimensionality of SU(N ) irreps, 155
for many-particle states, 66
for two particles, 66
hook rule, 69, 155
partitions, 66
projection operators, 69
standard arrangement, 67
SU(N ), 151
two particles in three states, 154
two particles in two states, 153
Young operator, 70

Yukawa coupling, 329


	Cover

	Half-title
	Title page
	Copyright information
	Dedication
	Brief Contents
	Contents
	Preface
	Part I Symmetry Groups and Algebras
	1 Introduction
	2 Some Properties of Groups
	2.1 Invariance and Conservation Laws
	2.2 Definition of a Group
	2.3 Examples of Groups
	2.3.1 Additive Group of Integers
	2.3.2 Rotation and Translation Groups
	2.3.3 Parameterization of Continuous Groups
	2.3.4 Permutation Groups

	2.4 Subgroups
	2.5 Homomorphism and Isomorphism
	2.6 Matrix Representations
	2.6.1 A Matrix Representation of S[sub(3)]
	2.6.2 Dimensionality of Matrix Representations
	2.6.3 Linear Operators and Matrix Representations

	2.7 Reducible and Irreducible Representations
	2.8 Degenerate Multiplet Structure
	2.9 Some Examples of Matrix Groups
	2.9.1 General Linear Groups
	2.9.2 Unitary Groups
	2.9.3 Orthogonal Groups
	2.9.4 Symplectic Groups

	2.10 Group Generators
	2.11 Conjugate Classes
	2.12 Invariant Subgroups
	2.13 Simple and Semisimple Groups
	2.14 Cosets and Factor Groups
	2.14.1 Left and Right Coset Decompositions
	2.14.2 Factor Groups

	2.15 Direct Product Groups
	2.16 Direct Product of Representations
	2.17 Characters of Representations
	2.17.1 Character Theorems
	2.17.2 Character Tables

	Background and Further Reading
	Problems

	3 Introduction to Lie Groups
	3.1 Lie Groups
	3.2 Lie Algebras
	3.2.1 Invariant Subalgebras
	3.2.2 Adjoint Representation of the Algebra

	3.3 Angular Momentum and the Group SU(2)
	3.3.1 Fundamental Representation of SU(2)
	3.3.2 The Cartan–Dynkin Method
	3.3.3 Cartan–Dynkin Analysis of SU(2)
	3.3.4 The Clebsch–Gordan Series for SU(2)
	3.3.5 SU(2) Adjoint Representation

	3.4 Isospin
	3.4.1 The Neutron–Proton System
	3.4.2 Algebraic Structure for Isospin
	3.4.3 The U(1) and SU(2) Subgroups of U(2)
	3.4.4 Analogy between Angular Momentum and Isospin
	3.4.5 The Adjoint Representation of Isospin

	3.5 The Importance of Lie Groups in Physics
	3.6 Symmetry and Dynamics
	3.6.1 Local Gauge Theories
	3.6.2 Dynamical Symmetries

	Background and Further Reading
	Problems

	4 Permutation Groups
	4.1 Young Diagrams
	4.1.1 Two-Particle Young Diagrams
	4.1.2 Many-Particle Young Diagrams
	4.1.3 A Compact Notation

	4.2 Standard Arrangement of Young Tableaux
	4.3 Irreducible Representations
	4.3.1 Counting Standard Arrangements
	4.3.2 The Hook Rule

	4.4 Basis Vectors
	4.5 Products of Representations
	4.5.1 Direct Products
	4.5.2 Outer Products

	Background and Further Reading
	Problems

	5 Electrons on Periodic Lattices
	5.1 The Direct Lattice
	5.1.1 Brevais Lattices
	5.1.2 Wigner–Seitz Cells

	5.2 The Reciprocal Lattice
	5.3 Brillouin Zones
	5.4 Bloch’s Theorem
	5.5 Electronic Band Structure
	5.6 Point Groups
	5.6.1 Point Group Operations
	5.6.2 The Crystallographic Point Groups

	5.7 Example: The Ammonia Molecule
	5.7.1 Symmetry Operations
	5.7.2 A Matrix Representation
	5.7.3 Class Structure
	5.7.4 Other Irreducible Representations

	5.8 General Lattice Symmetry Classifications
	5.9 Space Groups
	5.9.1 Elements of the Space Group
	5.9.2 Symmorphic Space Groups

	Background and Further Reading
	Problems

	6 The Rotation Group
	6.1 Three-Dimensional Rotations
	6.2 The SO(2) Group
	6.2.1 Generators of SO(2) Rotations
	6.2.2 SO(2) Irreducible Representations
	6.2.3 Connectedness of the Manifold
	6.2.4 Compactness of the Manifold
	6.2.5 Invariant Group Integration

	6.3 The SO(3) Group
	6.3.1 Generators of SO(3)
	6.3.2 Matrix Elements of the Rotation Operator
	6.3.3 Properties of D-Matrices
	6.3.4 Characters for SO(3)
	6.3.5 Direct Products of SO(3) Representations
	6.3.6 SO(3) Vector-Coupling Coefficients
	6.3.7 Properties of SO(3) Clebsch–Gordan Coefficients
	6.3.8 3J Symbols
	6.3.9 Construction of SO(3) Irreducible Multiplets

	6.4 Tensor Operators under Group Transformations
	6.5 Tensors for the Rotation Group
	6.6 SO(3) Tensor Products
	6.7 The Wigner–Eckart Theorem
	6.8 The Wigner–Eckart Theorem for SO(3)
	6.8.1 Reduced Matrix Elements
	6.8.2 Selection Rules

	6.9 Relationship of SO(3) and SU(2)
	6.9.1 SO(3) and SU(2) Group Manifolds
	6.9.2 Universal Covering Group of the SU(2) Algebra

	Background and Further Reading
	Problems

	7 Classification of Lie Algebras
	7.1 Adjoint Representations
	7.1.1 The Cartan Subalgebra
	7.1.2 Raising and Lowering Operators

	7.2 The Cartan–Weyl Basis
	7.2.1 Semisimple Algebras
	7.2.2 Metric Tensor, Semisimplicity, and Compactness

	7.3 Structure of the Root Space
	7.3.1 Root Space Restrictions
	7.3.2 Lengths and Angles for Root Vectors

	7.4 Construction of Root Diagrams
	7.4.1 Rank-1 and Rank-2 Compact Lie Algebras
	7.4.2 An Ordering Prescription for Weights

	7.5 Simple Roots
	7.6 Dynkin Diagrams
	7.6.1 The Cartan Matrix
	7.6.2 Constructing All Roots from Dynkin Diagrams
	7.6.3 Constructing the Algebra from the Roots

	7.7 Dynkin Diagrams and the Simple Algebras
	Background and Further Reading
	Problems

	8 Unitary and Special Unitary Groups
	8.1 Generators and Commutators for SU(3)
	8.2 SU(3) Casimir Operators
	8.3 SU(3) Weight Space
	8.3.1 SU(3) Raising and Lowering Operators
	8.3.2 SU(3) Irreducible Representations
	8.3.3 Dimensionality of SU(3) Irreps
	8.3.4 Construction of SU(3) Weight Diagrams

	8.4 Complex Conjugate Representations
	8.5 Real and Complex Representations
	8.6 Unitary Symmetry and Young Diagrams
	8.7 Young Diagrams for SU(N)
	8.7.1 Two Particles in Two States
	8.7.2 Two Particles in Three States
	8.7.3 Fundamental and Conjugate Representations

	8.8 Dimensionality of SU(N) Representations
	8.9 Direct Products of SU(N) Representations
	8.10 Weights from Young Diagrams
	8.11 Graphical Construction of Direct Products
	Background and Further Reading
	Problems

	9 SU(3) Flavor Symmetry
	9.1 Symmetry in Particle Physics
	9.1.1 SU(3) Phenomenology and Quarks
	9.1.2 Non-Abelian Gauge Symmetries

	9.2 Fundamental SU(3) Quark Representations
	9.3 SU(3) Flavor Multiplets
	9.3.1 Mass Splittings in SU(3) Multiplets
	9.3.2 Quark Structure for Mesons and Baryons

	9.4 Isospin Subgroups of SU(3)
	9.4.1 Subgroup Analysis Using Weight Diagrams
	9.4.2 Subgroup Analysis Using Young Diagrams

	9.5 Extensions of Flavor SU(3) Symmetry
	9.5.1 Higher-Rank Flavor Symmetries
	9.5.2 SU(6) Flavor–Spin Symmetry
	9.5.3 Baryons and Mesons under SU(6) Symmetry

	Background and Further Reading
	Problems

	10 Harmonic Oscillators and SU(3)
	10.1 The 3D Quantum Oscillator
	10.1.1 Eigenvalues
	10.1.2 Wavefunctions
	10.1.3 Unitary Symmetry
	10.1.4 Angular Momentum Subgroup
	10.1.5 SO(3) Transformation Properties
	10.1.6 Group Structure
	10.1.7 Many-Body Operators

	10.2 SU(3) and the Nuclear Shell Model
	10.3 SU(3) Classification of SD Shell States
	10.3.1 Classification Strategy
	10.3.2 Orbital and Spin–Isospin Symmetry
	10.3.3 Permutation Symmetry
	10.3.4 Example: Two Particles in the SD Shell

	10.4 SU(2) Subgroups and Intrinsic States
	10.4.1 Weight Space Operators and Diagrams
	10.4.2 Angular Momentum Content of Multiplets

	10.5 Collective Motion in the Nuclear SD Shell
	10.5.1 Hamiltonian
	10.5.2 Group-Theoretical Solution
	10.5.3 The Theoretical Spectrum

	Background and Further Reading
	Problems

	11 SU(3) Matrix Elements
	11.1 Clebsch–Gordan Coefficients for SU(3)
	11.2 Constructing SU(3) Clebsch–Gordan Coefficients
	11.3 Matrix Elements of Generators
	11.4 Isoscalar Factors
	11.4.1 Racah Factorization Lemma
	11.4.2 Evaluating and Using Isoscalar Factors

	11.5 SU(3)⊃SO(3) Tensor Operators
	11.6 The SU(3) Wigner–Eckart Theorem
	11.7 Structure of SU(3) Matrix Elements
	11.8 The Gell-Mann, Okubo Mass Formula
	11.9 SU(3) Oscillator Reduced Matrix Elements
	11.9.1 Spherical Operators
	11.9.2  Matrix Elements for Creation and Annihilation Operators
	11.9.3  Electromagnetic Transitions in the SD Shell

	11.10 Lie Algebras and Many-Body Systems
	Background and Further Reading
	Problems

	12 Introduction to Non-Compact Groups
	12.1 Review of the Compact Group SU(n)
	12.2 The Non-Compact Group SU(l,m)
	12.2.1 Signature of the Metric
	12.2.2 Parameter Space for SU(1,1)

	12.3 The Non-Compact Group SO(l,m)
	12.4 Euclidean Groups
	12.4.1 The Euclidean Group E[sub(3)] for 3D Space
	12.4.2 The Euclidean Group E[sub(2)] for 2D Space
	12.4.3 Semidirect Product Groups
	12.4.4 Algebraic Properties of E[sub(2)]
	12.4.5 Invariant Subgroup of Translations

	12.5 Method of Induced Representations for E[sub(2)]
	12.5.1 Generating the Representation
	12.5.2 Significance of the Abelian Invariant Subgroup

	Background and Further Reading
	Problems

	13 The Lorentz Group
	13.1 Spacetime Tensors
	13.1.1 A Covariant Notation
	13.1.2 Tensor Transformation Laws

	13.2 Lorentz Transformations
	13.2.1 Lorentz Boosts as Minkowski Rotations
	13.2.2 Generators of Boosts and Rotations
	13.2.3 Commutation Algebra for the Lorentz Group

	13.3 Classification of Lorentz Transformations
	13.3.1 The Four Pieces of the Full Lorentz Group
	13.3.2 Improper Lorentz Transformations
	13.3.3 Lightcone Classification of Minkowski Vectors

	13.4 Properties of the Lorentz Group
	13.5 The Lorentz Group and SL(2,C)
	13.5.1 A Mapping between 4-Vectors and Matrices
	13.5.2 The Universal Covering Group of SO(3,1)

	13.6 Spinors and Lorentz Transformations
	13.6.1 SU(2)×SU(2) Representations of the Lorentz Group
	13.6.2 Two Inequivalent Spinor Representations

	13.7 Space Inversion for the Lorentz Group
	13.7.1 Action of Parity on Generators and Representations
	13.7.2 General and Self-Conjugate Representations

	13.8 Parity and 4-Spinors
	13.9 Higher-Dimensional Lorentz Representations
	13.10 Non-Unitarity of Representations
	13.11 Meaning of Non-Unitary Representations
	Background and Further Reading
	Problems

	14 Lorentz-Covariant Fields
	14.1 Lorentz Covariance of Maxwell’s Equations
	14.1.1 Scalar and Vector Potentials
	14.1.2 Gauge Transformations
	14.1.3 Manifestly Covariant Form of the Maxwell Equations

	14.2 The Dirac Equation
	14.2.1 Lorentz-Boosted Spinors
	14.2.2 A Lorentz-Covariant Notation

	14.3 Dirac Bilinear Covariants
	14.3.1 Covariance of the Dirac Equation
	14.3.2 Transformation Properties of Bilinear Products

	14.4 Weyl Equations and Massless Fermions
	14.5 Chiral Invariance
	14.5.1 Helicity States for Fermions
	14.5.2 Dirac Equation in Pauli–Dirac Representation
	14.5.3 Helicity and Chirality for Dirac Fermions
	14.5.4 Projection Operators for Chiral Fermions
	14.5.5 Interactions and Chiral Symmetry

	14.6 The Majorana Equation
	14.6.1 Dirac and Majorana Masses
	14.6.2 Neutrinoless Double β-Decay

	14.7 Summary: Possible Spinor Types
	14.8 Spinor Symmetry in the Weak Interactions
	14.8.1 The Left Hand of the Neutrino
	14.8.2 Violation of Parity P
	14.8.3 C, CP, and T Symmetries
	14.8.4 A More Complete Picture

	Background and Further Reading
	Problems

	15 Poincaré Invariance
	15.1 The Poincaré Multiplication Rule
	15.2 Generators of Poincaré Transformations
	15.2.1 Proper Lorentz Transformations
	15.2.2 Four-Dimensional Spacetime Translations
	15.2.3 Commutators for Poincaré Generators

	15.3 Representation Theory of the Poincaré Group
	15.3.1 Casimir Operators for the Poincaré Group
	15.3.2 Classification of Poincaré States
	15.3.3 Method of Induced Representations

	15.4 Massive Representations of the Poincaré Group
	15.4.1 Quantum Numbers for Massive States
	15.4.2 Action of the Poincaré Group on Massive States
	15.4.3 Summary: Representations for Massive States

	15.5 Massless Representations
	15.5.1 The Standard Lightlike Vector
	15.5.2 Lie Algebra of the Little Group
	15.5.3 Quantum Numbers for Massless States

	15.6 Mass and Spin for Poincaré Representations
	15.7 Lorentz and Poincaré Representations
	15.7.1 Operators for Relativistic Quantum Fields
	15.7.2 Wave Equations for Quantum Fields
	15.7.3 Plane-Wave Expansion of the Fields
	15.7.4 The Relationship of Fields and Particles
	15.7.5 Symmetry and the Wave Equation

	Background and Further Reading
	Problems

	16 Gauge Invariance
	16.1 Relativistic Quantum Field Theory
	16.1.1 Quantization of Classical Fields
	16.1.2 Symmetries of the Classical Action
	16.1.3 Lagrangian Densities for Free Fields
	16.1.4 Euler–Lagrange Field Equations

	16.2 Conserved Currents and Charges
	16.2.1 Noether’s Theorem
	16.2.2 Conserved Charges
	16.2.3 Symmetries for Interacting Fields
	16.2.4 Partially Conserved Currents

	16.3 Gauge Invariance in Quantum Mechanics
	16.4 Gauge Invariance and the Photon Mass
	16.5 Quantum Electrodynamics
	16.5.1 Global U(1) Gauge Invariance
	16.5.2 Local U(1) Gauge Invariance
	16.5.3 Gauging the U(1) Symmetry

	16.6 Yang–Mills Fields
	16.6.1 Non-Abelian Gauge Invariance
	16.6.2 Covariant Derivatives
	16.6.3 Non-Abelian Generalization of QED
	16.6.4 Properties of Non-Abelian Gauge Fields

	Background and Further Reading
	Problems


	Part II Broken Symmetry
	17 Spontaneous Symmetry Breaking
	17.1 Modes of Symmetry Breaking
	17.2 Explicit Symmetry Breaking
	17.3 The Vacuum and Hidden Symmetry
	17.4 Spontaneously Broken Discrete Symmetry
	17.4.1 Symmetry in the Wigner Mode
	17.4.2 Spontaneously Broken Symmetry
	17.4.3 Summary of Spontaneously Broken Discrete Symmetry

	17.5 Spontaneously Broken Continuous Symmetry
	17.5.1 Symmetric Classical Vacuum
	17.5.2 Hidden Continuous Symmetry
	17.5.3 The Goldstone Theorem
	17.5.4 The Stability Subgroup

	Background and Further Reading
	Problems

	18 The Higgs Mechanism
	18.1 Photons and the Higgs Loophole
	18.2 The Abelian Higgs Model
	18.2.1 Lagrangian Density
	18.2.2 Symmetry Breaking
	18.2.3 Understanding the Higgs Mechanism

	18.3 Vacuum Screening Currents
	18.3.1 Gauge Invariance and Mass
	18.3.2 Screening Currents and Effective Mass
	18.3.3 Atomic Screening Currents
	18.3.4 The Meissner Effect and Massive Photons
	18.3.5 Gauge Invariance and Longitudinal Polarization

	18.4 The Higgs Boson
	Background and Further Reading
	Problems

	19 The Standard Model
	19.1 The Standard Electroweak Model
	19.1.1 Guidance from Data
	19.1.2 The Gauge Group
	19.1.3 Electroweak Lagrangian Density
	19.1.4 The Electroweak Higgs Mechanism
	19.1.5 Particle Spectrum

	19.2 Quantum Chromodynamics
	19.2.1 A Color Gauge Theory
	19.2.2 The QCD Lagrangian Density
	19.2.3 Symmetries of the QCD Lagrangian Density
	19.2.4 Asymptotic Freedom and Confinement
	19.2.5 Exotic Hadrons and Glueballs

	19.3 The Gauge Theory of Fundamental Interactions
	Background and Further Reading
	Problems

	20 Dynamical Symmetry
	20.1 The Microscopic Dynamical Symmetry Method
	20.1.1 Solution Algorithm
	20.1.2 Validity and Utility of the Approach
	20.1.3 Spontaneously Broken Symmetry and Dynamical Symmetry
	20.1.4 Kinematics and Dynamics

	20.2 Monolayer Graphene in a Strong Magnetic Field
	20.2.1 Electronic Dispersion in Monolayer Graphene
	20.2.2 Landau Levels for Massless Dirac Electrons
	20.2.3 SU(4) Quantum Hall Ferromagnetism
	20.2.4 Fermion Dynamical Symmetries for Graphene
	20.2.5 Graphene SO(8) Dynamical Symmetries
	20.2.6 Generalized Coherent States for Graphene 
	20.2.7 Physical Interpretation of the Energy Surfaces
	20.2.8 Quantum Phase Transitions in Graphene

	20.3 Universality of Emergent States
	20.3.1 Topological and Algebraic Constraints
	20.3.2 Analogy with General Relativity
	20.3.3 Analogy with Renormalization Group Flow

	Background and Further Reading
	Problems

	21 Generalized Coherent States
	21.1 Glauber Coherent States
	21.2 Symmetry and Coherent Electromagnetic States
	21.2.1 Quantum Optics Hamiltonian
	21.2.2 Symmetry of the Hamiltonian
	21.2.3 Hilbert Space
	21.2.4 Stability Subgroup
	21.2.5 Coset Space
	21.2.6 The Coherent State

	21.3 Construction of Generalized Coherent States
	21.4 Atoms Interacting with Classical Radiation
	21.5 Fermion Coherent States
	Background and Further Reading
	Problems

	22 Restoring Symmetry by Projection
	22.1 Rotational Symmetry in Atomic Nuclei
	22.2 The Method of Generator Coordinates
	22.2.1 Generator Coordinates and Generating Functions
	22.2.2 The Hill–Wheeler Equation

	22.3 Angular Momentum Projection
	22.3.1 The Rotation Operator and its Representations
	22.3.2 The Angular Momentum Projection Operator
	22.3.3 Solving the Eigenvalue Equation

	22.4 Particle Number Projection
	22.4.1 Violation of Particle Number in BCS Theory
	22.4.2 Bogoliubov Quasiparticles
	22.4.3 The Particle Number Projection Operator

	22.5 Parity Projection
	22.5.1 The Parity Transformation
	22.5.2 Breaking Parity Spontaneously
	22.5.3 The Parity Projection Operator

	22.6 Spin and Momentum Projection for Electrons
	22.6.1 Hartree–Fock Approximation for the Hubbard Model
	22.6.2 Spin and Momentum Projection in the Hubbard Model

	Background and Further Reading
	Problems

	23 Quantum Phase Transitions
	23.1 Classical and Quantum Phases
	23.1.1 Thermal and Quantum Fluctuations
	23.1.2 Quantum Critical Behavior

	23.2 Classification of Phase Transitions
	23.3 Classical Second-Order Phase Transitions
	23.3.1 Critical Exponents
	23.3.2 Universality

	23.4 Continuous Quantum Phase Transitions
	23.4.1 Order Only at Zero Temperature
	23.4.2 Order Also at Finite Temperature

	23.5 Quantum to Classical Crossover
	23.5.1 The Classical–Quantum Mapping
	23.5.2 Optimal Dimensionality
	23.5.3 Quantum versus Classical Phase Transitions

	23.6 Example: Ising Spins in a Transverse Field
	23.6.1 Hamiltonian
	23.6.2 Ground States and Quasiparticle States for g → 0
	23.6.3 Ground States and Quasiparticle States for g → ∞
	23.6.4 Competing Ground States
	23.6.5 The Quantum Critical Region
	23.6.6 Phase Diagram

	23.7 Dynamical Symmetry and Quantum Phases
	23.7.1 Quantum Phases in Superconductors
	23.7.2 Unique Perspective of Dynamical Symmetries
	23.7.3 Quantum Phases and Insights from Symmetry

	Background and Further Reading
	Problems


	Part III Topology and Geometry
	24 Topology, Manifolds, and Metrics
	24.1 Basic Concepts of Topology
	24.1.1 Discrete Categories Distinguished Qualitatively
	24.1.2 The Nature of Topological Proofs
	24.1.3 Neighborhoods

	24.2 Topology and Topological Spaces
	24.2.1 Formal Definition of a Topology
	24.2.2 Continuity
	24.2.3 Compactness
	24.2.4 Connectedness
	24.2.5 Homeomorphism

	24.3 Topological Invariants
	24.3.1 Compactness Is a Topological Invariant
	24.3.2 Connectedness Is a Topological Invariant
	24.3.3 Dimensionality Is a Topological Invariant

	24.4 Homotopies
	24.4.1 Homotopic Equivalence Classes
	24.4.2 Homotopy Classes Are Topological Invariants
	24.4.3 The First Homotopy Group
	24.4.4 Higher Homotopy Groups

	24.5 Manifolds and Metric Spaces
	24.5.1 Differentiable Manifolds
	24.5.2 Metric Spaces

	Background and Further Reading
	Problems

	25 Topological Solitons
	25.1 Models in (1+1) Dimensions
	25.1.1 Equations of Motion
	25.1.2 Vacuum States and Boundary Conditions
	25.1.3 Topological Charges
	25.1.4 Soliton Solutions in (1+1) Dimensions

	25.2 Solitons in (2+1) and (3+1) Dimensions
	25.2.1 Homotopy Groups
	25.2.2 Mapping Spheres to Spheres

	25.3 Yang–Mills Fields and Instantons
	25.3.1 Solitons in the Euclidean Yang–Mills Field
	25.3.2 Boundary Conditions
	25.3.3 Topological Classification of Solutions
	25.3.4 Physical Interpretation of Instantons

	Background and Further Reading
	Problems

	26 Geometry and Gauge Theories
	26.1 Parallel Transport
	26.1.1 Flat and Curved Manifolds
	26.1.2 Connections and Covariant Derivatives
	26.1.3 Curvature and Parallel Transport

	26.2 Absolute Derivatives
	26.3 Parallel Transport in Charge Space
	26.4 Fiber Bundles and Gauge Manifolds
	26.4.1 Tangent Spaces and Tangent Bundles
	26.4.2 Fiber Bundles

	26.5 Gauge Symmetry on a Spacetime Lattice
	26.5.1 Path-Dependent Gauge Representations
	26.5.2 Lattice Gauge Symmetries

	Background and Further Reading
	Problems

	27 Geometrical Phases
	27.1 The Aharonov–Bohm Effect
	27.1.1 Experimental Setup
	27.1.2 Analysis of Magnetic Fields
	27.1.3 Phase of the Electron Wavefunction
	27.1.4 Topological Origin of the Aharonov–Bohm Effect

	27.2 The Berry Phase
	27.2.1 Fast and Slow Degrees of Freedom
	27.2.2 The Berry Connection
	27.2.3 Trading the Connection for a Phase
	27.2.4 Berry Phases
	27.2.5 Berry Curvature

	27.3 An Electron in a Magnetic Field
	27.4 Topological Implications of Berry Phases
	Background and Further Reading
	Problems

	28 Topology of the Quantum Hall Effect
	28.1 The Classical Hall Effect
	28.1.1 Hall Effect Measurements
	28.1.2 Quantization of the Hall Effect

	28.2 Landau Levels for Non-Relativistic Electrons
	28.2.1 Hamiltonian and Schrödinger Equation
	28.2.2 Landau Levels and Density of States

	28.3 The Integer Quantum Hall Effect
	28.3.1 Understanding the Integer Quantum Hall Effect
	28.3.2 Disorder and the Integer Quantum Hall State
	28.3.3 Edge States and Conduction

	28.4 Topology and Integer Quantum Hall Effects
	28.4.1 Berry Phases and Adiabatic Curvature
	28.4.2 Chern Numbers

	28.5 The Fractional Quantum Hall Effect
	28.5.1 Properties of the Fractional Quantum Hall State
	28.5.2 Fractionally Charged Quasiparticles
	28.5.3 Nature of the Edge States
	28.5.4 Topology and Fractional Quantum Hall States

	Background and Further Reading
	Problems

	29 Topological Matter
	29.1 Topology and the Many-Body Paradigm
	29.1.1 Adiabatic Continuity
	29.1.2 Spontaneous Symmetry Breaking
	29.1.3 Beyond the Landau Picture

	29.2 Berry Phases and Brillouin Zones
	29.3 Topological States and Symmetry
	29.4 Topological Insulators
	29.4.1 The Quantum Spin Hall Effect
	29.4.2 The Z[sub(2)] Topological Index

	29.5 Weyl Semimetals
	29.5.1 A Topological Conservation Law
	29.5.2 Realization of a Weyl Semimetal

	29.6 Majorana Modes
	29.6.1 The Dirac Equation in Condensed Matter
	29.6.2 Quasiparticles and Anti-Quasiparticles 

	29.7 Topological Superconductors
	29.7.1 Topological Majorana Fermions
	29.7.2 Fractionalization of Electrons

	29.8 Fractional Statistics
	29.8.1 Anyon Statistics
	29.8.2 The Braid Group
	29.8.3 Abelian and Non-Abelian Anyons

	29.9 Quantum Computers and Topological Matter
	29.9.1 Qubits and Quantum Information
	29.9.2 The Problem of Decoherence
	29.9.3 Topological Quantum Computation

	Background and Further Reading
	Problems


	Part IV A Variety of Physical Applications
	30 Angular Momentum Recoupling
	30.1 Recoupling of Three Angular Momenta
	30.1.1 6J Coefficients
	30.1.2 Racah Coefficients

	30.2 Matrix Elements of Tensor Products
	30.3 Recoupling of Four Angular Momenta
	30.3.1 9J Coefficients
	30.3.2 Transformation Between L–S and J–J Coupling
	30.3.3 Matrix Element of an Independent Tensor Product
	30.3.4 Matrix Element of a Scalar Product

	Background and Further Reading
	Problems

	31 Nuclear Fermion Dynamical Symmetry
	31.1 The Ginocchio Model
	31.2 The Fermion Dynamical Symmetry Model
	31.2.1 Dynamical Symmetry Generators
	31.2.2 The FDSM Dynamical Symmetries
	31.2.3 FDSM Irreducible Representations
	31.2.4 Quantitative FDSM Calculations

	31.3 The Interacting Boson Model
	Background and Further Reading
	Problems

	32 Superconductivity and Superfluidity
	32.1 Conventional Superconductors
	32.2 Unconventional Superconductors
	32.3 The SU(4) Model of Non-Abelian Superconductors
	32.3.1 The SU(4) Algebra
	32.3.2 The SU(4) Collective Subspace
	32.3.3 The Dynamical Symmetry Hamiltonian
	32.3.4 The SU(4) Dynamical Symmetry Limits
	32.3.5 The SO(4) Dynamical Symmetry Limit
	32.3.6 The SU(2) Dynamical Symmetry Limit
	32.3.7 The SO(5) Dynamical Symmetry Limit
	32.3.8 Conventional and Unconventional Superconductors

	32.4 Some Implications of SU(4) Symmetry
	32.4.1 No Double Occupancy
	32.4.2 Quantitative Gap and Phase Diagrams
	32.4.3 Coherent State Energy Surfaces
	32.4.4 Fundamental SU(4) Instabilities
	32.4.5 Origin of High Critical Temperatures
	32.4.6 Universality of Dynamical Symmetry States

	Background and Further Reading
	Problems

	33 Current Algebra
	33.1 The CVC and PCAC Hypotheses
	33.1.1 Current Algebra and Chiral Symmetry
	33.1.2 The Partially Conserved Axial Current

	33.2 The Linear σ-Model
	33.2.1 The Particle Spectrum
	33.2.2 Explicit Breaking of Chiral Symmetry

	Background and Further Reading
	Problems

	34 Grand Unified Theories
	34.1 Evolution of Fundamental Coupling Constants
	34.2 Minimal Criteria for a Grand Unified Group
	34.3 The SU(5) Grand Unified Theory
	34.4 Beyond Simple GUTs
	Background and Further Reading
	Problems


	Appendix A Second Quantization
	A.1 Symmetrized Many-Particle Wavefunctions
	A.1.1 Bosonic and Fermionic Wavefunctions
	A.1.2 Slater Determinants

	A.2 Dirac Notation
	A.2.1 Bras, Kets, and Bra-Ket Pairs
	A.2.2 Bras and Kets as Row and Column Vectors
	A.2.3 Linear Operators Acting on Bras and Kets

	A.3 Occupation Number Representation
	A.3.1 Creation and Annihilation Operators
	A.3.2 Basis Transformations
	A.3.3 Many-Particle Vector States
	A.3.4 One-Body and Two-Body Operators


	Appendix B Natural Units
	B.1 The Advantage of Natural Units
	B.2 Natural Units in Quantum Field Theory

	Appendix C Angular Momentum Tables
	Appendix D Lie Algebras
	References
	Index

