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Preface

These proceedings focus on the research and development of technological innovation
in connected cyber-physical spaces, gathering selected results from engineering doc-
toral programs. Digital technologies have been boosting the integration and inter-
twining of these spaces with a profound impact on all sectors of society including
industry, energy, healthcare, services, etc. These include a large variety of technologies,
e.g., Internet of Things, Cyber-Physical Systems, Sensing, Data Analytics and Machine
Learning, Human-Machine Interfaces, Energy Harvesting, and Smart Communications,
among others. As systems become smarter, with increasing levels of cognition and
autonomy there is a growing need to properly design and govern innovative collabo-
rative environments populated by heterogeneous intelligent systems oriented to tackle
societal challenges from a human-centric perspective.

The 14th Advanced Doctoral Conferences on Computing, Electrical and Industrial
Systems (DoCEIS 2023) aimed to serve as a platform for doctoral researchers to share
and discuss their ideas and findings in various inter-related areas of engineering. It
sought to foster a strong multidisciplinary dialogue and create collaborative opportu-
nities for young researchers, while also providing a supportive environment for valu-
able feedback from colleagues. As such, participants were challenged to look beyond
the specific technical aspects of their research question and explore how their work
could contribute to technological innovation in digitalization and virtualization, which
was the central theme of the event. It is worth noting that current trends in strategic
research programs underscore the importance of multidisciplinary and interdisciplinary
approaches in driving innovation. Funding agencies increasingly require researchers to
incorporate these approaches into their research agendas. In this context, the challenge
proposed by DoCEIS is a contribution to the process of acquiring such skills, which are
mandatory in the profession of a PhD [1].

DoCEIS 2023, which was sponsored by SOCOLNET, IFIP, and IEEE IES, attracted
47 paper submissions from a good number of PhD students and their supervisors from
15 countries. This book comprises 22 works selected by the International Program
Committee for inclusion in the main program and covers a good spectrum of appli-
cation domains. As such, research results and ongoing work are presented, illustrated,
and discussed in areas such as:

– Energy Communities
– Smart Energy and Power Systems
– Intelligent Manufacturing
– Health and Biomedical Information Systems
– Intelligent Computational Systems
– Electronics and Communications

We anticipate that this compilation of papers will offer readers an inspiring array of
fresh ideas and thought-provoking challenges within a multidisciplinary framework.



The diverse nature of these results is intended to ignite and stimulate further research
and development endeavours, fostering a broader exploration of new directions.

We express our sincere gratitude to all the authors for their valuable contributions to
this publication. Additionally, we extend our appreciation to the dedicated members
of the DoCEIS International Program Committee. Their assistance in the article
selection process and their insightful comments have greatly contributed to enhancing
the overall quality of the papers.

May 2023 Luis M. Camarinha-Matos
Filipa Ferrada
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A Critical Review of District Heating
and District Cooling Socioeconomic

and Environmental Benefits

S. M. Masum Ahmed(B), Edoardo Croci, and Annamaria Bagaini

Centre for Research on Geography, Resources, Environment, Energy and Networks (GREEN),
Bocconi University, Via Guglielmo Roentgen, 1, 20136 Milan, Italy

masum.ahmed@unibocconi.it

Abstract. Heating energy demand accounts for almost 50%of global final energy
consumption. The cooling demand is also rising, accounting for 16% of the build-
ing sector’s final electricity consumption. District heating and cooling (DH-DC)
can significantly reduce overall energy consumption and CO2 emissions consid-
ering the use of green sources and new technologies. Identifying and assessing the
benefits generated by DH-DC is crucial for supporting policymakers and driving
sustainable financing. This paper aims to identify and categorise DH-DC benefits
through a literature review focusing on methods to assess them. In this review, 35
research works have been considered and analysed. Benefits identified in the liter-
ature broke down into four categories: benefits for the energy system, end-users,
environment, and society. Benefits are well recognised in the literature; however,
most studies focused on qualitative analysis with a low impact on DH-DC project
assessment. Resultswill be used to design a new integrated assessment framework.

Keywords: District Energy System · Benefits Assessment · Energy Turn ·
Policy Recommendation

1 Introduction

Energy demand is escalating driven by increasing global populations and fast-growing
economies. According to the Energy Information Administration (EIA) of the United
States (US), global energy demand will increase by 47% over the next 30 years [1].
Buildings are responsible for about a third of global energy consumption and a quarter
of CO2 emissions [2]. Almost half of the energy demand for buildings is used for space
andwater heating and less in cooking [1].Coolingdemand is also growing, accounting for
16%of the building sector’s final electricity consumption [3].District heating and cooling
(DH-DC) is considered one of the viable options to reduce overall energy consumption
and CO2 emissions of buildings and meet the Paris Agreement goals [4–6].

A district heating (DH) system is comprised of a pipeline network that connects sev-
eral buildings and provides heat using centralized heat generation facilities [7]. “District
cooling is the cooling equivalent of district heating” [8], by transporting cooled water to

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
L. M. Camarinha-Matos and F. Ferrada (Eds.): DoCEIS 2023, IFIP AICT 678, pp. 3–18, 2023.
https://doi.org/10.1007/978-3-031-36007-7_1
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buildings. DH-DC system provides several energy services, including space heating, air
conditioning, and domestic hot water (DHW) [7, 8]. China, Russia, and Europe cover
almost 90% of the world’s DH energy production [9]. An estimation of the total length of
distribution pipelines is 600,000 km around the globe and 200,000 km in the European
Union [10]. While the biggest DH network is located in China [9]. Globally, there are
around 6,000 active DH networks and only 115 DC systems located in Europe [11].

DH-DC systems evolved through the years, increasing their performance and their
efficiency. Looking at DH systems, in the first generation (1GDH) heat was supplied
from a central station and delivered to consumers utilizing a network of pipes. The
first commercially available DH was established in the US in the 1880s, using steam
as a heat carrier [12]. Afterwards, the second-generation DH (2GDH) was established
massively in Europe in the 1930s, using superheated water as a heat carrier [12]. A
crucial development of DH happened in Scandinavian countries, which is considered as
third generation DH (3GDH) in the 1980s. It worked by reducing the temperature of the
heat carrier to lower than 100 °C [12]. Key features of 3GDH are having various heat
sources and a network of pre-insulated pipes into the ground. In fourth generation DH
(4GDH) in the 2020s, the supply temperature was reduced compared to 3GDH, at a 60–
70 °C range. Additionally, heat pumps and CHP units of 4GDH have great efficiencies
than 3GDH at these lower temperature levels [12]. The fifth generation DH (5GDH)
concept is built with a thermal network which delivers and extracts heat at very low
temperatures. In 5GDH, heat pumps operated bidirectionally to meet both the heating
and cooling demands of end-users. Key features of 5GDH are thermal storage (using the
ground as storage), reduced thermal losses (negligible at very low temperatures), and
the possibility of using uninsulated pipelines [12].

Looking at DC systems evolution, the first generation DC (1GDC) pipeline refriger-
ation systems were unveiled in the US in the 1890s [13]. 1GDC consisted of centralised
condensers and decentralised evaporators (decentralised evaporators and centralised
evaporators using refrigerant and brine, respectively, as a carrier) [13]. Sequentially,
a major shift occurred as the second generation DC (2GDC), where old distributing
fluid substitutes to water in the US in the 1960s [13]. The third generation district cool-
ing (3GDC) was launched in France and Sweden in the 1990s, where several cooling
sources were available, including cold from absorption chillers and natural cold sources
[13]. Alternatively, fourth generation district cooling (4GDC) emerged first in Den-
mark in the 2020s. 4GDC comprises various energy (electricity and heating) sectors by
employing centralised and decentralised technologies, including electric heat pumps,
absorption heat pumps, natural sources, and cold storage facilities to satisfy buildings
cooling demands [13]. 5GDC heat operated bidirectionally to meet the cooling demands
of end-users. 5GDC operating temperature range is between −5 to 20 °C. There are
several crucial features of 5GDH, e.g. very low temperature network, thermal storage,
and enhancing network performance by reducing thermal losses [12].

The source of the DH-DC system, including geothermal, solar thermal, biomass,
petroleum products, natural gas, coal, surface or groundwater, etc., and the technology
used (internal combustion, steam cycles, gas turbines, combined cycles, chillers, etc.)
mainly depend on the resources available on-site. Furthermore, one of the most remark-
able aspects of this technology is its ability to recover and exploit heat/cold produced
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by third-party sources on site; if not converted into the distribution network, it should
be dispersed [14]. Considering that fossil fuels still supply more than 60% of the energy
needed in buildings by using autonomous heating/cooling systems, the replacement of
those with DH-DC can increase energy saving and efficiency and reduce the overall
CO2 emissions [1–4]. Indeed, a DH-DC system allows energy production with greater
efficiency compared to autonomous heating/cooling systems using the same resource.
Moreover, a DH-DC system can lead to significant environmental benefits, allowing a
reduction of both local harmful pollutants (e.g., nitrogen oxides, sulphur oxides, par-
ticulates, etc.) and GHG emissions. Besides, when DH-DC systems are integrated with
other technologies, it can generate additional benefits [15].

Emerging technologies such as IoT, digital twin, cloud computing and cyber phys-
ical system (CPS) can indeed be exploited, especially in the new generations (5GDH
and 4GDC) of DH-DC systems, to reduce energy consumption, increase smart energy
management, integrate renewables and distributed energy sources [16]. Among them,
CPS can play a decisive role in this sector [16]. There are several benefits that could be
generated by CPS in the DH-DC systems, such as improving energy efficiency, facilitat-
ing the decarbonisation process and reducing costs of network maintenance and energy
bills for users [17], however, this is an untapped research sector.

Although benefits generated byDH-DC systems are well recognised by the literature
[18–25], considering economic, social, and environmental benefits, those are not per-
formed by all projects to the same extent. Understanding which project generated higher
benefits is crucial for driving sustainable financing as stated and encouraged by the EU
taxonomy (EU taxonomy is a classification method that produces an environmentally
sustainable economic practices [26]). The main objective of this work is to identify and
categoriseDH-DC systembenefits by looking at the literaturewith a focus on approaches
and methods applied to measure them. In this work, the relationship between CPS and
DH-DC systems is also analysed. We found that benefits are clearly recognised but a
significant research gap exists in terms of benefits assessment. The novelty of this work is
understanding howDH-DC benefits recognised in the literature are measured to develop
a new integrated assessment framework that can be used to evaluate the socioeconomic
and environmental sustainability of DH-DC projects.

The paper is organised into five different sections. Section 2 is devoted to the relation-
ship between District Energy System and Cyber Physical System. Section 3 describes
the methodology of the work. In Sect. 4, the results are analysed and discussed. Finally,
Sect. 5 concludes the paper.

2 Relationship Between District Energy System and Cyber Physical
System

A cyber-physical system (CPS) is an interconnection between a computer and a physical
system. The “cyber-physical systems” concept was introduced for the first time in 2006
byHelen Gill of the National Science Foundation in the US [27]. There are several appli-
cations of CPS, including DH-DC systems, automotive systems, industrial automation,
home automation, smart grid, HVAC systems, security system, water treatment plants,
and traffic control systems [28].
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Considering the application of CPS in the DH-DC systems, it can help to enhance the
overall DH-DC performance by improving energy efficiency and efficient maintenance
management [29]. Thermal energy storage facilities can be exploited asmuch as possible
with CPS, which also improves the stability of the system during the scarcity of renew-
ables. Furthermore, CPS can be utilized to find problems without human intervention for
finding faults in the DH-DC system, which reduces a lot of effort and money. Basically,
the cost of maintenance will be reduced with consequent benefits for the energy supplier
and the final users in terms of reduced bills. The integration of CPS in DH-DC can also
improve the reliability and cybersecurity of DH-DC systems with derived benefits in
terms of energy generation and supply, energy efficiency, the safety of occupants and
CO2 reduction.

In the long run, CPS can potentially give more benefits than the traditional DH-DC
system [16]. However, in literature, such benefits were considered only partially with
few scientific works considering this integration. The literature is limited regarding the
benefits of CPS in DH-DC. Results show that some benefits emerge and there is a need
to increase the knowledge about the integration of CPS in DH-DC and also in terms of
measuring and evaluating those benefits. We will develop an assessment framework for
evaluating DH-DC projects defining suitable and consistent methodologies to measure
them. This is an open topic that needs to be enlarged. The poor literature existing in
this regard is an opportunity to increase knowledge and open a new research line. This
work will contribute to understanding the existing gaps in recognising the relevance of
integrating “DH-DC system” and “cyber-physical systems”.

3 Methodology

In order to identify the most recurring DH-DC benefits, we perform a literature review.
DH and DC produce similar benefits and are treated at the same level. Moreover, ben-
efits generated by DC systems alone are less explored in literature since heating is
usually more energy-consuming. For those reasons, we concentrate the analysis only
on DH system. At first, we conducted a literature search with the aim to discover stud-
ies investigating and assessing DH benefits from different points of view. We used the
Scopus database by exploring a set of keywords, also considering CPS integration. The
search was conducted on existing literature using four keywords: “district heating”,
“district heating” and “benefit”, “district heating” and “benefit” and “economics”, “dis-
trict heating” and “benefit” and “Cyber physical”. Only the last 16 years of research
(2007–2022) are considered for this literature review. A total of 35 research works have
been considered, including scientific papers, conference papers and reports. Through
the literature review, we identified the most recurring DH benefits that emerged in the
selected researchworks. Benefits have been categorised according to their features based
on the European Network of Transmission SystemOperators for Electricity (ENTSO-E)
district heating benefit framework [30], namely benefits for the energy system, benefits
for the environment, benefits for the user and benefits for society. Finally, we evaluated
benefits identified according to the method adopted to quantify/measure them, namely
“qualitative method (I)”, “quantitative method (Q)”, and “monetisation method (M)”.
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4 Results and Discussion

4.1 “DH Benefits” Literature Analysis

An analysis was conducted on scientific studies regarding DH and their capacity to
generate benefits by using the Scopus database. It can be observed in Fig. 1. That DH
research started growing in the 1980s, and then after 2005, the research work increased
drastically. After 2005 more research papers were found considering and analysing
benefits generated by those systems, with a strong increase after 2015 following the
ParisAgreement and the increased concerns regarding heating and cooling systemenergy
consumption and related CO2 emissions.

Looking at papers focused on DH benefit economic assessment, a very low number
of papers emerged in the literature. Finally, the integration of DH benefits and Cyber-
physical systems seem less considered in the literature, with only 5 papers conducting
research on it, starting in 2015 (Fig. 1).

Fig. 1. Annual evolution of the scientific literature concerning DH [Data processed by Scopus].

Figure 2 illustrates scientific studies by research fields. The highest portion of the
research conducted was related to energy and engineering research fields, followed
by “Environmental science”. In “Economic, Econometrics and Finance” and “Social
science”, papers are quite limited to less than 2% of the total sample. Other research
fields, e.g. “Business, Management and Accounting” and “Decision Sciences”, were
also barely considered in the literature.
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Fig. 2. Scientific studies by study area [Data processed by Scopus].

4.2 DH Benefits Identification and Categorization

Through the literature review, we could identify several benefits generated by DH, con-
sidering environmental, social and economic benefits. DH benefits are well described in
the literature that mainly comes fromAsian and European countries where those systems
are well developed, in particular: Austria, China, Croatia, Denmark, Estonia, Finland,
Germany, Italy, Japan, South Korea, Netherlands, Poland, Russia, Sweden, UK, and the
US.

Based on the ENTSO-E benefit framework [30], we categorised the benefits into 4
categories, namely 1) benefits for the energy system, 2) benefits for the environment,
3) benefits for the user and 4) benefits for society. Since the aim of this paper is under-
standing also the methods/approaches to measure and evaluate them, in the following
part, each category is described, and each benefit is analysed in terms of frequency of
appearance in the literature and the method adopted to quantify and measure it, accord-
ing to 3 method types, i.e. “qualitative method (I)”, “quantitative method (Q)”, and
“monetisation method (M)”.

Benefits for the Energy System. DH systems can be very important for the energy
system to gain several benefits. After analysing the current literature, several benefits are
identified for the energy system, including energy efficiency, flexibility (not dependingon
one specific source), RES integration, scaling of peaks in demand - reduction of energy
demand, reduction of power consumption primary sources, security supplies, electric
security system, stabilization system (heat storage), and storage possibilities. Those
benefits are found in 23 scientific works among the selected resources. Energy efficiency
was considered as a key benefit in 11 research however, only 2works developed amethod
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to monetise and quantify it, while in 9 works, this benefit was identified but not further
analysed. The flexibility of energy sources was identified as a benefit in 3 sources, yet
one developed a method to monetise it. Besides, RES integration was found as a benefit
in 6 research. In 4 studies, this benefit was only identified, not monetised or quantified.
Similarly, “scaling of peaks in demand - reduction of energy demand” was noticed as
a benefit in 2 works, without implementing any method to qualify or monetise it. The
“reduction of power consumption primary sources” was found as a benefit in 15 works,
where 2 studies developed a method for benefit monetization by adopting the avoided
cost method, and 6 quantified benefits. “Security supplies” is monetised only by one
research among 5 papers that mentioned it as a key benefit. “Electric security systems”
was found in 5 studies, whereas two of them developed a method to monetise it. The
benefit “stabilization system (heat storage)” was quantified, and “storage possibilities
resources” was only identified without any further analyses. Further analysis of DH
system benefits for the energy system is summarized in Table 1.

Table 1. DH system benefits for the energy system according to coherent literature.

DH Benefit Assessment
approach

References Methodology Geographic
area

Energy
efficiency

I [14, 20, 31–37] – Europe, UK,
Sweden,
Croatia,
General,
China

M [21] Report case
studies

US

Q [38] – Estonia

Flexibility (not
depending on
one specific
source)

Q [36] – Italy

I [39] – Europe

M [40] – Germany

RES
integration

I [37, 39, 41, 42] – Italy, China,
Europe

Q [31] – Italy, China,
Europe

M [40] – Germany

Scaling of
peaks in
demand
- Reduction of
energy
demand

I [20, 32] – UK, Europe

(continued)
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Table 1. (continued)

DH Benefit Assessment
approach

References Methodology Geographic
area

Reduction of
power
consumption
primary
sources

I [14, 20, 37, 39, 40, 43, 44] – Sweden,
Croatia,
General,
Europe,
Austria,
China

Q [36, 41, 43, 45–47] – Italy, Europe,
Sweden

M [18] Avoided cost EU

[22] Avoided cost South Korea

Security
supplies

I [14, 20, 21, 40] – Croatia, US,
Europe,
Austria

M [48] Report case
studies

EU

Electric
security
system

M [21] Avoided cost US

[48] – EU

I [19, 32, 38] – UK, Estonia

Stabilization
system
(heat storage)

Q [49] – EU

Storage
possibilities

I [21] – US

Benefits for the End User. DH systems can be very significant for the end user to
acquire several benefits. Total 9 scientific works identified benefits for the end users
among selected resources. Those benefits are comfort, average risk avoided in the house,
more relationship between consumer and producer, lower maintenance cost, reduction
of pollutants associated with health issues, space saving (engaged by technologies for
heat production), vibration reduction, heat supply security, and decreased system cost.
“Comfort” was found as a benefit in 3 works where 2 works developed 2 methods to
monetise by adopting “willingness to pay (WAP)” and “hedonic pricing”, respectively.
Besides, “average risk avoided in the house” ismonetised in one research by adopting the
WAPmethod. However, 3 benefits “more relationship between consumer and producer”,
“lower maintenance cost”, and “reduction of pollutants associated with health issues”
were only identified, not monetised or quantified further. “Heat supply security” was
identified as a benefit in 3 works; however not further quantified. In addition, 3 resources
identified “space saving (engaged by technologies for heat production)”, where 2 works
monetised the benefit. “Decreasing the system cost” is another crucial benefit for the
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Table 2. DH system benefits for the end user according to coherent literature.

DH Benefit Assessment
approach

References Methodology Geographic area

Comfort I [14] – Croatia

M [50] WAP South Korea

[18] Hedonic pricing Europe

Average risk avoided
in the house

I [39] – Europe

M [51] WAP South Korea

More relationship
between consumer
and producer

I [39] – Europe

Lower maintenance
cost

I [39, 41] – Italy, Europe

Reduction of
pollutants associated
with health issues

I [21] – US

Space saving
(engaged by
technologies for heat
production),
vibration reduction

M [51] WAP South Korea

[21] Report case
studies

US

I [39] – Europe

Heat supply security I [38, 39, 41] – Italy, Estonia,
Europe

Decreases the
system cost

M [23] – Denmark

end user, and it is monetised only once. More analysis of DH system benefits for the end
user is performed in Table 2.

Benefits of Environment. DH systems can be very important for the environment to
obtain several benefits. We found environmental benefits in 27 resources, those benefits
are environmental and health damage avoided, resource recovery fromwaste, CO2 reduc-
tion, CO2 reduction equivalent, reduced consumption of water resources, and reduction
of pollutants (no CO2). Among them, 2 benefits “CO2 reduction equivalent” and “reduc-
ing consumption of water resources” were quantified the benefits but not monetised. 21
sources identified “CO2 reduction” as the highest among environmental benefits for DH;
however, 11 works quantified the benefits and 3 works monetised by utilizing avoided
cost, shadow price and ICR methods, respectively. In addition, avoided cost was applied
to monetise the benefit “environment and health damage avoided” in one research work.
The benefits “resource recovery from waste”, and “reduction of pollutants (no CO2)”
were quantified in 2 studies. Besides, the “reduction of pollutants (no CO2)” was also
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Table 3. DH system benefits of environment according to coherent literature.

DH Benefit Assessment
approach

References Methodology Geographic
area

Environmental
and health
damage
avoided

M [48] Avoided cost
(damage factor)

EU

Resource
recovery from
waste

I [31, 39]; – Europe

CO2 reduction I [10, 20, 32, 39, 42, 52, 53] – UK,
General,
Italy,
Denmark,
Europe

Q [14, 22, 33, 36, 38, 41, 43, 45, 46, 49, 54] – Croatia,
Sweden,
Italy, South
Korea,
Estonia,
Europe

M [18] Avoided cost,
shadow price

Europe

[37] ICR China

[47] Tool
(EnergyPLAN)

Europe

CO2 reduction
equivalent

Q [24, 34, 36, 54] – Sweden;
Europe

Reducing
consumption
of water
resources

Q [37] – China

Reduction of
pollutants (no
CO2)

I [39, 44, 52] – Denmark,
General

Q [14, 37] – Croatia,
China

M [25] Avoided cost,
Pollution tax,
Tool (Crystal
Ball)

China

monetised with avoided cost and pollution tax methods. Table 3 provides an overview
of further investigation of environmental benefits of DH system.

Benefits for the Society. Different benefits can be obtained by utilizing DH systems.
Overall, 7 scientific works considered numerous benefits of DH for the society such as
health damage avoided, impacts on macroeconomics / local economy recovery (GDP,
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growth and employment derived from investments and energy efficiency), exploitation
of local resources, and reduction of energy poverty. After analysing selected works,
2 benefits, “Reduction of energy poverty” and “Exploitation of local resources” were
identified and not further quantified or monetised. The “impacts macroeconomics/local
economy recovery” is regarded as an essential benefit, and it’s monetized in 2 research
by employing the “input-output model” and software (MOVE2social). Table 4 describes
the analysis of DH system benefits for the society.

Table 4. DH system benefits for the society according to coherent literature.

DH Benefit Assessment
approach

References Methodology Geographic
area

Health damage avoided M [48] Avoided cost
(damage factor)

EU

Impacts on
macroeconomics/local
economy recovery (GDP,
growth and employment
derived from investments
and energy efficiency)

I [21, 32, 38] – US, UK,
Estonia

M [48] Input-output
model

EU

M [19] Tool
(MOVE2social)

Austria

Q [11] – Denmark

Exploitation of local
resources

I [39] – Europe

Reduction of energy
poverty

I [32] – UK

Following the analysis of the scientific and grey literature, it is possible to state that
the most assessed benefits – i.e. with methods that quantify and monetise them – are the
benefits for the energy system: improvements in energy efficiency and primary energy
consumption. The environmental benefits that are measured and monetised refer to the
“reduction of emissions” (CO2 reduction taken into consideration) and the “reduction
of pollutants”. Among the methodologies for monetisation, the major methods are the
avoided cost (savings obtained by applying DH-DC instead of another technology) and
WAP (willingness to pay for DH as an alternative to other technology).

In general, the number of studies monetising the benefit generated by DH systems
was significantly less than studies evaluating benefits in a qualitative way. Moreveor,
Tables 1, 2, 3 and 4 are significantly related to one another and can be utilized to
better recognize the advantages of DH systems while assessing a DH project’s benefits.
According to our results, it is necessary to develop a compressive assessment framework
to monetise and quantify benefits, in order to help policymakers and stakeholders in
decision-making and in driving finance towards sustainable DH projects. This can guide
municipalities, generation companies, service providers, and users in undertaking better
decision-making by looking at the effective impacts.
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4.3 Categorising Benefits of Using the District Energy System and Cyber
Physical System Together

Cyber physical system definition is well defined in the literature, but analysis of ben-
efits in DH-DC systems is quite limited. Through the literature review we found that
several benefits of the DH-DC system can be acquired with the help of CPS for stake-
holders, planners and users. Various benefits could be generated by CPS in the DH-DC
systems, such as enhancing energy efficiency, facilitating the decarbonisation process
and decreasing energy bills for users. In this work, benefits generated by the integration
of DH-DC systems and CPS are categorised into four different categories (i) benefits
for the energy system: energy management, storage possibilities, system stabilization,
RES integration and flexibility, (ii) benefits for end users: enhance safety awareness,
security alert system, energy efficiency (reducing energy cost), thermal comfort and low
maintenance cost, (iii) environmental benefits: CO2 reduction, and reduction of pol-
lutants excluding CO2, and (iv) benefits for society: maintenance management, safety
measurement, employability, damage avoided for the environment and health (multiple
pollutants), investment opportunities, reduction of energy poverty and exploitation of
local resources. These benefits can be acquired by integrating CPS with DH-DC sys-
tem in the future. As limited research work is conducted in this sector, in future, we
can integrate CPS with DH-DC and conduct more research to grasp the possibilities of
technologies in this sector to quantify the benefits of DH-DC.

5 Conclusions and Further Work

This study aims to identify and categorize the benefits of DH-DC systems. A review
of scientific literature has been conducted by utilizing the Scopus database and using
4 keywords: “district heating”, “district heating” and “benefit”, “district heating” and
“benefit” and “economics”, and “district heating” and “benefit” and “Cyber physical”.
Overall, 35 research works are included in this review. We also analysed scientific stud-
ies by research field and found that energy, engineering, and environmental science
had the highest portion of papers, while the economic research field rarely considers
this topic. Benefits identified were categorised into four categories using the ENTSO-
E benefit assessment framework, namely benefits for the energy system, end-users,
environment, and society. Benefits for the energy system include: increased energy effi-
ciency; increased security supplies; increased the safety of the electrical system; waste
heat recovery. Environmental benefits include: reduction of CO2 emissions; reduction of
local pollutants; environmental and health damage avoided. Benefits for the user include:
increased thermal comfort; lower maintenance cost; heat supply security; space savings.
Benefits for society include: impacts macroeconomics; exploitation of local resources;
reduction of energy poverty.

Moreover, benefits were analysed by looking at the methods adopted to quantify and
monetise them, namely: qualitative method (I), quantitative method (Q), or monetisation
method (M). After analysing the literature, we observed only a few works quantified
or monetised the benefits of DH-DC; more papers were conducted using a qualitative
approach to analyse them. Results will be used to develop an innovative assessment
framework to quantify benefits, which will provide operational support for analysing the
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benefits generated by DH-DC system as it can support stakeholders in decision-making,
and investors in driving financing towards sustainable projects. Moreover, the untapped
potential of CPS in DH-DC systems could be integrated as well in future to improve
energy planning, energy management, maintenance check and many more applications.
Furthermore, new opportunities can be obtained fromDH-DC system; for example, new
business models can be introduced by utilizing 5GDH and/or 4GDC technology and
CPS. As a result, more businesses and job opportunities will be created for society.
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Abstract. Renewable Energy Communities (RECs) are collective entities whose
membership is based on free and voluntary participation. RECs may involve
groups of citizens, social entrepreneurs, public authorities, and community orga-
nizations that participate either directly or indirectly in the energy transition by
exchanging energy-related goods and services either “for-profit” or “non-profit”
within a community or ecosystem. REC members can jointly produce their own
energy, which can be used locally, stored, sold, or shared with others in the ecosys-
tem. Despite several pilot implementations of RECs, several challenges remain
in terms of organization, governance and creation of incentives for participation,
etc. To address these challenges, we propose the exploitation of a collaborative
dimension. Thus, the concept of Collaborative Renewable Energy Community
(CREC) is introduced as a type of REC that adopts collaborative principles and
mechanisms to facilitate the production, sale, and sharing of renewable energy
within an ecosystem. Just like many emerging concepts, the dominant literature
in energy communities loosely points to this idea of CRECs but in a sparse, some-
times incoherent, disjointed, and disorganized manner, which creates a sense of
ambiguity and confusion, making it difficult to comprehend the importance of the
concept. In this work, we attempt to clarify the CREC concept, shed some light on
their organizational structure, introduce their governance systems, and identify the
types of collaborative mechanisms that can be adopted. Simulation was used as a
preliminary validation of the proposed approach and models. The article further
discusses some potential applications of CRECs.

Keywords: Collaborative Networks · Energy Ecosystems · Collaborative
Renewable Energy Community · Collaborative Digital Twins · Renewable
Energy Communities

1 Introduction

In recent years, the growth of Renewable Energy Communities (RECs) around the world
has been huge. The primary reason for this rapid development is the benefits that RECs
are claimed to bring to the ongoing energy transition. The dominant literature in the field
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suggests that RECs can become a channel for a democratic, transformative, and equity-
enhancing means towards a just energy transition [1]. These claims are highlighted in
several studies. For instance, in [2], RECs are understood to play social roles such as
energy poverty alleviation. Similarly, RECs are suggested to promote sustainable energy
production and consumption in [3], enhance gender parity and equity for energy access
[4], and finally, promote citizen participation in renewable energy projects [5]. Accord-
ing to [6], RECs are collective entities that are based on voluntary and open participation.
RECmembers are constituted of stakeholders, who are principally natural persons, local
authorities, includingmunicipalities, or small enterprises. Their union is often motivated
by a common objective, such as environmental, economic, or social (community ben-
efits). Members of RECs collectively engage in the generation of energy, particularly
from renewable sources. Other activities include energy sharing, consumption, aggre-
gation, storage, energy efficiency services, or charging services for electric vehicles.
By sharing the costs and benefits of renewable energy systems, these communities can
make renewable energy more accessible and affordable to a wider range of people, both
within and outside the community. RECs can take many different forms, from small-
scale neighbourhood projects [7] to larger initiatives that involve multiple communities
and organizations [8]. They can be initiated by individuals [9], local governments [10],
non-profit organizations [11], or private companies [12], and can involve various types
of renewable energy technologies. The concept of REC is based on the idea of energy
democracy, implying that everyone should have a say in how their energy is produced
and consumed [13]. By working together, members of RECs can create a more equitable
and sustainable energy system that benefits everyone.

In this work, we attempt to clarify some emerging concepts within the domain of
RECs. The article is based on the fact that various variants of RECs are emerging within
the renewable energy space that need to be clearly identified, explored and exploited.
More specifically, the notion of Collaborative Renewable Energy Communities (CREC)
has begun to emerge within this space and the need to identify and distinguish such
communities from thegeneral notionofRECsmotivates thiswork.As such, the following
questions are addressed.

Q1: What are RECs?

a. What are the motivations for RECs?
b. What are some of the existing cases of RECs?
c. What are the obstacles / barriers to the advancement of RECs?
d. What role can collaborative networks play to help overcome (some of) the mentioned

barriers?

Q2:What areCollaborativeRenewableEnergyCommunities (CRECs)?What are the
main aspects of CRECS? (Namely in terms of structure and organization, governance,
involving mechanisms of collaboration etc.

Q3: What are some potential use cases of the CREC concept?
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2 Relationship with Connected Cyber-Physical Spaces

A CREC can be perceived as a type of REC that adopts collaborative mechanisms and
principles to manage aspects of energy generation and consumption within a commu-
nity or energy ecosystem. The physical component of the REC may include groups of
individuals, organizations, and businesses that own renewable energy resources and are
motivated by a common goal; therefore, they come together to form the community.
Furthermore, it is suggested that the cyber layer may be constituted of (a) a digital twin
layer and (b) a virtual organization layer. Embedded in the digital twin layer is the notion
of cognitive intelligence, which enables the digital twins to make rational decisions on
behalf of their physical counterparts. These rational decisions facilitate the way energy
is sustainably generated, stored, consumed and distributed in the ecosystem [14]. This
can be achieved through shared ownership of renewable energy resources and engaging
in collective decision-making, actions, and endeavours [15]. This, therefore, suggests a
connection that can fascinate the exchange of information between the cyber component
and the physical component, creating the notion of a cyber-physical system.

The relationship between CRECs and connected cyber-physical spaces is a sym-
biotic one. The integration of renewable energy technologies with connected cyber-
physical spaces can enable better energy management, distribution, and consumption.
For instance, these communities can integrate sensors, actuators, and smart devices to
collect real-time data about energy generation and consumption within the ecosystem.
These sets of data can be used by a CREC to make decisions that can help optimize the
way energy is generated, stored, consumed and distributed in the community.

Furthermore, CRECs can benefit from the integration of connected cyber-physical
spaces, which can facilitate the creation of virtual entities such as virtual power plants
(VPPs) [14]. These VPPs can aggregate the energy generated from multiple renewable
sources and distribute it to the grid, helping to create a more stable and reliable energy
supply. The integration of renewable energy technologies with connected cyber-physical
spaces can enable more efficient, sustainable, and resilient energy systems, benefiting
both the communities and the society.

3 What Are RECs?

A REC is a collective entity that is autonomous, operates in line with the applicable
national laws, is based on open and voluntary participation, and is effectively governed
by shareholders or members who are situated close to the renewable energy project.
The establishment and operation of RECs are supported by legal frameworks such as
the European Union Directive 2018/2001 [4]. This directive mandates member states
of the European Union to ensure that final customers, especially household customers,
are allowed to participate in a REC while upholding their rights and obligations as final
customers and without being subjected to unjustified or discriminatory conditions or
procedures that would prevent their participation, provided that their participation does
not constitute their primary commercial or profit motive.

RECs can contribute to the alleviation of fossil fuel dominance in the current grid in
several ways. For example, they can contribute to energy justice by promotingmore equi-
table access to renewable energy resources and reducing the disproportionate impacts
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of energy production and consumption on marginalized communities [16]. One of the
main avenues for RECs to promote energy justice is to make renewable energy more
accessible and affordable to more people. By pooling resources and sharing the costs
and benefits of renewable energy systems, communities can make it possible for more
people to access clean and sustainable energy sources. RECs can also help to address the
unequal impacts of energy production and consumption on marginalized communities
and genders. For example, many low-income and minority communities are dispropor-
tionately impacted by pollution and other negative effects of fossil fuel energy production
[17]. By supporting the transition to renewable energy sources, communities can reduce
these impacts and create a more just and sustainable energy system. In addition, renew-
able energy communities can promote energy democracy by giving people a greater
say in how their energy is produced and consumed. By working together, community
members can create a more participatory and democratic energy system that benefits
everyone, not just a few powerful stakeholders but also to include marginalized genders
such as women. Overall, renewable energy communities can play an important role in
promoting energy justice by making renewable energy more accessible, reducing the
negative impacts of energy production and consumption on marginalized communities,
and promoting greater democratic participation in the energy system. Renewable energy
communities can contribute to increasing citizens’ participation in renewable energy as
well.

3.1 What Are the Motivations for RECs?

The current literature in this field provides several motivations for RECs. Among them
we can mention:

(a) Sustainability: By promoting renewable energy sources like solar, wind, and hydro
power, communities can reduce their dependence on fossil fuels and contribute to
the fight against climate change [18].

(b) Energy independence: By generating their own energy, communities can become
less reliant on external energy sources and become more self-sufficient [19].

(c) Cost savings: This is achieved by pooling resources and sharing the costs of renew-
able energy systems. In doing so, communities can make it more affordable for
everyone to access clean and sustainable energy sources [20].

Other motivations may include:

(d) Community building: By working together on renewable energy projects, commu-
nities can build social connections/cohesion, and foster a sense of shared purpose
and accomplishment [21].

(e) Environmental justice: By transitioning to renewable energy sources, communities
can reduce the negative environmental impacts of energy production and consump-
tion on marginalized communities and create a more just environment and equitable
energy system [22].

(f) Health and well-being: RECs can be motivated by a desire to improve public health
andwell-being by reducing air pollution and other negative health impacts associated
with fossil fuel energy production [23].
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(g) EconomicDevelopment: Finally, RECs can bemotivated by a desire to promote local
economic development. By investing in renewable energy projects, communities can
create jobs and stimulate economic growth, while also promoting environmental
sustainability and energy independence [24].

3.2 What Are Some Existing Cases of RECs?

Currently, there are many existing RECs cases that are spread around the world. For
instance, in Germany, France, the Netherlands and Denmark a huge number of commu-
nity projects are thriving and contributing to the strong growth of renewables in these
countries [25]. In the European Union alone, there are over 7700 RECs involving over
two million people [26]. The United Kingdom also has over 5000 RECs [26]. In Table 1,
a few successful cases are shown. These cases were selected from a case study that was
conducted in [27].

Table 1. Some selected cases of successful RECs

Case Name Description of the community

1 Feldheim, Germany In Germany’s Brandenburg region, the village of
Feldheim receives all of its electricity from renewable
sources. Own wind and photovoltaic power plants provide
heat and electricity to households and businesses. Biogas
plants connected to the local grid provides the community
with power and heat

2 Wildpoldsried, Germany Wildpoldsried is a small farming community that has
been able to invest in new municipal infrastructure
without going into debt, Wildpoldsried produces 321
percent more electricity than it needs and is bringing in
$5.7 million annually

3 Westmill Solar Co-operative More than 20,000 polycrystalline PV panels spread across
30 acres at the location generate 4.8 GWhr/year, which is
about comparable to the yearly electricity consumption of
1,600 typical houses and to avert 2,000 tonnes of carbon
dioxide emissions. It is believed to be the first and biggest
community-owned, cooperatively controlled solar farm in
the UK

4 Bristol Energy Cooperative The UK’s largest community-owned solar rooftop, with
over 2000 solar panels. It is thought to be the largest
rooftop solar project to date in the UK. There is a sizable
1 MW solar array on the brand-new Bottle Yard Film
Studios

As seen in Table 1, RECs can have different composition, different objectives,
different capacities, varying sizes with different power outputs.
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3.3 What Are the Obstacles and Barriers to the Advancement of RECs?

There are several obstacles and barriers that can limit the chances of RECs to thrive. In a
recent report published by “friends of the earth, Europe” [25] the following key barriers
were highlighted.

(a) Access to the grid: RECsmust have access to the energy grid in order to successfully
sell its energy. However, this access is frequently barred. This is due to the fact
that grid operators, who are not compelled to connect projects owned by the local
community and do not perceive it as being in their best interest, are the ones who
operate the grid for profit.

(b) Lack of access to funds/capital: Due to limited access to capital to invest, vulnerable
communities in low-income areas are most severely impacted by this. The fact is that
banks and other lending institutions frequently have a poor understanding of what a
community energy project is and what kind of business model is acceptable, plays
a key component of the financial challenge. Only a small number of nations have
enough successful and running projects to provide banks the confidence to lend.

(c) Policy and regulatory barriers: In some areas, regulations may limit the ability of
communities to install renewable energy systems or may favour fossil fuel energy
sources over renewable sources.

(d) NIMBYism: Meaning “not in my backyard,” can also be a barrier to RECs. Some
residents may oppose to renewable energy projects in their communities due to
concerns about noise, visual impacts, or property values.

(e) These mentioned obstacles and barriers can make it difficult for renewable energy
communities to thrive.

However, in the same report [25] the following recommendation were provided.

A) The grid should be managed for the benefit of the general public, considered as
a common asset, and held in public ownership. Cities’ local governments are in a
good position to manage their local grids and make sure they are ready for a locally
controlled, decentralized energy system.

B) Governments must establish a supportive legislative environment that encourages
and enables the growth of RECs in their respective national contexts.

C) A single national government contact point where community energy projects can
go for guidance and assistance is required. They may get all the information they
require from this administrative point of contact, who can also walk them through
the procedure.

3.4 What Role Can Collaborative Networks Play to Help Overcome (Some of)
These Barriers?

Collaborative Networks (CN) can play an important role in overcoming some of the
obstacles and barriers facing RECs, leading to the notion of CREC. Here are a few ways
in which collaborative networks can help:

(a) CREC Virtual Power Plant (CREC-VPP): Through collaboration, small-scale dis-
tributed generation that is foundwithin these CREC environments can be aggregated
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into the equivalent of a power plant with adequate capacity, which can enable the
CREC to enter into negotiations, competition, and trading with traditional power
plants in the energy market [27].

(b) CREC Grid Management: Through collaboration, resources within the community
can be aggregated and be used to provide ancillary services such grid management
and demand response services to the grids. In Sect. 4.4, Scenario 2 of this work,
these ideas are partially demonstrated.

(c) Resilience and increased survivability in turbulent times: By working together, each
member in the ecosystem compliments the other. The inadequacy of one member is
complimented by the adequacy of the other. This helps to build a resilient ecosys-
tem. By working together, communities can have a stronger voice and can push for
changes at the local, regional, and national levels. This capacity can also be used to
negotiate for better trading terms on the energy market [28].

4 Introduction to Collaborative Renewable Energy Communities

In this section, we describe 3 key facets of a CREC, namely: (a) how CRECs are orga-
nized, (b) how they are governed, and (c) the various collaborative mechanism that they
can engage in. The succeeding paragraphs explain each facet in detail.

4.1 Organization of CRECs

In terms of organization, the following main elements can be introduced:

CREC Manager: This entity is responsible for the administration, organization, and
management of the ecosystem. The manager shall also act as an opportunity broker who
finds collaborative opportunities for the ecosystem. For instance, the manager could
coordinate with external entities such as the distribution service operator to determine
windows of opportunity when the ecosystem could be used to render ancillary services to
the grid. The manager could also be responsible for conflict resolution, incentivization,
and the promotion of sustainable behaviours within the ecosystem.

Virtual Organizations Breeding Environment (VBE): A VBE can be perceived as
a business ecosystem where members have some form of binding agreement to work
together. VBEs have been studied extensively in the domain of Collaborative Networks
[29]. In such a business arrangement, it is always vital for members to be prepared and
willing to join in the collaboration process since theremay be critical situationswhere the
window of opportunity is limited and calls for a prompt reaction, particularly when the
timeframe for joint reaction is constrained. “Being ready” entails building a foundation of
mutual trust between the participants, compatible operating methods, and collaboration
agreements. A VBE can be seen as a long-term association of entities that are ready to
cooperate anytime an opportunity comes in order to meet these needs. This strategy can
be used to ensure preparedness and speed up the development of collaborative networks.
In a similar manner, the grid is a very sensitive infrastructure that requires a quick
response time in order to avoid catoptric failure like a system collapse. In this sense,
CRECs can be organized in the form of VBEs so that the associated members will be
better equipped and prepared to take advantage of any grid-related opportunities thatmay
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arise. Examples of such opportunities may include (a) grid management services like
demand response, (b) vending energy to the grid, and (c) disaster management services.

Virtual Organization (VO) Formation: A VO is a temporary organization that can
be formed out of a VBE to take advantage of a business opportunity. VOs are a class of
collaborative network that have received a lot of attention and raised expectations across
a range of application areas [14]. One method to stay adaptable and survive market
volatility is to be able to swiftly formVOs in response to business opportunities and have
them tailored to the needs of each particular opportunity. This notion is not just useful
in the business world, but also in non-business settings such as incident management
and disaster management processes, where multiple entities need to work together in a
swift, decisive and efficient manner. Agility is best exemplified by the notion of groups
of organizations quickly transforming into a collaborative form focused on a mission
or objective. Similarly, CREC VOs can be formed in the context of CRECs VBE in
order to strategically take advantage of business opportunities like selling renewable
energy to the grid or utilizing the strength of collective actions by aggregating resources
found in the CREC ecosystem, like deferrable loads, and using them to swiftly respond
to demands on the grid. In Fig. 1 we illustrate a scenario of three CREC Vos, namely
VO1, VO2 and VO3, which are formed from a CREC VBE to take advantage of grid
opportunities 1, 2 and 3.

Fig. 1. A CREC as a VBE where multiple dynamic VOs can be created.

Digital Twin Approach to Organizing CRECs: Another key aspect of the CRECs
is the potential to adopt or harness the benefits of the ongoing digital transformation
agenda to transform the way these ecosystems are established and function. For instance,
members within these ecosystems can be represented as digital twins or software agents
within the cyber-physical space. This is because digital twins can be assigned with some
basic decision-making capabilities that may appear laborious and daunting for human
to undertake. For instance, the idea of deferring the use of certain appliances for the
purposes of controlling consumption can better be carried out by digital twins than
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humans. In this sense, sensors from the physical energy assets in the ecosystem can be
used to collect operational data at the appliances level and be used to update the digital
twin counterparts, making them “livingmodels” [30] of the physical assets, meaning that
a digital twin should constantly be updated with new data coming in from the operational
environment of the physical asset in order to monitor its current condition for efficient
decision-making and prediction of future behaviours. The living models of the physical
asset can also be endowed with cognitive intelligence to facilitate their autonomy and
collective decision-making capabilities. Figure 2 illustrates how the CRECnotion relates
to the concepts of digital twins and virtual organizations. Referring to Fig. 2, two key
layers of the CREC ecosystem can be observed:

(a) The physical layer: This is the lowest layer of the ecosystem. It is composed of all
the physical entities that come together to form the CREC ecosystem. All the energy
assets, sensors, actuators, and communication channels/media are located in this
layer.

(b) The cyber layer. As the name suggests, this layer is located in the cyberspace. It is
comprised of two sub-layers. These are:
A) The digital twin layer: This is the middle layer, and it is composed of the digital-

twins or digital replicas of all the energy assets that are located in the physical
layer. The CRECmanager is also located in this layer. This is a decision-making
layer, and usually, cognitive intelligence and collaborative algorithms can be
exhibited by each digital twin from here.

B) The virtual organization: This is the uppermost layer of the ecosystem. This layer
is temporal and dynamic. It can be described as an ad-hoc layer. This is because
it is usually formed when the need for a collaborative venture occurs. This is
where all the collaborations occur.
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Fig. 2. The notion of a CREC Ecosystem
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4.2 Governance of CRECs

Governance is “a set of coordinating and monitoring activities” that enables the survival
of the collaborative partnership or institution [31]. Governance in a collaborative net-
work is broadly about the processes and structures of public policy, decisionmaking, and
management that engage people constructively across the boundaries of public agencies,
levels of government, and/or the public, private and civic spheres in order to carry out a
common purpose that could not otherwise be accomplished. Collaborative networks are
structures of interdependence that involve multiple actors in order to solve problems or
achieve collective goals that cannot be achieved by a single actor. As a result, they repre-
sent circumstances in which political or administrative actors must interact with others
in order to obtain resources, forge political alliances, and address issues that are larger
than the scope of a single actor. In this sense we propose a polycentric and decentralized
governance method with a CREC manager who plays a coordinating role and promotes
collaborative behaviours. According to [32] the term “polycentric governance” refers
to many “formally independent” centres of decision-making that happens in a coherent
manner with consistent and predictable patterns of interacting behaviours, to the extent
that they take each other into account in competitive relationships, enter into various con-
tractual and cooperative undertakings, or use central mechanisms to resolve conflicts. In
this case they may be referred to as operating as a “system”. The CREC manager will
be responsible for the general administration, decision making regarding collaborative
opportunities, resources sharing, value co-creation, incentivization, sharing of risks and
rewards and confect resolution etc.

4.3 Various Collaborative Mechanisms of CRECs

Collaboration plays a crucial role in the CREC concept. Collaborative behaviours, tech-
niques and mechanism that can be practiced within this ecosystem are borrowed from
the domain of Collaborate Networks. Several partial simulation studies have been con-
ducted in [15, 28, 33] and [34] to assess the feasibility of these collaborative mecha-
nisms. Discussed below are some collaborative mechanisms that these works illustrate,
now positioned in a more comprehensive overview.

(a) Community/CommonGoals: It is proposed that the CREC as an ecosystem should
be driven by the notion of common goals. It is further suggested that membership to
a CREC should be voluntary and motivated by a set of common goals which could
range from sustainability, economic, social, or technological goals. Decisionmaking
and collaborative endeavours that are undertaken within the CREC ecosystem shall
mostly be based on these common goals. The CREC can have multiple goals and
may pursue multiple goals concurrently. The goals of the CRECs can be dynamic
and are determined by the CREC manager when an opportunity is found.

(b) CREC Member Value Systems: Members of a CREC may have their individual
“values systems” which can be used to represent the preferences, priorities, expec-
tations and contributions of each member regarding how they intend to contribute
to the mentioned community goals. Members of CRECs can have multiple value
systems and this can be ranked in order of priority. The notion of value system can
empower members of CRECs to contribute flexibly to community goals.
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(c) Goal Compatibility: Goal compatibility is a decision-making process where mem-
bers of a CREC compare their value system(s) with the proposed community goals
to ascertain if there is a match or compatibility between their value system(s) and
the community goal. Members of a CREC accept invitations to participate in com-
munity goals on the grounds that one or more of their values is compatible with the
proposed community goal. In the instance of incompatibility between the members
value system and the community goals, the invitation is declined.

(d) Resource Sharing: Resource sharing is a collaborative attribute that places
emphases on sharing or access to underutilized goods and services, which prior-
itizes efficient utilization and accessibility over ownership. Resource sharing is also
an attribute of the sharing economy which promotes sustainability [35]. The fun-
damental resources that can be shared in the CREC ecosystem may include both
physical and virtual energy asset and services. These resources can be shared on a
peer-to-peer basis or in a centralised architecture. Sharing resources in the CRECs
can enhance cost savings and reduce the waste of resources that is associated with
underutilization due to personal ownership.

(e) Formation of Virtual Organizations (VOs): In the context of CRECs, the manager
identifies a business opportunity on the grid, sends invitations to members of the
ecosystem. Members whose value systems are compatible with the goal will accept
the invitation.AVOconstituting ofmemberswith accepted invitations can be formed
by the manager to pursue the opportunity. In reality, compatibility of value systems
should not be a sufficient condition. It would be also necessary to consider the current
context/current preferences of the member. But this was left for later developments.

(f) Incentives: Incentive is another attribute of collaboration that is relevant to mate-
rializing the CREC concept. An incentive is a crucial component of any collabo-
rative endeavour. It has the ability to persuade a passive member of a community
to become an active participant or collaborator based on a promise of some form
of reward or acknowledgment. In a CREC ecosystem, participation in collabora-
tive endeavours is rewarded. This is because value is co-created in the ecosystem
and the created value is equitably shared amongst the collaborators. The use of incen-
tives in CRECs is intended to increase thewillingness ofmembers andmotivate them
to participate in collaborative endeavours.

(g) Delegation: By representing the households within the CRECs with their respective
cognitive digital twins, it is possible to delegate on these digital twins the responsi-
bility to act or make some kind of rational or basic decision on behalf of the physical
households. Delegation refers to the permission or authority that is given to the digi-
tal twin to act on behalf of the physical household. Due to the cognitive intelligence
of CREC’s digital twins, they can have cognisance of (a) whether they are delegated
or not, thus, whether they are permitted to participate in collaborative endeavours or
not, (b) the value system of the physical household and, (c) the proposed community
goal(s).

(h) Delegated Autonomy: This refers to the degree or level of permission that is given
to each CREC’s digital twin. It constitutes the specific instruction that a household
owner may assign to it digital twin to be followed in carrying out its preferences and
contribution towards community goals and collaborative endeavours.
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(i) Collective Decision-making: Collective decision is a situation in which people
decide among the options that are available to them. In such cases, the final decision
can no longer be attributed to any particular person in the group. This is so that every
person can contribute to the final result. In collective decision-making, individual
choices and group decisions are in alignment. Collaborative decision-making is
one of the most effective processes for gaining support from other stakeholders,
establishing consensus, and fostering creativity. In the CREC ecosystem, decisions
are made on a collective basis. This enables each member to contribute in one way
or another towards the community’s goals and objectives.

4.4 Some Selected Simulation Outcomes in Support of the CREC Concept

In this section we briefly discuss some partial outcomes from simulation studies that
were conducted in line with the proposed CREC concept. Detail of these works can be
found in [15, 28, 33] and [34]. In this section the outcome of two scenario is shown.

Simulation Conditions: The conditions for modelling the considered scenarios are as
follow: A CREC population of 100 members, comprising 50% prosumers, and 50%
consumers. The simulation is run for seven simulation days. The considered appliances
are (a) washing machine, (b) dish washer, and (c) clothes dryer. These appliances are
referred to as deferrable loads because their use can be deferred to a later time without
affecting the quality of service to the user. A multi-method simulation approach that
integrated three simulation techniques (system dynamics, agent base, and discrete event)
is adopted. The Anylogic simulation environment was used.

Scenario 1: Resource sharing: In Case 1 (Fig. 3a), resource sharing was disabled. In
Case 2 (Fig. 3b), sharing was enabled. For the sharing enabled case, surplus energy from
the prosumers is shared with a centralized community storage. Comparing Figs. 3a and
3b, it can be observed that in the case where sharing was disabled, consumption from
the grid was about 54% and there was no consumption from the community storage.
However, when sharing was enabled, consumption from the grid dropped from 54%
to 47%, and consumption from community storage appreciated from 0% to 10%. This
shows that without resource sharing, dependence on the grid could be higher within the
CREC. This observed outcome is a result of collaborative efforts by the CREC digital
twins.

Scenario 2: Here we explore delegation i.e., the permission or authority that is given to
a CREC digital twin to act on behalf of the physical household. In Case 1 (Fig. 4a), all the
digital twins (100%) are delegated to defer the use of their deferrable loads between the
window of opportunity (T1 and T2). The window of opportunity in this case represents
an opportunity to contribute to grid management by reducing consumption from the grid
during the peak period between T1 and T2. In Case 1, it can be observed that there is
absolutely no consumption within the window. Figure 4b represents case 2. In this case,
80% of the population is delegated, 20% are undelegated. It can be observed that there
was some consumption within the window. This consumption is a result of the 20%
undelegated digital twins.
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Fig. 3a. Case 1: Sharing disabled Fig. 3b. Case 2: Sharing

Fig. 4a. Case 1: 100% delegation

Fig. 4b. Case 2: 80% delegation

This therefore suggests that collaboration between CREC members can have some
considerable effect on the power grid and canbe considered for gridmanagement services
such as demand response.



32 K. O. Adu-Kankam et al.

4.5 Limitations

Assessment of the Energy Aspects: Since Anylogic is not a dedicated tool for the
simulation of energy consumption and generation, the results, in relation to the energy
aspects may not be accurate. However, since the focus of the work is to show that the
mentioned collaborative behaviours can have some impact on the energy infrastructure,
the obtained results can however be accepted on these grounds.

Data Source: The data that was used to model the various households in the model was
sourced from the United Kingdom. The authors share the view that perhaps the system
should also be verified using other data sources since the use-behaviours of households
in Ghana for instance may be different from that of the UK.

4.6 Validation of the Model

Detail about the validation process can be found in [15]. However, a focus group
discussion constituting of the following potential users was conducted in Ghana.

(a) Potential User Group. This group constituted representatives from nine households
who have installed photovoltaic systems of different capacities on their respective
residences.

(b) Professional Interest Group 1. This group is made up of professionals from Ghana’s
energy sector. The group was mainly composed of employees from the Volta River
Authority of Ghana (VRA) the Electricity Company of Ghana (ECG), and the Bui
Power Authority

(c) Professional Interest Group 2. This group constituted of academic staff from the
Regional Centre of Energy and Environmental Sustainability (RCEES), which is a
leading internationally accredited centre of excellence providing quality research
and postgraduate education in energy and environmental sustainability.

The Unified Theory of Acceptance and Use of Technology (UTAUT) model is
adopted for the validation. Using this model, 8 constructs are developed. Each construct
is further broken down into a few dimensions, totalling 28 dimensions. The definitions
of the various constructs and dimensions, as well as the validation process is discussed
in detail in [15]. Questionnaires that were based on a five-point Likert scale, ranging
from “strongly disagree”, having a weight of “1” to “strongly agree” having a weight
of “5” is administered. Data from 31 respondents is collected and used for the analysis.
The outcome of the validation process is show in Table 2.

The general conclusion from this validation is that the respondents agreed to all the
8 construct and 28 dimensions of the Model. This can be interpreted as a unanimous
acceptance to the fact that the developed model, that was demonstrated to them is fit for
its intended purpose, despite the identified limitations.
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Table 2. Results of the validation process

Construct Dimensions Average score
(Based on 31 respondents)

Concluding Remarks
(Based on the Likert scale)

PE: PE1 4.55 Strongly agree

PE2 4.48 Agree

PE3 4.45 Agree

PE4 4.26 Agree

EE: EE1 4.29 Agree

EE2 4.32 Agree

EE3 4.39 Agree

EE4 4.26 Agree

SI SI1 4.03 Agree

SI2 3.97 Agree

SI3 4.16 Agree

FC FC1 4.48 Agree

FC2 4.10 Agree

FC3 4.58 Strongly Agree

FC4 4.13 Agree

FC5 4.39 Agree

UI: UI1 4.58 Strongly Agree

UI2 4.55 Strongly Agree

UI3 4.48 Agree

GA: GA1 4.52 Strongly Agree

GA2 4.32 Agree

GA3 4.16 Agree

Co: Co1 4.23 Agree

Co2 4.35 Agree

Co3 4.26 Agree

DG: Dg1 4.23 Agree

Dg2 4.35 Agree

Dg3 4.35 Agree

5 Potential Use Cases of CRECs

GridManagement - Demand Response. In this context the CRECmanager can aggre-
gate resources within the community to be used in support of grid management activi-
ties. For instance, deferrable loads can be utilized to achieve this purpose. In the CREC
ecosystem, the manager could ensure a collective deferral of these loads to ensure that
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consumption within the ecosystem is significantly minimized. By adopting the concept
of CRECs, several grid management techniques as shown in Sect. 4 can be achieved.
For instance, a grid management VO can be formed to provide ancillary services, such
as helping to shift loads from peak periods to off-peak periods using the concepts of
“delegated autonomy” and “value system” compatibility. Similarly, a VO can be formed
with the objective of minimizing consumption from the grid by ensuring that deferrable
loads are delegated to make maximum use of renewable energy sources when available.
Additionally, the ecosystem could use the VO formation techniques to aggregate and
export surplus energy from within the community to the grid, particularly when the
ecosystem generates surplus renewable energy. This could be accomplished through a
collaboration effort between the CVPP-E manager, a distribution service operator, the
energy market, and the CREC digital twin themselves.

Disaster Response Management. For example, if a disruptive event or catastrophic
failure occurs anywhere inside or outside of the ecosystem, several potential Emer-
gency Virtual Organizations (EVO) can be formed to assist emergency response teams
in planning and carrying out the necessary disaster response/recovery operations. In such
circumstances, the CREC digital twins can collect valuable data regarding the extent to
which the different physical households have been impacted by the disaster. Such data
from CREC digital twins can be used to assess the general impact of the disruptive
event on the entire community. From the collected data, the response team can develop
the most effective rescue plan. Similarly, an ad-hoc EVO can also be formed in such
circumstances to aggregate energy that can be used to support critical infrastructures or
parts of the community that are in dire or critical need of energy. Additionally, with their
cognitive intelligence and decision-making capabilities, CREC digital twins can take
autonomous decisions, such as isolating the physical household that are considered to
be vulnerable or susceptible to cascading failures from the grid to avoid further damage
or catastrophe.

Real World Implementations. In the current stage of the work, only simulation-based
developments were performed. For a real-world implementation, the following strategy
is devised:

(a) Identification and Selection of Suitable Sensors and Actuators: Although the mar-
ket is saturated with many of these devices, some preliminary studies need to be
conducted to identify the most suitable and compatible units. Additionally, smart
appliances will also be explored to determine how their integrated smart capabilities
can be utilized in this sense.

(b) Digital Twin Service Provider: The service of a suitable “digital twin as a ser-
vice provider” needs to be identified, assessed, and procured. This provider may be
expected to provide the digital twin environment (DTE) to host the digital twins.
Further assessment needs to be carried out to determine if the implementation of
intelligent and collaborative algorithms can be supported in their DTEs. Some ser-
vice providers that have already been identified include: Ansis Twin Builder, Bosch
IoT suit, IBMs Digital Twin Builder, and Azure Digital Twins.
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(c) Other smart home portals that are currently available may also be explored to deter-
mine if they could provide DTE services. Some portals that have already been iden-
tified include: openHAB, Home Assist, ioBroker, Ago Control, OpenMotics, and
Domoticz.

(d) After completing the first 3 milestones, thus steps (a), (b), and (c) a prototype CREC
constituting a few households will be developed. This prototype will be used for
further studies to advance these ideas.

After the prototype implementation, other collaborative scenarios, such as disaster
management, as well as other collaborative behaviours like value co-creation and the
sharing of rewards, would be further explored. Furthermore, it would be relevant to
consider the development of a governance framework as well as the detailed architecture
of the CREC ecosystem.

6 Conclusion

The objective of this article is three-fold: (a) to provide a brief description of RECs,
(b) introduce the CREC concept as an emerging case of RECs, and (c) describe some
possible use cases of theCRECconcept. The key highlight of the paper is the introduction
of the CREC concept, and the partial demonstration of the feasibility of the concept.
Although the authors acknowledge that these ideas are still in the developmental stage
and that several studies are needed to advance the concepts, we share the opinion that
these concepts are feasible and may have the potential to improve the way RECs are
organized and how they function. The CREC idea can also introduce efficiency into
the management of RECs and the grid, as human interference and decision making can
be reduced. It is foreseen that through the technique of “delegation” certain daily and
mundane tasks can be delegated to CREC digital twins to be performed on behalf of their
users. Such unexciting activities may involve daily decisions, preferences, and changes
in consumer behaviour towards sustainable energy use. Furthermore, the notion of value
system can enable consumer to flexible contribute to sustainability endeavours without
affecting their expected quality of service.
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Abstract. Energy communities play a critical role as stakeholders in modern
power grids. However, operating such communities can be challenging due to the
complexities, uncertainties, and conflicting objectives involved. The purpose of
this paper is to showcase how the integration of a storage system into an energy
community can contribute tomaintaining thewell-being of each communitymem-
ber during grid faults. The study models two distinct energy communities, taking
into account non-controllable and controllable devices in each home as sources of
consumption and power supply sources such as PV systems installed in community
homes, as well as power from the main grid or storage system.

Keywords: Energy Community · Storage Systems · Genetic Algorithms ·
Energy Efficiency

1 Introduction

This paper aims to study the energy storage systems applied to the Energy Community
concept in order to make this reality more reliable together with the use of renewable
energy production, in this case, Photovoltaic systems.

Also, thinking in nearlyZeroEnergyBuildings (nZEB) orNet ZeroEnergyBuildings
(NZEB), one of the possibilities to use the produced energy that it is not used at the
moment is to store it and use it later. Considering this, it is important the study of this
type of systems to know which one is better for each case, either to apply on a building
or to use on an Energy Community.

1.1 Energy Community

Energy Communities (EnC), mostly microgrid based, are considered to be a key stake-
holder of modern electrical power grids. Operating a microgrid based EnC is a challeng-
ing topic due to the involved uncertainties, complexities and often conflicting objectives.
Furthermore, as any other grid, they are also subject to operating faults. In order to
improve their resilience, EnC flexibility can provide enhance support to the community
as a whole.

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
L. M. Camarinha-Matos and F. Ferrada (Eds.): DoCEIS 2023, IFIP AICT 678, pp. 38–51, 2023.
https://doi.org/10.1007/978-3-031-36007-7_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-36007-7_3&domain=pdf
https://doi.org/10.1007/978-3-031-36007-7_3


Storage System for Energy Communities 39

The European Commission defines EnC as groups consisting of citizens, Individuals
and entities, including social entrepreneurs, public authorities, and community organi-
zations, who play an active role in the generation, trade, distribution, and consumption
of sustainable energy [1, 2]. Moreover, with the advancement and wider accessibility
of renewable energy, citizens have emerged as significant contributors to the energy
system, known as prosumers. Typically, a community comprises individuals who share
something in common and can actively participate in energy production or consumption
as users. As renewable energy issues have become more widespread and accessible, citi-
zens are now recognized as active players in the system and are referred to as prosumers.
Essentially, a community is a social group that shares something in common, with a
group of users who can actively participate in either energy consumption or production
[3, 4].

EnCs are created by integrating energy conversion, transmission, and consumption
at a community level. Within the energy context, EnCs can address various relevant
issues, such as balancing energy flow, decreasing peak load during high-demand peri-
ods, implementing territorial energy planning, connecting different energy sources, and
mitigating environmental impacts. [5]. On the other hand, when a fault occurs in an
Electrical Power Grid (EPG), a power decrease or a power outage can occur, EnC can
be a solution not only to maintain the power supply inside the community as well as to
improve the resilience of EPG as an all. This can be achieved considering the energy
flexibility of each house as well as of the entire community. The concept of energy flex-
ibility consists on the energy management of appliances of each house inside the EnC
in order to change their working time to balance the power, due to a decrease of power.

In this work, the term Energy Community refers to a group of users interconnected
by the Low Voltage (LV) grid, as it is possible to observe in Fig. 1. On an EnC, besides
the possibility of storage devices, each house can have renewable energy production as
well as electrical devices that are possible to control. Instead of using the production for
their own consumption, the user can storage and share it with the EnC in order to be
used when it’s necessary. On the other hand, considering some consumption devices’
energy flexibility, it is possible to manage the community’s energy to improve the LV
grid resilience when a change occurs in the main grid.

Fig. 1. Energy community scheme.
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The literature identifies various types of energy communities. Some include Net
Zero Energy Buildings (NZEBs) [6]; Positive Energy Buildings (PEBs) [7]; individual
homes equippedwith controllable devices and renewable energy production capabilities,
which are grouped together within a community to leverage their collective flexibility.
[8]; prosumers; or even plain consumers [9].

As technology and solutions for NZEBs continue to evolve, the concept has pro-
gressed to Positive Energy Buildings (PEBs). A building is deemed a PEB if its exported
energy during a defined period (usually a year) is greater than its imported energy [10].
Additionally, as shown in Fig. 1 a group of buildings that actively manage their energy
consumption and flow, maintain a positive annual energy balance, and interact with
the larger energy system are known as Positive Energy Blocks (PEBlocks) or Positive
Energy Districts (PEDs) [11–14].

1.2 Energy Storage Systems

Energy storage consists on a process of converting electrical energy into different forms
of energy that can be stored for converting again into electrical energy when neces-
sary. There are many different storage technologies which can be catalogue in different
ways, such as the type of storage (mechanical, electromechanical, electrical, chemical or
thermal), the storage duration (short-term or long-term storage), capital cost, capacity,
efficiency or environmental impact [15]. In this paper, following the literature review,
the technologies will be categorized into storage types, as shown in Fig. 2.

Fig. 2. Energy storage technologies

The choice of which storage method should be used depends on a group of factors
like the amount of energy or the power to be stored, the time of storage (short-term
or long-term), portability, energy efficiency, costs among others. Flywheels or superca-
pacitors are used in short-term applications, on the other hand CAES or flux batteries
are suitable for peak-hour load leveling when high energy storage is required. Different
characteristics of the storage methods presented above are compered in Table 1.
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Table 1. Comparison of technical characteristics of energy storage systems.

Efficiency Response

Time

Power Capacity Lifetime Discharge

time

Capital

Cost

Mechanical

Batteries

PHS

[16–22]

65–85% <1 min 100–10000 MW 30–60 years Hours -

days

500–4600

$/kW

CAES

[23–25]

70–80% Sec - min 100–300 MW ~40 years Hours -

days

400–800

$/kW

FES

[22, 26–30]

90–95% Very fast

(<ms)

<250 kW 15–20 years seconds 100–350

e/kW

Electrochemical

Batteries

Lead Acid 60–78% <5 ms 0–20 MW 3–15 years Seconds -

hours

300–600

$/kW

Lithium ion 85–97% <5 ms 0.1–50 MW 5–15 years Minutes -

hours

1200–4000

$/kW

Sodium-based 75 – 90% <5 ms 0.05–10 MW 10–15 years Seconds -

hours

1000–3000

$/ kW

Nickel-based 60–70% <5 ms 0–40 MW 10–20 years Seconds -

hours

500–1500

$/kW

Flow Batteries Redox Flow 75–85% <5 ms 0.3–15 MW 5–20 years Seconds

– 10 h

600–1500

$/kW

Hybrid Flow 60–80% <5 ms 0.05–10 MW 5–20 years Seconds

– 10 h

400–2500

$/kW

Chemical Batteries

Hydrogen Fuel Cell

20–50% <5ms 0.001–50 MW 5–20 years Minutes -

hours

500–10k

$/kW

1.3 Community Energy Storage Systems

Storage devices are suitable to absorb surplus generation to periods where demand is
higher than the available power. Community energy storage (CES) systems are getting
more attention as a suitable solution of innovation for sustainable energy transition. For
Parra et. al, a CES is located on the consumption level, given a positive impact to end
users and network operator [31].More focused on community engagement,Van der Stelt,
mentioned CES as a system located on the consumption level but with the capability to
perform multiple applications in order to manage demand and supply, having positive
impacts for both, consumers and DSOs [32]. Also, for Van Oost Koirala, CES is defined
as “ an energy storage system with community ownership and governance for generating
collective socio-economic benefits such as higher penetration and self-consumption of
renewables” [33]. Koirala also refers that CES systems will reduce dependence on fossil
fuels, energy bills and increase local economy. Moreover, Barbour and Parra concluded
that CES is a more effective system than residential energy storage and presents benefits
from the economic point of view, reducing the life-cycle cost of energy storage by 37%
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when compared the use of CES with individual household application [34, 35]. Koirala,
[33], presented different CES configurations that are described below:

• Shared residential energy storage (SRES): In this configuration each user can have
his own energy storage, up to 20kWh, in their own premises and the energy can be
shared among the community users, using the local physical grid.

• Shared local energy storage (SLES): The local configuration energy storage as a
capacity of tens to hundreds of kWh and it is installed in the local neighborhood, is
shared byphysical grid andhas community ownership. This type ofCESconfiguration
provides multiple benefits namely higher flexibility and energy security.

• Shared virtual energy storage (SVES): this type of community is different from
the other two mentioned since this is a virtual community, i.e., the energy storage
is installed at different locations, inside or outside of EnC, and have independent
ownership and governance. The energy storage is aggregated and virtually shared
through the main grid considering the market design and regulations.

1.4 Storage Systems for Energy Community Connected with Cyber Physical
Spaces

A connected cyber-physical space refers to a network of devices, systems, and spaces
that are interconnected and can communicate with each other. These spaces can include
buildings, transportation systems, and energy systems. By connecting these spaces, we
can create an intelligent and responsive energy ecosystem that optimizes energy usage
and reduces waste.

A storage system for an energy community is an important component of this ecosys-
tem. It can help to balance the supply and demand of energy within the community by
storing excess energy during times of low demand and releasing it during times of high
demand. This can help to reduce the need for energy from external sources, which can
be expensive and environmentally harmful.

When integratedwith connected cyber-physical spaces, a storage system can become
even more effective. For example, sensors within buildings can communicate with the
storage system to determine when energy demand is highest and when it is lowest. The
storage system can then release energy during times of high demand to help reduce strain
on the grid and save energy costs. Additionally, electric vehicles can be charged using
energy from the storage system, which can help to further reduce demand from external
sources.

2 Storage System for Energy Community

This chapter presents the introduction of a storage system on an Energy community as
well as the use of Genetic Algorithm to improve the usage of renewable energy during
the day.

2.1 Energy Community Description

For the sake of simplicity, in Fig. 1 Energy community scheme.a general Energy Com-
munity (EnC) is depicted, comprising N dwellings that are equipped with controllable
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household electrical devices. Among these dwellings, n have renewable energy supply
equipment in the form of PV systems, while y has storage systems. The EnC modeling
framework can be divided into three layers: the physical layer, the modeling layer, and
the device layer. The physical layer provides a comprehensive description of the com-
munity, including the number of houses and occupants, as well as the equipment (i.e.,
appliances), storage, and supply infrastructure for each home.

The modeling layer is responsible for parameterizing all data collected from the
physical layer and modeling the renewable energy sources, storage devices, and house-
hold appliances. Finally, the device layer controls the EnC system and its flexibility. The
demand, storage, and supply of each residence, as well as the entire EnC, are managed
through the device layer. These three layers are illustrated in Fig. 3.

Fig. 3. EnC modelling layers.

The framework of this EnC takes into account a 24-h active power chart that includes
both demand and generation, as described by Eqs. (1) and (2) respectively. In these
equations, (d) represents demand power and (g) represents generated power.

dN ≡
[
dN (1) · · · dN (t)

]
, t ∈ [0 − 24] (1)

gN ≡
[
gN (1) · · · gN (t)

]
, t ∈ [0 − 24] (2)

N denotes the number of the considered EnC houses and t the time.
The community’s total demand (Td) and PV total generation (Tg) are given by

Eqs. (3) and (4), respectively.

Td =
N∑

i=1

(d(i)) (3)
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Tg =
N∑

i=1

(g(i)) (4)

In the device layer, the supply and demand load of each house within the community,
as well as the overall EnC, will be managed, taking into account their flexibility.

2.2 Genetic Algorithms Applied to Energy Community Flexibility

The cost function, presented in Eq. 7 will minimize a combination of n considerations.
In this specific case will minimize the combination between two cases:

1 – XA, formulated in Eq. 5, that sums the difference between the initial time chosen
by house users to start their appliances and the starting time changed by the algorithm.

2 – XB, formulated in Eq. 6, presents the difference between the power consumption
and the power available inside the solar curve, when the difference is minimized, it
means that the power used by photovoltaic is maximized.

For different simulations and different scenarios each of these cases, XAandXB will
have different weights, combining in 100%. More cases can be added to cost function
depending on what it is intended to minimize.

⎧
⎪⎨
⎪⎩

XA = ∑∣∣∣Apinitial(hn, an) − Apfinal(hn, an)

∣∣∣
Apinitial(hn, an) = hourinitial(hn, an) ∗ 60 + minuteinitial(hn, an), inminutes

Apfinal(hn, an) = hourfinal(hn, an) ∗ 60 + minutefinal(hn, an), inminutes

(5)

XB =
∣∣∣
(∑

Poweravailable(t)
)

−
(∑

Powerconsumption(t)
)∣∣∣ (6)

fcost = min((XA ∗ wa) + (XB ∗ wb) · · · + (Xn ∗ wn) (7)

Considering:
hn – represents the house number
an – represents appliance number
t – represents solar window, t∈ [10 am;6pm]
wa, wb,…,wn represents the weight of each category (%)
For the simulation of this work two combinations of weights were considered:

fcost1 = min((X A ∗ 80%) + (XB ∗ 20%))

fcost2 = min((X A ∗ 30%) + (XB ∗ 70%))

This will allow to understand different behaviors on the energy community regarding
the energy flexibility and the use of photovoltaic system considering the wellbeing of
the users.
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3 Simulation

For thiswork,was considered one energy community for simulationwith thirteen houses,
consumption devices, PV systemwith the characteristics presented in Table 2 and storage
system inside the community.

Taking into account the system, to test different possibilities for the community level,
is considered two scenarios with two distinct weights:

Scenario I a) – in this scenario the PV generation is the only available power inside
the community as well as the storage energy and is considered fcost1.

Scenario I b) – in this scenario the PV generation is the only available power inside
the community as well as the storage energy and is considered fcost2.

Table 2. PV model & Inverter parameters used for the reference system with 4kWp.

Parameters Value Unit

PV A 1,60 m2

PMPPT 285 Wp

Tc,NOCT 46 °C

GNOCT 800 Wm−2

α −0.003 °C−1

Ta,NOCT 20 °C

Tc,STC 25 °C

Pp 4000 W

Sunny Tripower 4.0
Inverter

ηinv 97.1 %

PAC 4000 W

Initially, the algorithm characterizes the load and production balance of each house
and the EnC by utilizing the available information. This includes considering the type of
fault scenario thatmay occur and incorporating user input regarding power consumption,
along with the available power production. After that, the genetic algorithm runs in
order to find the best solution taking into consideration the population size among other
definitions of the algorithm.

To support the simulations presented in this work, ambient temperature data (T_amb)
and solar radiation (G) data were acquired from the photovoltaic geographical informa-
tion system (PVGIS). The data was collected with a 15-min resolution and the location
point used was the NOVA School of Science and Technology (38o 39′ 36′′ N/9o 12′
11′′ W). Regarding household devices, the noncontrollable devices’ load is based on
Richardson’s model [36], that considers if it is a week or weekend day and the number
of people living in the dwelling. Since noncontrollable devices are used, the load for
each house is considered static. Meanwhile, only event-based controllable devices were
used for this study, and their characteristics are presented in Table 3. For simplicity,
a maximum of three appliances were assumed to be operational per day, specifically
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a washing machine, dryer machine, and dishwasher. Users can select the starting time
(hour:minute) and indicate if the house has a functioning PV panel using a dedicated
application interface.

Table 3. Electrical appliance considered for this work.

Appliance Cycle duration
[min]

Mean cycle power
[W]

Standby power
[W]

Controllable

Lights Usage
Dependent

Usage Dependent 0 No

Washing Machine
[House 1; House
2; House 3]

137 401 1 Yes

Dryer Machine
[House 1; House
2; House 3]

59 [1900; 2333; 2000] 1 Yes

Dishwasher
[House 1; House
2; House 3]

59 [2000; 1859; 2150] 0 Yes

3.1 Scenario I – Total Cutoff from Main Grid, Community 1

This energy community consists of thirteen houses, seven of which have PV system.
The community also has an energy storage system with a maximum power of 3kW. For
this scenario, the initial working hours considered for simulation are presented on Fig. 4
as well as the houses with and without PV system.

On Fig. 4 it is possible to analyze the total house load consumption for community
taking into account appliances initial working hours, as well as the total PV load for this
community. Regardless the appliances considered, the consumption load also contains
lights load during all day that is on or off and it is not considered for the GA optimization.

Considering Fig. 4, it is possible to understand that a considerable quantity of solar
energy is wasted since the appliances are working out of the solar hours. On Fig. 5,
genetic algorithm is used for optimization considering fcost1.

Analysing Fig. 5 and Table 4 it is possible to understand that all of the appliances
were moved to a starting hour inside of the solar hours window and only the lights
remained turned on night hours. It is also possible to discuss that an anergy storage with
3kW it is not enough for a thirteen houses energy community since at 6pm it is possible
to see that battery is fully charged and it is not capable to maintain lights on for the entire
period.

Considering Fig. 6, togetherwith Table 4, it is possible to understand that considering
fcost2, the appliances were all moved in for working times inside solar window time as
in scenario I a) of community, but as expected the total difference of minutes from the
initial time working for the appliances is bigger than in scenario I a) since the XA factor
have a lower weight on cost function.
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Fig. 4. Total house load for energy community.

Fig. 5. Total house load after Genetic Algorithm, scenario I a).

Fig. 6. Total house load after Genetic Algorithm, scenario I b).
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Table 4. Resume of GA solutions for community.

Community Home Washing Machine Dryer Machine Dishwasher PV

1

1 8:00 am X 9:30 pm
√√a) 1:48 pm X 4:03 pm

b) 10:08 am X 11:04 am
2 8:30 am 10:30 am 2:00 pm √√
a) 9:39 am 10:28 am 2:36 pm
b) 10:39 am 3:25 pm 3:14 pm
3 3:15 pm X 10:00 pm

√√a) 10:19 am X 12:12 pm
b) 10:37 am X 11:44 am
4 3:45 pm 5:30 pm 6:00 pm

Xa) 1:47 pm 10:43 am 11:41 am
b) 2:09 pm 11:24 am 11:10 am
5 6:00 pm 8:00 pm 9:30 pm

√√a) 3:39 pm 11:53 am 11:44 am
b) 12:08 am 10:19 am 1:35 pm
6 7:00 am X 9:30 pm

Xa) 9:53 am X 10:33 am
b) 2:31 pm X 10:52 am
7 6:30 am X 2:30 pm

√√a) 2:08 pm X 1:28 pm
b) 10:36 am X 10:57 am
8 7:00 pm X X

Xa) 11:41 am X X
b) 1:39 pm X X
9 9:00 am X 9:00 pm

√√a) 2:10 pm X 2:27 pm
b) 11:37 am X 2:31 pm
10 6:00 pm X 1:30 pm

Xa) 9: 52 am X 11:19 am
b) 1:10 pm X 2:11 pm
11 10:00 am 12:00 pm 8:30 pm

√√a) 1:17 pm 2:32 pm 2:38 pm
b) 1:55 pm 3:08 pm 2:38 pm
12 7:00 pm 9:00 pm X

√√a) 3:26 pm 12:28 pm X
b) 12:37 pm 11:24 am X
13 9:00 am 11:30 am X

Xa) 2:49 pm 10:43 am X
b) 11:51 am 2:20 pm X

Table 5. Simulations’ summary

Scenario Simulation Time
(minutes)

Total difference of
minutes (minutes)

Number of
appliances inside
solar curve
(10 am – 6 pm)

Number of Houses
inside the
community

I a) 182 8718 29/29 13

b) 383 9247 29/29
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4 Conclusions

Regarding the results obtained and showed on Sect. 4, it is concluded that for the use of
an energy community completely disconnected from the main grid, an energy storage
system is needed since some of the appliances can be moved and optimized for the solar
time window but others cannot so it is important to have an appropriate ESS for the
community not only to storage the unused energy produced by PV system but also to
maintain the EnC working during night time.

For this specific study, it is possible to conclude that ESS was not enough to fulfill
the necessities of the community since from community 1 a lot of produced energy was
wasted. Also, on community 2 in spite of being a smaller one, the ESS it is not enough
to fulfill the necessities from 8pm onwards.

To analyze the different scenarios, 3 metrics were considered, and are presented on
Table 5:

– Simulation Time;
– Total difference of minutes (in minutes) from the initial working time for the final

working time changed by the GA;
– Number of appliances inside solar curve.

Considering both factors, XA and XB, it is possible to affirm that both scenarios meet
the metrics. For scenario I a) where the weight was higher for the minimization of total
difference time from the initial working time of the appliances for the final working time.
As it is possible to analyze on Table 5, for scenario I a) of community 1 the time was
8718 min versus 92447 min for scenario I b) of community 1. Regarding the number
of appliances working inside of solar time window both scenarios presented the total
number of appliances, 29, working on the solar time window.

With these simulations was possible to understand that houses energy flexibility can
be used not only to maintain the users’ wellbeing when a fault occurs or it is necessary
to change the energy flow, but also to consider better energy price markets, to improve
the resilience of the grid, or even to consider the connection of electrical vehicles to
community’s grid.
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Abstract. It is claimed that the success of Renewable Energy Communities
(RECs) depends on sound policies that provide security to community invest-
ments and investors, as well as reliable sources of funding, good community
organization, and how the community is governed. These elements facilitate the
participation of the citizen and are key to the growth and survivability of any
REC. It is further claimed that sound policies can drive novel and viable business
models, innovative financing and remuneration schemes, the adoption of smart
technologies, social acceptance, and, most importantly, increase in citizen par-
ticipation. In Africa today, RECs are in their infancy stages of development and
require immense attention. To better understand and characterize how RECs in
Africa are developing, a systematic literature review is carried out on five selected
cases located in South Africa, Malawi, Cameroun, Togo, and the Ivory Coast. The
study aims to analyze how governmental policies, organizational structures, types
of governance, ownership schemes, sources of funding, the composition of the
communities, and types of renewable energy resources (RER), are facilitating the
development of these RECs in Africa. How value is created and shared amongst
members of the community is also considered. The findings of this study show that
RECs in Africa are faced with the challenges, of inadequate governmental policy
frameworks, unsustainable financial models, and low community ownership, and
the dominant RERs are solar and biogas. Other findings include low levels of
citizen engagement, participation, and knowledge about RECs.

Keywords: Renewable Energy Communities · Policy Framework · Financial
Model · Resource Ownership · Community Organization · Sources of Funding

© IFIP International Federation for Information Processing 2023
Published by Springer Nature Switzerland AG 2023
L. M. Camarinha-Matos and F. Ferrada (Eds.): DoCEIS 2023, IFIP AICT 678, pp. 52–64, 2023.
https://doi.org/10.1007/978-3-031-36007-7_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-36007-7_4&domain=pdf
https://doi.org/10.1007/978-3-031-36007-7_4


Renewable Energy Communities in Africa: A Case Study 53

1 Introduction

Electrical energy is claimed to play a crucial role in the everyday lives of humans in
contemporary society [1]. This has resulted in a heavy reliance on energy across many
sectors of today’s society [2]. However, the bulk of the electricity that is used to satisfy
these surmounting needs of society is fundamentally generated from fossil fuel sources,
which have been declared environmentally unfriendly, and unsustainable and contribute
to an increase in temperature and the emission of greenhouse gases [3]. Data from
the dominant literature in this area indicate that the presence of carbon dioxide in the
atmosphere today is 40% higher than it was in the nineteenth century [4]. Furthermore,
the rate at which the earth’s natural resources are being depleted to meet the insatiable
needs of man, in this case, electrical energy, is very alarming [5]. Due to the problematic
nature of fossil fuel sources, experts have recommended the transition to renewable
energy sources (RES) as a viable alternative [6].

Transitioning from fossil fuels toRES is a step towards amore sustainable and cleaner
energy system [5]. The integration of RES could help to promote energy democracy,
energy decentralization, and energy justice [7]. This means allowing people to make
their own decisions in terms of their energy generation and use [8]. Again, considering
the ongoing changes in the organization of energy systems (the energy transition) in the
direction of increased penetration of RES in the energy systems, it is observed that RECs
are gradually becoming a key component of the power grid [9]. However, the success
of RECs depends on many other things, including sound government policies, reliable
funding sources, good governance, and good organization [9, 10]. For instance, consid-
ering best practices around the world, particularly in Europe, legal frameworks/policies
such as the Renewable Energy Directive (REDII) offer protection to citizens and com-
munities across Europe by providing the appropriate environment, that facilitates local
investments in renewable energy projects [11].

Firstly, the REDII provides a dedicated definition for RECs as legal entities, for
citizens and small to medium-sized enterprises to set up renewable energy (RE) projects
and engage in energy-related activities, organized democratically to provide benefits to
the local community [11].

Secondly, the REDII includes enforceable rights to protect participants investing
in renewables, such as producing, selling, sharing, storing, and self-consumption of
RE, without unfair charges or procedures, and accessing energy markets directly or
through a third party. In addition to this member states are obliged to also create enabling
frameworks that provide access to finance and technical expertise, build capacity for local
authorities, and remove unjustified barriers to community projects [11]. Considering this,
it can therefore be argued that the existence of this directive has helped RECs to flourish
very well in Europe. Currently, there are over 7,700 RECs in Europe and still counting
[12]. Similar policies have facilitated the growth of RECs in other countries such as
Great Britain, with RECs numbering over 420. The same is the case in Australia with
over 100 cases [13].

However, in Africa, the idea of RECs is new and emerging. Its growth is slow and
needs attention on several fronts [14]. A report by IRENA and AfDB [15] points out
that less than 3% of global renewable energy jobs are in Africa. Also, Africa has a low
rate of access to clean cooking and electrification technologies, with only 46% having
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access in 2019 representing 906 million people [15]. Therefore, it is envisaged that
the idea of RECs could expedite access to electricity and decrease energy poverty and
injustice in Africa. However, to better understand the prospect of RECs as a panacea to
energy poverty and injustice inAfrica, it is relevant to understand how these communities
are being formed, financed, and governed, the types of RES that are available and the
level of involvement of the local indigenes. For these reasons and more, this work uses
systematic literature reviews to analyze 5 selected REC cases located in South Africa,
Malawi, Cameroun, Togo, and the Ivory Coast. The justification for the selection of a
case was based on geographic location. Some attempt was made to identify and select
a case from all the geographical/geopolitical regions of Africa namely west, south, east
central and north of Africa. This was to ensure that there was an even spread and fair
representation. However, there were some challenges finding cases that were located in
northern part of Africa. To help address these problems, the following research questions
are defined,

RQ1:What governmental policies are currently in place to support the development
and sustainability of the selected REC cases?

RQ 2: How are these RECs organized?

– What system of governance is adopted to govern these RECs?
– Who are the owners and what resources do they own in these RECs?
– What are the sources of funding for these RECs?
– What are the compositions of these RECs?
– How is value created and how does it benefit the local community?
– What RER are mostly found in these RECs?

1.1 Related Work

This section focuses on related works that will form part of a broader work in future
works. In [14], a systematic review is conducted on 46 RECs in Sub-Saharan Africa
(SSA). The finding of the research indicates most of the communities in SSA are not
sufficiently empowered to institute and manage their energy projects. This calls for fur-
ther research to be made on how SSA countries can create innovative and supportive
regulatory environments and develop models that can help them to institute and manage
their projects. In [16] a comprehensive study was conducted on the barriers and opportu-
nities with RE development in Africa. This research found that the development of RE is
hampered by groups of factors such as poor institutional framework and infrastructure,
high initial capital costs, weak dissemination strategies, lack of skilled manpower, poor
baseline information, and weak maintenance service. A similar study that examined the
challenges and opportunities for RE deployment in sub-SSA was carried out [17]. Some
of the challenges that were realized from the study are inadequate technical, financial,
and human resources, weak institutional and regulatory frameworks, and socio-political
barriers. The study recommended that there is a need to strengthen the institutional and
regulatory framework that will support the development of community energy projects.
The author further recommended that there is a need for capacity building, harmoniza-
tion of financial resources, and enhancement of energy security. A study was conducted
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on four renewable energy projects located in four different communities in Ethiopia. The
outcome shows that the use of decentralized renewable energy systems have improved
livelihood concerning income; productive use, health, and education affected men and
women differently [18]. The findings further suggest that there is a need for procedural
justice measures, such as community consultation and participation, to create a sense
of community ownership. This, in turn, can lead to the long-term sustainability of these
projects. Another study in [19] highlighted the importance of a decentralized renew-
able energy system in achieving UN energy access goals. It confirms that added value
approach in mini-grid planning is capable of ensuring sustainability and promoting the
development of energy access projects. Another study which is aimed at producing a
strategic framework for the development of smart cities by transforming urban com-
munities into smart-energy systems through a gradual process. This study proposed
a strategic framework for the development of smart cities by gradually transforming
urban communities into smart-energy systems. The developed framework considers
social, technological, and economic aspects and also uses a bottom-up approach for
decision-making. The proposed decision constructs provide feasible practical solutions
for smart transformations to enhance the sustainability, livability, and revitalization of a
community [20].

2 Contribution to Connected Cyber-Physical Spaces

A cyber-physical space environment is a network of interconnected digital and physical
systems that work together to enable seamless data exchange and decision-making [21].
This environment includes a range of technologies such as the Internet of Things (IoT),
sensors, actuators, automation systems, cloud computing, and data analytics [22]. In a
cyber-physical space environment, physical systems are connected to digital systems,
creating a “smart” system that can monitor, analyze, and respond to changes in the
environment in real-time [22]. This environment can be used in various applications,
such as smart cities [26], intelligent transportation systems [23], and smart grids [24].
The goal of a cyber-physical space environment is to enhance efficiency, reduce costs,
and improve the quality of life for individuals and communities. RECs have the potential
to significantly contribute to a connected cyber-physical space in Africa. According to
a report by the United Nations Economic Commission for Africa (UNECA) on the
potential of RE in Africa, it was found that RE can lead to the creation of smart grids
that optimize energy use and reduce waste, as well as decentralized energy systems to
power local communities [25]. These systems can also be integrated into smart grids
to create a more resilient and reliable energy infrastructure. Additionally, the energy
data generated by local communities can be collected, analyzed, and used to improve
energy efficiency and reduce costs, as noted in a report by the International Renewable
Energy Agency (IRENA) [15] and Africa development bank (AfDB) [15] on the RE
Market Analysis which also covers the role of RE in African development [15]. RECs
can therefore contribute to the development of e-mobility infrastructure by providing
charging stations for electric vehicles, reducing reliance on fossil fuels, and promoting
sustainable transportation. Overall, the development of RECs in Africa can help create
connected cyber-physical spaces that promote sustainable energy use and reduce the
carbon footprint of African communities.
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3 Methodology

A systematic literature review method [26–28] was used to provide an unbiased and
comprehensive selection of cases. The selection followed a rigorous and transparent
process of searching and analyzing academic and non-academic literature related to
RECs in Africa. The process was in four stages. The first stage comprised the case
selection which was guided by the combination of key words from columns 1,2 and 3
of Table 1. Each keyword in column 1 was used t in combination with the keywords
in columns 2 and 3. The search engines that were consulted included Scopus, Google
Scholar, Google Search, Science Direct and others from books and YouTube. Cases that
met the initial criteria were forty-eight. Out of this number thirty-eight were taken out
because they were constituted of publications that mentioned RECs in Africa. For most
of these cases, the sources of information were shared information online. The second
stage was the case screening stage where the cases that were out of the study scope were
excluded. The criteria for case inclusion was that (a) the case must be geographically
located in Africa, (b) the case must be active, (c) the sources of energy must be of
renewable source, (d) the case must be a community based and provide evidence of the
social, economic, and environmental benefits to the community. The criteria for a case
to be excluded was that the case falls outside the inclusion criteria. At this stage, three
cases were excluded. The third stage was the eligibility stage. This entailed cases that fit
in the scope of the study. At this stage, seven cases were considered. Further screening
was done to see if they met the inclusion and exclusion criteria. Two cases were taken
out because they did not meet the inclusion criteria. The final stage is the case inclusion
stage were the five cases that met the inclusion criteria were retained for analysis.

Table 1. Keywords combination for the selection of cases.

Column 1. Column 2 Column 3

Renewable energy
Decentralized energy
Green energy
Local energy
Distributed energy

Community Africa

4 Results and Discussion

4.1 Governmental Policies

The purpose of RQ1 is to find out what governmental policies are supporting the devel-
opment of RECs in Africa. To help answer this question, we reviewed available informa-
tion on energy policies in the five selected countries. The outcome is shown in Table 2.
According to the table, these countries have government policies that support the general
development and deployment of RE. However, specific policies that are in support of
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RECs were not found. This is a major concern as the absence of such policies may imply
there is no legal protection or security for investors and the local communities, should
they decide to invest in RECs locally. The development and implementation of policies
and legal frameworks can be a good enabler for the stability and growth of RECs. Other
benefits may include increased investor confidence, increased numbers of REC projects
and subsequent access to clean energy, reduced reliance on fossil fuels, and improved
energy security. It is however recommended that policymakers in Africa may have to
consider the development of some regulatory frameworks to protect RECs in Africa.

Table 2. Renewable Energy Policies

Country General Governmental Policies in
Support of Renewable Energy

Specific Governmental Policies that
support RECs

South Africa Renewable Energy Independent Power
Producer Procurement Program
(REIPPPP). [29]

None found

Integrated Resource Plan (IRP). [30].

Malawi Nationals Energy Policy [31] None found

Renewable Energy Feed in Tariffs
(REFITS) [32]

Togo Rural Electrification Program [33] None found

Cameroon National Policy, Strategy, and Action
Plan for Energy Efficiency. [34]

None found

Ivory Coast National Energy Efficiency Action Plan
(PANEE). [35]

None found

RECs in Europe are guided by the REDII whichmandates everymember state to give
priority to these communities [11]. The RED II provides the necessary legal backing to
set up these projects and engage in energy-related activities to provide benefits to the local
community [11]. Furthermore, REDII provides the capacity to invest in renewables, such
as producing, selling, sharing, storing, and self-consuming RE, without unfair charges
or procedures, and accessing energy markets directly or through a third party.

4.2 Organization

Using REDII as a reference, RECs are supposed to be legal entities that operate
autonomously without any interference from government authorities or encounter any
bureaucratic governmental process. Such communities are considered best practices
because they are fully autonomous. RQ2 aimed to investigate the organizational struc-
ture of RECs in Africa. The organization was classified under 5 key headings. These
include (a) how the community is governed, (b) who ownswhat, (c) how they are funded,
(d) their composition and (e) how value is created and how it benefits the local commu-
nity. The outcome of the analysis is shown in Table 3 and are discusses in the following
chapters.
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Table 3. The organisation of RECs in the selected cases.

Name of
REC

System of
governance

Owners of the
project/resources

Sources of
funding

Composition of
the REC

How are
Values
created and
benefits

Cookhouse
Wind farm
[36]

Not
mentioned

African
Infrastructure
Investment
Managers
(AIIM) and the
Local
Community
Trust. Old
Mutual

African
Infrastructure
Investment
Managers
(AIIM) and the
Local
Community
Trust

African
Infrastructure
Investment
Managers
(AIIM) and the
Local
Community
Trust

Not
mentioned

Sitolo
Community
solar grid
[37]

Not
mentioned

Malawi
Government
UNDP & GEF

Malawi
Government
UNDP & GEF

Malawi
Government
UNDP & GEF

Not
mentioned

Solar
Microgrid
Avétonou
[37]

Not
mentioned

Togo Rural
Electrification
and Renewable
Energy Agency
(AT2ER)

Togo Rural
Electrification
and Renewable
Energy Agency
(AT2ER)

Togo Rural
Electrification
and Renewable
Energy Agency
(AT2ER)

Not
mentioned

Togolese
Smart Solar
Kiosk [38]

Not
mentioned

EkoEnergy EkoEnergy EkoEnergy Not
mentioned

Mezam
division
domestic
biogas [39]

Not
mentioned

UNDP UNDP UNDP Not
mentioned

4.2.1 System of Governance

From Table 3, it can be seen that all the REC cases did not mention any specific gov-
ernance system that is being used unlike the cases found in the European Union. The
absence of a clearly defined system of governance for these REC cases is concerning.
This may raise issues of transparency regarding how well the local community is rep-
resented in decision-making processes. Again, the absence of well-defined governance
structures can lead to confusion and misunderstandings about the roles and responsibil-
ities of different actors involved in the RECs. There is therefore a need to investigate
further to ascertain if this is the case for the majority of RECs in Africa.



Renewable Energy Communities in Africa: A Case Study 59

4.2.2 Who Owns What?

Table 3 shows that the owners of all the energy resources (the entire project) in these
cases are the financiers of the project, which is normally the case. However, the observed
financiers in these cases are not from the local communities. This means the local com-
munities do not own anything in these projects and therefore they may have limited
control over the projects. The absence of community ownership in these RECs is con-
cerning as it can restrict the benefits to the local community, and this can lead to a sense
of disempowerment, alienation and disenfranchisement.

4.2.3 Sources of Funding

From Table 3, it can be seen that the selected cases are principally funded by NGOs,
governmental agencies, and charitable organizations. There is no indication that the
funds are generated locally, or that the local communities have some stake or shares in
these projects. This is likely to affect ownership and the buy-in of the local communities
since the sense of ownership may not be strong, even if it is present. Moreover, relying
solely on external sources of funding is risky and may be unsustainable, as these projects
may be stalled or cease to operate if the source of funding is curtailed. Furthermore, the
fund owners may have their priorities and objectives, which may not always align with
those of the local communities or the region as a whole. This, therefore, suggests the
need to consider alternate financing schemes like “build, operate, and transfer” that can
enable ownership of the project to be transferred to the local communities after a certain
agreed period, or the project could be loaned to the community to be paid-off over a
certain defined period so that the communities can take ownership and manage these
projects in the best interest of their community.

4.2.4 Composition

From Table 3 it can be seen that these RECs lack diversity in their composition. In these
communities, you don’t find diversity in the composition of the community. In all these
cases, the community is composed of one or two entities who are usually the financiers
and who also double as owners of the projects. For instance, comparing the case with
similar RECs like Wildpoldsried in Germany, [39], it is observed that the community
is comprised of (a) Project financiers, (b) a grid management company, (c) research
partners, (d) smart grid markets solutions provider, (e) research and grid technology
partner, and (f) consumers. It appears that the financiers of the projects in the studied
cases play a monotonous role in these communities. The observed composition might
affect the resilience of the community. For instance, when only project funding agencies
are involved inRECs, the focusmay primarily be on funding and project implementation,
rather than addressing the broader social economic, and environmental issues in the
community. Moreover, the absence of local representation in these communities can
affect the acceptance of these projects in the local communities. Local communities
often have unique insights and knowledge about local challenges and opportunities,
which can be crucial in shaping effective local development strategies.
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4.2.5 Value Creation and Its Benefit to the Local Community

In other cases, across Europe, like [41, 42] it can be observed that value is created in
the form of electrical energy and related services. In the observed cases, value is also
created in the same way. For instance, the energy generated by the cookhouse wind
farm is sold to Escom Holdings SOC. However, it is not clear how the local community
benefits from the value that is created from the sale of electrical energy. Since there is
limited involvement of the local communities in these RECs, likely, they may not benefit
adequately. The concern here is that this can lead to exploitation and may subject the
project to opposition and NIMBYism. There is therefore a need for RECs to prioritize
the creation of other values in the form of job creation and community investment. In
this case, there is a win-win situation for both and community and the project which can
lead to success.

4.2.6 Types of Renewable Energy Resources Available

The final aspect of the study is about the types of RE resources that are available in these
REC cases. The outcome is shown in Table 4.

Table 4. RECs and their respective Energy Resources

REC Energy Resources

Cookhouse Wind Farm [36] Wind

Sitolo Community Solar Grid [37] Solar

Solar Microgrid Avétonou [37] Solar

Togolese Smart Solar Kiosk [38] Solar

Mezam Division Domestic Biogas [39] Biogas

From Table 4 it can be seen that the renewable energy resources utilized in these
communities are wind, solar, and biogas, indicating limited exploits for more renewable
energy sources. However, it should be noted that other green energy technologies like
storage, biomass, and hydro, have not been widely utilized in these communities and
could be further explored to enhance the operations of renewable energy communities
(RECs) in Africa. Also, other types of solutions can be looked at like smart cities, smart
grids and microgrids.

Limitations
This review was limited by (1) Not many cases of REC in Africa. (2) Difficulty of
finding cases in North Africa and (3) Insufficient online information on the internet.
Hence these limitations may affect the generalizability of the findings and the feasibility
of the proposed recommendations. Nonetheless, this study serves as a foundation for
future research on RECs in Africa.
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5 Conclusion and Future Works

The objective of the study is to analyze how governmental policies and organizational
structures are helping RECs. Concerning governmental policies, the outcome shows
that there are general policies to support renewable energy and energy efficiency in the
related countries. However, regarding RECs, there seem to be no such policies in place,
With the. Organisational structures it is also found that the studied cases are funded
and owned by NGOs, charity organizations, and government agencies. This defeats the
democratic dimension of RECs. Again, the system of governance is not clearly defined
and the value that is generated is not known to benefit the local communities.

Considering the outcome of the study, it might be a good idea to consider emulating
the successful cases or best practices that occur around the world, so that RECs in Africa
can be well developed to provide the expected benefits to their local communities. The
need for a comprehensive framework that encompasses the legal, governance, funding
and composition of RECs in Africa is urgent. This will create a friendly environment for
RECs to operate smoothly without challenges. Moreover, African governments need to
have regional strategies that give RECs more priorities.

This initiative can begin at the regional level of theAfrican continent. Currently, there
are 8 regional economic blocks in Africa. These include (a) the Arab Maghreb Union
(AMU), (b) the Community of Sahel-Saharan States (CEN-SAD), (c) the Common
Market for Eastern and Southern Africa (COMESA), (d) the East African Community
(EAC), (e) Economic Community of Central African States (ECCAS), (f) Economic
Community of West African States (ECOWAS), (g) Intergovernmental Authority on
Development (IGAD), and (h) the Southern African Development Community (SADC).
Eachblock is responsible for the development of a sustainable and economic environment
for member countries.

It is recommended that perhaps it is time to initiate dialogues at these levels of
decision-making, regarding the development ofRECs inAfrica, taking into consideration
the context of community in the African sense. It is also recommended that proper
financial models could be developed to support the growth and development of RECs in
Africa.

In future works, we aim to expand this study by (a) increasing the number of cases,
(b) organizing focus group discussions (physically or virtually) with owners/actors or
members of these communities to solicit their views and input towards the development
and proposition of a comprehensive framework and policy guidelines for the establish-
ment and operation of RECs in Africa. This work and the proposed future works form
part of the preliminary ongoing PhD work which is planned to focus on renewable
energy communities in Africa. At this preliminary stage of the work, the interest of the
researcher is to gain understanding of the current situation of RECs in Africa.
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Abstract. The increasing use ofmeasurement and telecommunication equipment
has transformed power systems into smart networks, which have created new
challenges in modeling and operation studies. One critical challenge is the trans-
formation of power networks into a vast cyber-physical system, which has made
mathematical modeling difficult. Any fault in cyber or physical systems can affect
the performance of another part, so the interaction of cyber and physical sectors
should be considered in power system studies. Load shedding studies have become
important for improving the resilience of power systems, but the interaction of
cyber and physical parts in load shedding is rarely studied. This paper proposes a
new mathematical model for optimal load shedding in power systems by consid-
ering the interaction of cyber and physical parts to improve system resilience. The
proposed model is applied to an IEEE RTS-79 power grid and demonstrates its
effectiveness in improving resilience by considering cyber-physical constraints.

Keywords: Cyber-Physical Systems · Optimal Load Shedding · Resilience
Enhancement · Grey Wolf Optimizer

1 Introduction

A severe disturbance in the power grid, such as a line failure or generator outage, results
in an imbalance between production and demand, which can cause instability in the
frequency and voltage of the power grid. Modern power grids operate with low oper-
ating reserves and stability margins [1], exacerbating the risk of imbalance. When an
imbalance occurs, power grid operators take several measures to prevent instability.
Optimal load shedding is the last step in maintaining power system stability following a
severe disturbance [2–4]. Load shedding is a mechanism used to balance production and
demand during energy shortages. However, load shedding faces numerous challenges,
particularly in modern power grids. One of the most critical challenges is the impact of
cyber-physical constraints on the power grid, which relates to the interdependence of
cyber and physical systems.
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With recent developments in the field of smartmetering and information and telecom-
munication technologies, the use of these devices in power systems has increased, turning
the power system into an extensive cyber-physical system [5]. While the use of intelli-
gent measurement and telecommunication equipment provides many advantages for the
power system, it also faces significant challenges [6]. This equipment offers the possibil-
ity of understanding more about the current conditions of the power system and enabling
optimal control and load shedding in emergencies. However, the power grid’s depen-
dence on the cyber system increases its vulnerability and creates new risks. In recent
years, numerous reports have emerged of power grid blackouts in various countries due
to cyber-attacks [7, 8]. As a result, studies on improving the resilience of modern power
networks by considering the cyber-physical power system have become essential.

In power grids, optimal load shedding requires coordination between the generation,
transmission, and distribution systems, which is highly dependent on the cyber system.
Therefore, cyber-physical constraints can affect the load-shedding program, and its fail-
ure leads to severe disruption in the network. For this reason, the study of load shedding
in modern power networks should be done considering cyber-physical constraints. The
interaction of cyber and physical parts in power systems can be categorized by meth-
ods based on graph theory [9], complex network [10], finite estimation machine [11],
and Petri net [12]. In [13] and [14], the graph model is used to model cyber-attacks in
cyber-physical systems.

Most studies on the resilience of cyber-physical power systems have focused on only
one specific aspect of the system. In early works, power systems have been studied only
from the aspect of a physical system or cyber system. In [15], the impact of generation
loss on the telecommunication network has been investigated. In some studies, only
the cyber side is considered. For example, in [16], the use of an information masking
strategy to protect data security in cloud-based energy management systems has been
investigated. Many studies have been done on the impact of the cyber network on the
power network. The impact of cyber events on the power network [17], the impact of
the loss of telecommunications on the power grid [18], and dynamic state estimation
based on the risk mitigation strategy to improve the resilience of the network against
cyber-attacks [19] have been studied.

Although the above works have tried to study the interactions between physical
and cyber networks, the physical and cyber section’s mutual dependence has not been
considered. It has been tried tomodel themutual influence of cyber andphysical networks
[20–23]. In [22], the impact of cascading failures on the power network coupled with
three different types of cyber networks has been evaluated. However, in these works,
the physical laws of the power network are not considered [23–26]. In [24] and [26],
by adding Kirchhoff’s laws, it has been tried to overcome the mentioned weaknesses.
However, in these works, only power networks have been modeled, and the proposed
models were not enough to cover all the features of the cyber-physical system. The
reliability of the cyber-physical power system was evaluated in [27] and [28], but the
focus was solely on the impact of cyber-attacks on the power system.

Optimal load shedding with the aim of improving resilience and considering the
mutual influence of physical and cyber networks has rarely been studied.
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The study in [29] investigates the damage resulting from cyber-attacks on cyber-
physical systems while considering the interaction between the cyber and physical sec-
tions. The study assumes that the cyber system is backed up by an uninterruptible power
supply (UPS) and neglects the effect of the power network on the cyber network. In
[30], vulnerability analysis of the coupled power/communication system is performed,
considering optimal load shedding to improve resilience. This study also neglects the
effect of power loss in the cyber system due to load shedding. In [31], the mutual influ-
ence of cyber and physical parts on the load-shedding program has been studied and
evaluated to prevent the propagation of faults in the system. The results of this study
have shown that the efficiency of the load-shedding program is sensitive to the perfor-
mance of the cyber domain. Some studies have also focused on the design of the degree
of dependence of the cyber and physical sectors [32]. In [33], optimal power flow (OPF)
has been studied by considering the mutual influence of cyber and physical networks,
however, this model was based on DC OPF and does not provide a suitable criterion
for evaluating network voltage stability. In [34], an adaptive-dynamic load-shedding
method is presented to improve the frequency resilience of the power grid, but only the
physical part of the system is considered. In some works, optimal OPF has been studied
by considering cyber-physical constraints and their mutual influence, but it has not been
focused on improving resilience [35].

According to the stated content, in this article, an optimal load-shedding program
is proposed considering the cyber-physical constraints, in which the mutual influence
of the power grid and the cyber network is accurately modeled. In this model, the
dependence of the power network on the cyber network and the dependence of the cyber
network on the power network are considered. Our goal is to reduce the catastrophic
impact of cascading effects on cyber-physical systems, leading to improved power grid
resilience. In the proposed model, AC OPF is used so that the physical laws of the
power grid are fully applied. For this reason, the final model is a problem with highly
nonlinear constraints. To solve this model, the gray wolf optimizer (GWO) algorithm is
used along with the Matpower toolbox in Matlab. The proposed model is applied to a
standard IEEE system and its efficiency is proved. It is shown by the simulation results
that the proposed model can prevent the cascading shutdown of the power network by
removing the minimum load. Therefore, this model can improve the resilience of the
cyber-physical power system.

2 The Mutual Influence of Cyber and Physical Networks

Figure 1 depicts the cyber-physical structure of a power system, where the lower grid
represents the power grid with generator buses, demand buses, and intermediate buses,
while the upper grid represents the cyber network with central control and telecommuni-
cation nodes. The power grid’s objective is to deliver power production from generators
to consumers, and the cyber network’s objective is to support this process. For stable and
optimal operation of the power grid, continuous monitoring and control are necessary,
requiring the collection of information from production and load buses and sending it
to the central control unit. This process necessitates an interconnected cyber system. In
turn, the cyber system requires electrical energy supplied through the power network
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to carry out telecommunication processes [24]. The power grid and cyber network are
interdependent and have a mutual influence on each other.

Fig. 1. Cyber-physical structure of a power grid

In traditional power networks, the grid operator does not know the state of the cyber
system, and when a failure occurs in the network, he seeks to minimize the load only
by considering the state of the power network. In this structure, the power network is
operated independently from the cyber network [33]. However, any damage to the cyber
network affects the operation of the power network, and the state of the power grid
affects the state of the cyber network. On the other hand, in modern power networks, the
network operator is fully aware of the state of the cyber network and makes decisions
based on measured data in the entire cyber-physical system, considering the mutual
influence of cyber and physical networks on each other [33]. This article focuses on the
second structure where load shedding during system failure is solved by considering the
instantaneous conditions of both cyber and physical networks and their mutual influence.

3 Mathematical Formulation

To study the resilience of the power system, events with low probability but high impacts,
such as storms or human attacks, must be considered. These events can cause the failure
of one ormore transmission lines and disrupt the balance of production and consumption,
thus posing a significant threat to the security of the power system. In such situations,
the grid operator must ensure the stability of the power grid by implementing optimal
load shedding. To achieve this, the problem of optimal load shedding is modeled with
the following objective function:

min
∑

i∈I
CshPsh

i +
∑

g∈G

(
agP

2
g + bgPg + cg

)
(1)



Optimal Load Shedding for Smart Power Grid Resilience 71

WherePsh
i is the shedding quantity of load,Pg is the active power output of generator

g, and Csh is the shedding price of load. Also, ag, bg, and cg are the cost coefficients of
generators. The first part of (1) is related to the cost of load shedding and the second
part is the cost of generating power by generators. Based on the AC power flow model,
the power grid constraints are presented in the form of the following relations.

∑

g∈G(i)

Pg − Pd
i + Psh

i =
∑

j

PL
i,j , i ∈ I (2)

∑

g∈G(i)

Qg − Qd
i + Qsh

i =
∑

j

QL
i,j , i ∈ I (3)

PL
i,j = Vi

∑

j

Yi,jVj cos
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)
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QL
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j
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)
, (i, j) ∈ � (5)

(
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(
QL
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(
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i,j

)2
, (i, j) ∈ � (6)

Pmin
g Ug ≤ Pg ≤ Pmax

g Ug, g ∈ G (7)

0 ≤ Psh
i ≤ Pd

i , i ∈ I (8)

The variable Ug is a binary representation of the state of generator g, denoting a
value of 1 for those generators that are capable of producing power. In the event that a
generator becomes disconnected from the grid, either due to physical or cyber-related
issues, the corresponding Ug value becomes zero. Qg is the reactive power output of

generator g. PL
i,j, Q

L
i,j and SL,max

i,j represent the active power flow, reactive power flow,

and nominal capacity for transmission line (i,j), respectively. Pd
i and Qd

i represent the
active and reactive power demand of bus i, respectively. Vi and δi represent the voltage
amplitude and phase angle, while Yi,j and θi,j representing the admittance amplitude and
angle, respectively. Additionally, Pmin

g and Pmax
g represent the minimum and maximum

active power output limits of the generator g, respectively.
The balance of active and reactive power for each bus is described in Eqs. (2) and

(3), respectively. Equations (4) and (5) describe the active and reactive power flowing
through the transmission lines, based on the AC power flow model. The thermal limit
of the transmission lines, which is determined by their capacity, is described in (6). The
output power of each generator is limited by its capacity, as stated in (7). Additionally,
the maximum amount of load shedding at each bus is limited, as described in (8), to
ensure that it does not exceed the bus’s demand.

In the proposed method, the power grid and cyber network are considered separate
graphs that depend on each other. If a cyber-node fails, its corresponding buses in the
power grid become invisible, and the central control will not be able tomonitor or control
them. If this happens to buses with generators, the generator will be out of reach and
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will not produce power [24]. Generator unavailability is the main reason for most power
outages [36]. Therefore, the status of the generators depends on the state of the cyber
network and must be modeled based on its conditions. To mathematically describe these
conditions, a binary variable γv is defined that specifies the status of node v in the cyber
network. Thus, the generators in the i-th bus of the physical systemwill be able to produce
power only if the corresponding node in the cyber system is in normal conditions. This
constraint for the power network is modeled as follows.

Ug ≤ γv, g ∈ G(v) (9)

Where G(v) represents the set of generators installed in the physical bus that corre-
sponds to the cyber node v. As per Eq. (9), in case the cyber node v, which is connected
to the physical bus of generator g, suffers damage, the binary value Ug assumes zero,
consequently leading to the generator’s incapacity to generate power.

As mentioned earlier, cyber nodes also require energy to function, which must be
provided by the physical network. Therefore, the functionality of cyber nodes depends
on the working status and connectivity of power buses. If the power supply of a physical
bus is interrupted, the corresponding cyber node may become unserviceable due to the
lack of sufficient power for the telecommunication system. Hence, it is necessary to
determine the value of the variable γv based on the status of its corresponding bus in the
power grid. To model these conditions, we have used the modified method [15], which
is described as follows:

(10)

Where υi is the set of all cyber nodes connected to the i-th bus in the power network,
and α is a parameter in the range [0,1], that indicates the degree of dependence on
the cyber network and the power network [15]. Thus, a larger α indicates a greater
dependence of the cyber network on the power network.

Unlike the power grid, which must obey Kirchhoff’s laws, the cyber grid is much
more flexible in operation. In general, if a cyber node maintains its connection with the
control center, it has the potential to perform well. However, as previously stated, if the
cyber node’s energy needs are not supplied by the power grid, it cannot function. In
other words, the working state of a cyber node depends not only on its connection to
the control center but also on the state of energy support. To apply these conditions, an
iterative process is used according to the flowchart presented in Fig. 2.

According to Fig. 2, firstly, the amount of load shedding in each bus and the parameter
α are received as input. Based on these parameters, the status of cyber system nodes is
determined based on (10). In the next step, the status of cyber nodes is checked in terms
of connection to the central control, and the status of isolated cyber nodes is changed to
unusable. After the state of all the nodes of the cyber system is determined, the status
of the generators is updated based on the status of the cyber nodes and corresponding
physical buses. At this stage, the generators whose corresponding nodes are damaged
in the cyber system go to the unreachable state, and their Ug value is set to zero. After
updating the status of cyber nodes and the status of the generators, if there is a change in
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Get
sh
iP , α and set Ug=1

Update v based on eq. (10)

Update v based on cyber nodes connectivity to the 

control center

Update gU based on Eq. (9)

Start

Any change in 

v or Ug?

No

yes

Print v and Ug

Fig. 2. Flowchart of determining the status of cyber nodes and generators considering cyber-
physical systems interaction

the status of cyber nodes or physical buses, the process is repeated. This process continues
until there is no change in the value of Ug and γv in two consecutive iterations.

4 Solution Methodology

To solve the problem, the GWO is used, which is an algorithm based on artificial intel-
ligence and has a better performance compared to many other algorithms [37]. One of
the main advantages of this algorithm is that there is no need for users to set any of its
parameters. This algorithm is based on two functions, encircling prey and hunting.

In the prey encircling step, the distance between each wolf and the prey is calculated
according to (11), where �Xp is the prey position vector,

−→
X is the wolf position vector, t

is the number of iterations, and r1 is a random vector in the range [0,1].
−→
D =

∣∣∣
−→
C .

−→
X p(t) − −→

X (t)
∣∣∣,

−→
C = 2−→r 1 (11)

The hunting stage includes approaching the prey based on the information obtained
from the encircling prey. This stage is modeled as follows:

−→
X (t + 1) = −→

X p(t) − −→
A .

−→
D (12)
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−→
A = 2−→a .

−→r 2 − −→a (13)

Where parameter a decrease linearly from 2 to zero during iterations, and r2 is a
vector of random numbers in the range [0,1]. The position of the prey, or in other words,
the optimal response in the solution space, is unknown. It is assumed that the wolves
α, β, and δ have the best information about the position of the prey [37]. Therefore, the
position of these wolves is used to update the position of the remaining wolves. Using
these three positions, which are the best answers in each iteration, the distance between
each wolf and these three positions is calculated as:

(14)

These distances can be used to update the positions of thewolves in the next iteration.
The position of thewolves in the next iteration is calculated using the following relations:

(15)

−→
X (t + 1) =

−→
X 1 + −→

X 2 + −→
X 3

3
(16)

By repeatedly applying the encircling prey and hunting operators, the position of the
prey or the best answer is obtained. In the proposed method, for each candidate response
of the GWO, which includes the amount of load shedding in each bus, the algorithm in
Fig. 2 is applied to determine the status of cyber nodes and generators. Then, considering
the state of the cyber-physical system, the OPF is solved. If the total constraints of the
problem are met, the results of the OPF and the amount of load shedding are recorded.
If the OPF does not converge, a large penalty is sent to the GWO as a cost function. The
flowchart of the proposed algorithm for solving the problem is presented in Fig. 3.

5 Simulation Results

The proposedmodel is applied to the IEEERTS-79 system for evaluation. Based on [24],
it is assumed that each bus of the power network is equipped with a telecommunication
node. Additionally, the control center is placed next to the node that has themost connec-
tions to other nodes. The simulation is performed on a 3.3 GHz Ryzen 9 5900 hs-based
laptop. To solve the problem, the GWO algorithm is implemented in MATLAB, and the
Matpower toolbox is used for OPF.

The IEEE RTS-79 system has 12 generators, 36 transmission lines, and 17 load
centers. Its complete information is available in [38]. The coupling parameter of the
physical and cyber network, α, is set to 0.75 [15]. Figure 4 shows the single-line topology
of the power grid along with its cyber network.
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To evaluate the resilience of the studied system, various scenarios with different
levels of failure have been considered. To this end, ten different levels of severity of
failure in the system have been evaluated. For instance, a failure level of “N” implies
that N number of system lines have faulted at the same time and are out of service.
For each level of failure, ten scenarios are generated. Consequently, by considering ten
failure levels and ten scenarios for each level, 100 different modes are obtained, and the
problem is solved for each of these modes.

Yes

Start

Initialize related 

parameters, e.g. Max_it

Randomly initialize the positions of the whole 

population. Xi (i=1,2,…,n)

It< Max_it

Determine the status of both the physical grid 

and the cyber network for each wolf, based on fig. 2

Run OPF and calculate the cost 

function of each wolf

Get Xα, Xβ, X

αXOutput 

Update the position of each 

wolf by Equations (11) to (16)

End

No

Fig. 3. Proposed strategy for load shedding in cyber-physical system
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Fig. 4. Topology of the case study system

Considering that the study is related to resilience, to generate line failure scenarios,
the failure probability of all lines is assumed to be the same at first, and the first failed
line is randomly determined. Next, the probability of failure of the lines that are closer
to the failed line is increased, and a second failed line is randomly selected. This process
is repeated until ten scenarios are reached. By applying this method, line failures occur
in a specific region of the system that can be considered caused by storms or floods.

For the GWO algorithm, the number of wolf populations and the maximum iteration
of the algorithm is set to 50 and 50, respectively. The time required to solve the problem
for one mode is approximately 80 s. Thus, it takes 8000 s to solve the mentioned 100
situations. Since the outcomeofmeta-heuristic algorithms relies on the initial population,
which is generated randomly, the problem is solved ten times using the GWO algorithm.
The best solution obtained from the ten runs is chosen as the final solution.
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The problemof optimal load shedding following a disturbance has been solved twice:
once by considering the proposed strategy and once without considering the interaction
between the physical grid and the cyber network, which is commonly referred to as the
traditional strategy. By comparing these two strategies, the impact of considering the
interdependence between the cyber and physical networks is determined. Figures 5, 6
and 7 illustrate the simulation results for both strategies.

Figure 5 displays the average total cost value for each fault severity based on (1). This
figure is generated by solving the problem for the 100 specified modes and computing
the average over the scenarios for each damage severity.

Fig. 5. Average total cost for each failure level

Based on Fig. 5, it is evident that the system cost increases with the increase in the
failure level for both methods. As more lines go out of service with increasing failure
levels, more loads are isolated or cut off due to the unavailability of generators. However,
the proposed strategy shows significantly lower overall cost than the traditional strategy
for failure levels 2 and above. The proposed strategy considers load shedding in a way
that minimizes the impact on both the physical and cyber networks. In contrast, the
traditional method only considers the physical network’s conditions, resulting in some
load interruptions caused by cyber line failures, reducing power production.

Figure 6 shows the average cost reduction of the proposed strategy compared to the
traditional strategy. As shown, for fault level 1, there is no significant cost reduction
because this level of fault does not cause widespread failure in the cyber network. It can
also be seen that for fault level 2, the overall cost is reduced by nearly 90%. The reason
for this is that in the proposed strategy, load shedding is done in such a way that it does
not damage the cyber network. For higher fault levels, the cost reduction of the proposed
strategy is evident and significant. Figure 7 and 8 display the average number of online
cyber nodes and the average interrupted load, respectively, for each failure level.
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Fig. 6. Average cost reduction for each fault level

Fig. 7. The average number of cyber nodes in service for each failure level

Figure 7 further supports the benefits of the proposed strategy by showing the number
of healthy cyber lines for each fault level. The proposed strategy results in fewer out-of-
service cyber lines, indicating that load shedding is performed in a way that preserves
the health of the cyber network.

Finally, Fig. 8 displays the average load interruption for each failure level. It is evident
that, for failure level 10, the traditional strategy results in over 90% of the system load
being cut off (2580MW), nearly leading to a complete blackout. In contrast, the proposed
strategy results in much less load shedding than the traditional method.



Optimal Load Shedding for Smart Power Grid Resilience 79

Fig. 8. Amount of interrupted load for each failure level

6 Conclusion

In this study, a novel approach for optimal load shedding was proposed to enhance
resilience in cyber-physical power systems. The proposed strategy involvedmodeling the
interaction between the physical and cyber networks and employing AC optimal power
flow to accurately represent the physical network rules. The standard IEEE system was
used as a case study to evaluate the effectiveness of the proposed strategy. The problem of
optimal load shedding was addressed by considering various levels of system failure and
scenarios of failed lines in the physical network. The simulation results demonstrated that
the proposed strategy can reduce the amount of load shedding during severe disturbances,
thereby improving the system’s resilience. The results also showed that the proposed
strategy can decrease the cost of load shedding compared to conventional methods.
This advantage can be attributed to the proposed strategy’s simultaneous consideration
of both the physical and cyber network conditions during load shedding. Consequently,
load shedding is performedwith aminimal negative impact on the cyber network, leading
to minimal damage to the cyber lines.
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Abstract. Worldwide electric energy consumption is increasing, partially due
to the electrification of sectors such as transportation. Simultaneously, there is
a need to implement the ongoing energy transition with renewable energy gen-
eration, which results in increased transmission capacity needs. This paper uses
steady-state simulations (power flow analysis) in an IEEE standard electrical grid
of three buses using a saturable core reactor (SCR) with a high-temperature super-
conducting (HTS) DC coil, on a 2-core model, to optimize the power flow. The
SCR-HTS works as a variable inductance, thus having power flow control capa-
bilities, where superconducting materials are used to substantially decrease losses
when compared to conventional conductors. Different scenarios are simulated
in MATLAB using a developed Newton-Raphson (NR) algorithm and validated
using PSSE. Results indicate that the SCR-HTS can effectively control the power
flow in transmission lines and can be used as a solution to further integrate renew-
able energy sources in the electrical grid and to ensure safe operating conditions
in contingency cases.

Keywords: Superconducting · Power Flow · Saturable Core Reactor ·
Transmission Line

1 Introduction

Energy and electricity consumption are related to the growth of the world’s population,
both increasing significantly [1, 2], with electrification expected economic growth so
that global electricity demand will grow rapidly in the coming decades [3]. Renewable
energy sources have been one of the solutions to meet the increase in consumption
globally as well as one of the main keys to the ongoing energy transition. With the
insertion of new energy sources in the grid, existing overhead transmission lines need to
have a greater transmission capacity and greater control of power flow. The construction
of new energy transport infrastructure is a complex process because aspects such as
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voltage level, number of circuits, provisions of conductors (line geometries), among
others, should be considered [4] and, with the existing fast pace of installation of new
generations units, there is the risk of having non-optimal solutions.

Dynamic Line Rating (DLR), Flexible AC Transmission System (FACTS), and the
Saturable Core Reactor (SCR) with a High-Temperature Superconducting (HTS) DC
coil (as an alternative to FACTS for power flow control) have been widely studied and
considered effective means to improve capacity and control in power flow to integrate
renewable energy and/or in contingency cases. Regarding the thermal limits of over-
head lines, the DLR methods still have some limitations in applications. The physical
model (Model IEEE Standard 738 and CIGREStandard [5]) is of simple implementation
and versatile, but the accuracy is relatively low. While other models need a lot of data
and versatility is limited [6]. For stability reasons, FACTS, the Distributed Static Series
Compensator (DSSC) has relatively low cost and high reliability. However, the control
capacity is limited because it can only inject reactive power. Combined devices based
on Voltage Source Converter (VSC), Unified Power Flow Controller – UPFC and Dis-
tributed Power Flow Controller – DPFC, have better power flow control capability and
are therefore the most suitable devices. However, its high cost and complexity become
the main limitations of its practical application [7]. SCR emerges as an alternative to
FACTS, although SCR involves the use of power electronics devices such as FACTS,
the most important difference between both is that the AC and DC circuits of the SCR
have no direct electrical connection and are coupled simply through the magnetic field
in the core. In SCR, there is not power flows along electronic power components. Conse-
quently, only low-voltage electronic components are necessary for control, while FACTS
controllers use electronic power components that are also part of the main power circuit
[8]. SCR-HTS DC coil is based on the characteristic of materials to have low resistiv-
ity in the superconducting state, using a superconducting material with DC coils in the
SCR can obtain large DC magnetomotive force with low losses compared to SCR with
conventional conductors.

This paper presents a model and prototype of an SCR-HTS, which is used for power
flow control purposes in a line. In order to demonstrate the effectiveness of the solution,
a three-bus system is simulated, and results are discussed. The structure of this paper
is as follows; Sect. 2 presents the contribution of this article seeing the electricity grid
as a cyber-physical space. Section 3 takes an SCR-HTS approach as a variable induc-
tance based on the two-core model first presenting the magnetic equations and later the
validation of this same approach. Section 4 displays the network model and its data,
impedance, voltage, and active and reactive power. As well as the method implemented
for power flow analysis. In Sect. 5, the results, of the power flow analysis in the transmis-
sion lines are presented using MATLAB and PSSE. Section 6 contains the conclusions
and future work.

2 Contribution to Connected Cyber-Physical Spaces

Future electric power grid can be defined as a cyber-physical space (CPS) with two
layers; the first layer, physical layer,which is constituted by the electrical energy systems,
generators, transmission lines and loads, and a second layer, the cyber layer, where the
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control and computing devices and communication lines between them are located [9].
The purpose of the cyber layer is to provide control over the electrical grid and improve
its performance aswell as increase its reliability. The contribution of this paper is the idea
of adding to the electrical grid an SCR-HTS as a cyber control to make the transmission
line dynamic. SCR-HTS controls power flow and can help in contingency cases for both
the integration of renewable energy sources as well as mitigating the market splitting.

3 Superconducting Saturable Core Reactor

In the Publication of the United States Navy [10] a SCR is defined as a device used to
control the reactance of an AC coil, through the permeability of the core in which the
coil is wound. In other words, a SCR is a ferromagnetic core with windings connected
to a DC circuit and a second set of windings connecting an AC circuit, according to the
Fig. 1.

Fig. 1. Basic schematic of a saturable-core reactor [8]

Fig. 2. Design of the SCR with superconducting coil.

In power systems, a SCR can be used in different applications where the effect of
a variable reactance is needed, for example, power flow control [11, 12], fault current
limiting [13–15], reactive power compensator continuous (with capacitor in series),
harmonics filter and to suppress the voltage flicker in power distribution system [8].
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SCR-HTS DC coil is based on the characteristic of materials to have low resistivity
in the superconducting state. Using a superconducting material with DC coils in the
SCR can obtain large DC magnetomotive force with a small loss compared to SCR with
conventional conductors. The SCR-HTS usually consists of a superconducting DC coil,
non-superconducting AC coils, and an iron core, Fig. 2.

3.1 Two-Core Model of an SCR-HTS

Two-core model approach consists of dividing the three-legged cores into two magneti-
cally decoupled identical core, this is an approach based on the analysis of Saturable-Core
Fault Current Limiters (SCFCLs) and was used in the study of SCR in [12] and was the
model used in the prototype in [11, 14]. Each magnetic core has a uniformmagnetic flux
that results from the interaction of the dc and ac flux components.

Magnetic Equations: The mathematical equation that describes the flux interac-
tions and inductance characteristics of model starts with Ampère’s law, which is the
relationship between current and magnetic field strength:

∮
H · d l = Ni (1)

The integral of a closed contour over the fixed length takes us the expression H as a
function of the core length and the magnetomotive force. The relationship between flow
intensity and the AC and DC parameters of each core result in the following:

Hcore#1 = NDCIDC − NACiAC
l1

Hcore#2 = NDCIDC + NACiAC
l2

(2)

As the core material has nonlinear magnetic characteristic, then the magnetic field
(B) can be expressed as:

B = μH (3)

Considering the uniform magnetic field perpendicular to surface, the total magnetic
flux of each magnetic core is obtained by the following:

∅ = ∫
A

�B · −→
dA = BA (4)

The flux linkage in terms of the AC and DC currents is expressed by:

� = NAC∅ → � = NACμHA → �

= NACA

l
(NDCIDC ± NACiAC)μ(IDC ,iAC ) (5)

The differential inductance results from the combination of the flux linkage and
partial derivative in relation to the AC current as follows:

Ld = ∂�(t)

∂iAC
= NACA

∂
(
μ(IDC ,iAC )HAC(t)

)
∂iAC

(6)
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Ldtotal = Ld_core#1 + Ld_core#2 (7)

Ld_core#1 = NAC
2A

l
μd_core#1(IDC , iAC) (8)

Ld_core#2 = NAC
2A

l
μd_core#2(IDC , iAC) (9)

Equations 8 and 9 correspond to the inductances as a function of DC saturation
current and AC current.

Fig. 3. SCR-HTS with the current source and the LCR meter used to measure inductance [11].

Validation Two-Core Model: Two-core model was validated in [11], who uses the
prototype of a three-phase SCR-HTS, as seen in Fig. 3. TheDC coil is placed in a cryostat
of stainless steel and filled with liquid nitrogen to provides a constant temperature of
77 K, necessary for the HTS tape to maintain a superconducting state. A DC source was
used to saturate the cores. The Fig. 4 shows the behavior of the AC coil inductances, as
a function of the DC current, the reactance as a function of the current is shown in the
Fig. 5. As region 2 is very sensitive the DC current variation results in a high regulation
of the power flow. The inductances of the AC coils vary from 8.4 to 58.5 mH, which
corresponds to reactance variation of 2.6 to 18.3�. For analysis of the power flow in the
transmission line, Sect. 4, the resistance of the SCR-HTS is negligible, thus considered
as a pure inductive reactance.

3.2 Other Models

In addition to the two-coremodel there are other twomodels for SCR and that can also be
applied in SCR-HTS for power flow control, this is the model derived by finite element
analysis [16] and gyrator capacitor model [17–19].
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Fig. 4. Inductance of the AC coils [11]

Fig. 5. Reactance of the AC coils [11].

4 Power Flow in Transmission Line

For analysis of the SCR-HTS as a variable inductance for the control of the power flow,
a model of a 3-bus grid, consisting of two sources and a load, will be considered. The
following Subsect. 4.1, details the grid specifications and methods used for analysis of
power flow analysis on the transmission line.

4.1 Electrical Grid Model

The analysis of the power flowwill be done in the system represented in Fig. 5, consisting
of three buses (IEEE – 3 Bus System). The base power was considered 100 MVA and
the base voltage is 60 kV. From these, the base current, 1.67 kA, and base impedance,
36 �, are deducted.

The model considers the resistance and reactance of the lines corresponding to 0.1
�/km and 0.3 �/km. The distance between the lines is line 12–30 km, line 13–26 km,
and line 13–15 km, thus resulting, respectively, at the following line impedances Z12
= 3.0 + j9.0 �, Z13 = 2.6 + j7.8 �, and Z23 = 1.5 + j4.5 �. The system impedance
and admittance parameters are those indicated in Table 1 and the load and generation
data are presented in Table 2, all represented in the per unit system. In line 1–3 the
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Fig. 6. Single-line diagram of the three-buses system.

Table 1. Impedance admittance of transmission line.

Line Impedance (p.u.) Line Charging Admittance (p.u)

1–2 0.083 + j0.25 0

1–3 0.072 + j0.29 0

2–3 0.042 + j0.125 0

impedance value (0.072 + j0.29) � is considering the SCR-HTS already inserted in the
grid, through the sum of the line reactance and the minimum reactance of the SCR-HTS,
2.6 �. This line has a transmission capacity equal to 23 MVA and resistance of SCR-
HTS is considered to have a negligible value. The maximum and minimum reactive
power generation limits on bus 2 are 35 Mvar and 0, respectively. The analysis of the
power flow was made using Newton Raphson (N-R) algorithm in rectangular form in
MATLAB, since it allows having a fast convergence thus reducing the simulation time
and the number of iterations required in relation to the Gauss and Gauss-Seidel methods.

Table 2. Voltage and powers of generation and specified load.

Bus Voltage (p.u.) Generator Load

MW Mvar MW Mvar

1 1.06 + j0.0 — — 0 0

2 1.00 + j0.0 20 — 0 0

3 — 0 0 60 25
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Two scenarios are considered for the analysis of the power flow, first, with an induc-
tive reactance in the line of 1–3 of 0.29 �, considering the minimum reactance of the
SCR-HTS and, second, with an increased inductive reactance to 0.725 �, considering
the maximum reactance of the SCR-HTS, according to the values of the previous section
obtained in the validation of two core model plotted considering region 2. For each case,
the active and reactive powers, losses, capacity, and currents in the lines will be presented
and analyzed.

5 Results and Discussion

In this section the analysis of the results will be done by seaming the two scenarios in
each of the subsections.

5.1 First Scenario

For the first scenario, NR algorithm implemented in MATLAB converged after four
iterations. Obtained power flow results are included in Table 3. As all obtained voltages
are in the interval of 0.9 to 1.1 p.u., the system is considered as stable. The reactive power
of generator 2 is practically equal to zero. As for the power flow in the transmission lines,
the resultswere calculated and obtained according to Table 4. The powers are represented
in the p.u. system, it is worth remembering that the base power is 100 MVA, Table 5
shows the currents that flow in the lines.

Table 3. Analysis results by MATLAB – first scenario.

In the result of system simulation using PSSE software, Fig. 6, the green arrow
corresponds to the active power and the orange arrow corresponds to the reactive power
represented in the international system (MW and Mvar), the voltages are in p.u. The
power when exiting the bus is positive and when entering the bus is negative.

Considering the capacity of line 1–3 equal to 23 MVA, in first scenario the line is
overloaded has an apparent power equal to 32.5 MVA that corresponds to about 40%
higher than line capacity. As for the losses, adding up to all the lines a total of 1.5 + j5
was obtained and the line that presented the highest amount of loss is line 1–3, 0.7 +
j2.8.
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Table 4. Power flow in lines – first scenario.

Line P (p.u.) Q (p.u.) I (p.u.)

1–2 0.14481 0.11904 0.17684

1–3 0.26978 0.18161 0.30681

2–3 0.34221 0.11122 0.35247

Fig. 7. Power flow for the first scenario.

Table 5. Current in the lines – first scenario.

Line 1–2 Line 1–3 Line 2–3

I (A) 295.32 512.37 588.62

5.2 Second Scenario

For the second scenario, by increasing the inductive reactance of the SCR-HTS from
line 1–3 from 0.29 � to 0.725 � to reduce the power flow in this line, also after four
interactions the results are obtained according to Table 6. The bus voltages for second
scenario are acceptable and within the limits set for the analysis as well.

The variation of the reactance of the SCR-HTS will imply the variation of the power
flow, the results of the quantities prove this variation by reducing the power flow in line
1–3 and increasing in line 1–2, Table 7.

In the case of the power of the line for this second scenario, it was reduced to 21
MVA which corresponds to 91% of the line capacity. As for the losses there was an
increase from 1.5 + j5 to 2 + j8.1 and this increase was compensated by the sources on
bus 1 (active power) and bus 2 (reactive power). Line 2–3 is the one with the highest
power loss, 1 + j3, as can be seen in Fig. 7. As for the currents in the rows, there was a
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Table 6. Analysis results by MATLAB – second scenario.

Table 7. Power flow in lines – second scenario.

Line P (p.u.) Q (p.u.) I (p.u.)

1–2 0.26576 0.18965 0.30801

1–3 0.15501 0.14261 0.1987

2–3 0.45789 0.16593 0.48917

Table 8. Current in the lines – second scenario.

Line 1–2 Line 1–3 Line 2–3

I (A) 514.37 331.83 816.91

reduction in line 1–3 from 512 A to about 331 A, which causes it to increase in the other
lines, Table 8. The SCR-HTS simulation in this paper was for a 60 kV transmission line.
One of the barriers to SCR-HTS development has been implementation at high voltage
levels, beyond the limits insulation, cooling system development and high complexity
and cost [20]. Still there is some research and prototypes in tests of the application of
SCR-HTS as a current limiter in 138 kV and 220 kV [21]. The highest voltage found of
the SCR-HTS as a current limiter was 500 kV in a single-phase system [21]. Therefore,
SCR-HTS has a great advantage that it can work by combining current limiter and power
flow controller (Fig. 8).

Analyzing the two scenarios one can see that the integration of the SCR-HTS limited
the power flow in line 1–3, which was overloaded. This results in a possible effect in
generation, as in a normal operation the generation in Bus 1 would have to be curtailed
(without the SCR-HTS) so that the line thermal capacity is respected. By adding the
SCR-HTS, it was possible to eliminate the overload situation, thus ensuring that there is
no need for curtailment. Assuming that the generator in bus 1 is renewable generation
(e.g. wind), is it then possible to conclude that the SCR-HTS would act as a solution
to mitigate the need for curtailment and its negative effects in power systems, which
included added operation cost (for compensation of curtailment) and environmental
impact costs (resulting in the need to produce energy from controllable sources, e.g.
thermal).
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Fig. 8. Power flow for the second scenario.

The SCR-HTS can have improved control over the impedance of the transmission
line, giving flexibility in the operation of the grid, allowing optimal management of the
power flow,managing grid congestion, and efficiently transferring power from renewable
energy sources to other areas of the grid and thus reducing the impact of market division.
In addition, in some cases, it is possible to improve the voltage regulation and stability
of the network, which helps in the reliability of the power system.

As for the superconducting part of the SCR-HTS, there has been little research on
the dynamic voltage on HTS tapes in power applications [22]. In [23] simulations were
performed to optimize the energy efficiency in relation to the dynamic voltage in a 4 mm
HTS tape with DC currents from 30 A to 60 A, AC magnetic field magnitudes from 90
mT to 360 mT and frequencies from 50 Hz to 1000 Hz.

6 Conclusions and Future Work

The results of the simulations showed that it is possible to control the power flow by
varying the inductive reactance of the line using an SCR-HTS through a continuous
current. Using a superconducting material with DC coils in the SCR can obtain large DC
magnetomotive force with a small loss compared to SCR with conventional conductors.
Through this variation of the inductive reactance of the line the SCR-HTS can be inserted
into the electrical grid for the control of power flow and current limiter in applications,
for example, in contingency cases both for the integration of renewable energy sources
as well as mitigating the market splitting. As future work is intended to develop a
new model of the SCR-HTS for power flow control based on the characteristic linked
magnetic flux (�) and current I from [13] and a newmodel based on the gyrator capacitor.
Subsequently, control the power flow with SCR - HTS in a dynamic line approach of the
transmission line based on weather conditions, for example, deterministic model IEEE
738 Standard and/or CIGRE Standard.
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Abstract. The use of renewable energy is on the rise and is expanding ever so
greatly in this modern age of technology. However, it comes with a new set of
challenges to properly integrate these renewable energy-based power plants thus
forming a virtual power plant safely and reliably into the power grid in which a
smart grid plays an effective role. The main focus of this paper is to review the
functions a modern-day smart grid plays in the integration of distributed energy
resources to the grid to form a virtual power plant including cybersecurity mea-
sures. It also addresses a basic example of the detection of a cyber-attack caused
into the grid assuming it to be manipulated by a hacker together with a novel
solution and later validated by performing simulation.

Keywords: Virtual Power Plant (VPP) · Smart Grid · Inverter · Cyber-Attack

1 Introduction

The virtual power plant (VPP) is the integration of distributed energy resources (DER)
under a single coordinated management. A VPP is an interconnected network of decen-
tralized, small-scale power generating technologies, such as solar panels, wind turbines,
energy storage systems and manageable loads that work together under the control of a
single control system. Similar to a conventional centralized power plant, the VPP may
be regulated to adapt to changes in energy demand and supply and can offer grid services
like balancing and stability. The purpose of this integration of dispersed energy resources
into a unified utility grid is to improve the energy system’s dependability, flexibility, and
efficiency [1].

Large centralized generation units were intended to bemanaged by the power system
so that real-time monitoring and control of their safe operation and dependability was
possible [2, 3]. Renewable energy sources (RES), such as solar, wind, and hydro power,
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have been growing in popularity due to their environmental benefits and decreasing costs.
However, their integration into existing power systems has presented new challenges for
control and operation [4]. The overwhelming amount of information including weather
forecasts, power demand, and supply, that operators must process in real-time and the
dependability of the power electronics-based systemsworking in parallel, as hundreds of
power converters would be simultaneously exchanging energy with the grid, is the main
obstacle to increasing the expansion of RES. In practice, it has already been observed that
generation systems powered by power converters are having an impact on the stability
and dependability of power systems due to the dynamics of the converter not matching
well with the dynamics of the grid or due to the introduction of voltage and current
harmonics into the power system [5, 6]. Even though distributed RES-based units are
currently only considered because of their modest involvement, this will change soon
due to the rapid increase in RES integration and the diminishing situation of fossil fuel
power facilities [7]. In order to balance generation and demandwhile also contributing to
the stability of power systems, utility-scale renewable power facilities must be designed
and operated in a certain method [8, 9].

Cyber-security is another important feature that must be taken into consideration for
present-day smart grids. This paper consists of cyber-attack detection along with a novel
solution by using islanding mode of operation of the VPPs when an attack takes place
in the main grid. It also deals with the contribution of modern-day smart grids in the
context of VPPs which are listed as follows:

• Transient Frequency and Voltage Stability
• Inertia Support Capability
• Power quality and stability
• Active and Reactive Power Control
• Fast frequency such as power oscillation and inertia response support, reactive power

compensation and grid-forming capability.
• Cyber-security measures associated with smart grids.

2 Relationship with Technological Innovation for Connected Cyber
Physical Spaces

The increased implementations of VPPs also comes with the challenges affiliated with
data protection, securing physical systems and information privacy. Cybercriminals can
now deliberately attack the energy sector to disrupt operations thanks to recent techno-
logical breakthroughs. Despite efforts by security researchers to reduce the dangers and
vulnerabilities, it is still difficult due to the evolution of VPPs into a cyber-physical based
system [10, 11]. This is why it is important to have technological innovation in the cyber
physical spaces to keep up with the new and unknown methods of cyber-attacks in the
energy sector. The energy sector has recently been one of the most targeted industries.
Over time, the attackers’ motives have evolved. Table 1 illustrates the increase in other
incentives, such as cyberwarfare and causing disruptions, even though money is still the
dominant driver [12].
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Table 1. Effects of Cyber-Attack.

Name of Cyber
Attack

Place Year Impact Vulnerability

BlackEnergy Ukraine
Power Grid

2014/2015 In Ukraine, a
power disruption
for a duration of 6
h occurred which
affected almost
230,000 people

Poor infrastructure,
corruption, and tensed
relations with external
countries [13]

Industroyer/Crash
Override

Ukraine
Power Grid
(North City
of Kiev)

2016 Ukraine lost 1/5 of
its electrical
capacity due to an
hour-long power
outage

Direct control of the
switches and circuit
breakers at power grid
substations using four
ICS protocols [14]

Triton Oil and Gas
Plant
Saudi Arabia

2017 The attackers
were interested in
causing an
explosion to
spread throughout
the entire plant,
but their plan was
thwarted due to a
virus flaw and
vulnerability

Malicious TriStation
protocol use by a
malware framework
to target the Triconex
Safety Instrumented
System (SIS)
controllers [15]

3 Functions of Smart Grids

A VPP is a network-based system which combines and controls numerous DERs as if
they were a single power plant. The VPP communicates with the grid operator and the
combined DER. While physical power is exchanged between DERs and the grid, the
VPP communicates with both the grid operator and the aggregated DERs as shown in
Fig. 1. Some of the functions of smart grids associated with VPPs are discussed in detail
below.

3.1 Inertia Support Capability

The VPP offers inertia support by synchronizing the parameters of grid-forming invert-
ers. Additionally, an online learning-based parameter sets method is created that allows
the VPP’s inertia to be adjusted. Constant voltage and constant frequency control (V/f
control), constant power control (PQ control) and virtual synchronous generator con-
trol (VSG control) are the three control techniques that the majority of DERs use to
function. Grid-following (GFL) inverters frequently use PQ control, which is depen-
dent on pre-determined frequency and voltage reference values. As a result, it cannot
deliver active adjustable inertia support. V/f control, which is commonly adopted in
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grid-forming (GFM) inverters, can function in a microgrid’s islanding mode but cannot
supply inertia. A possible method to reduce system inertia is VSG control, which repli-
cates the inertia and damping properties of traditional synchronous generators (SGs).
By modifying the GFM inverters’ control parameters (i.e., damping coefficient D and
the moment of inertia J) in VSG mode, the DERs’ inertia can be changed [16].

Fig. 1. Overview of VPP interactions.

3.2 Power Quality and Stability

The grid-supportive capabilities of smart grids help the system tomaintain power quality
and stability. For network managers to directly observe and control every single inverter
and DER, however, would not be feasible. VPPs and distribution energy resource man-
agement systems (DERMS) are therefore being studied in global states with high pene-
tration of renewable energy. The DERMS software organizes various DERs to achieve
local feeder-specific advantages such as optimal power flow, locational capacity relief,
and voltage and active power management [17]. The management system can send con-
trol signals to smart inverters in DERMS-type applications to control demand-flexible
DERs to assist the grid, such as discharging batteries to match the demand or halting
electric vehicle (EV) charging to reduce demand. The inverter can function as an inter-
face between the grid and the local energy asset because of its position at the point of
intersection in the power network [18].

3.3 Voltage Stability and Transient Frequency Analysis

The flow and control of energy were the main objectives of the VPP models in the
past. A dynamic VPP model must be implemented for the system transient response
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study, a model that works well for system analysis and that the Transmission System
Operator (TSO) can use to assess the effect of VPPs in the entire grid. The suggested
framework can support the transient response of the vital controllers that comprise the
distributed generators that constitute theVPP. The suggested aggregatedmodel’s validity
is confirmedbycomparisonwith a real-timedetailedElectro-MagneticTransients (EMT)
model of the VPP [19].

3.4 Reactive Power Compensation, Frequency Support and Grid-Forming
Capability

Transmission system operators (TSOs) are increasingly demanding power plants with
power converter interfaces to provide frequency support, reactive power compensation,
and grid-forming capabilities. In these plants, a substantial number of converters are
run concurrently, and each one must be properly coordinated to offer these services.
The virtual synchronous machine (VSM) control approach is frequently used for this
purpose. The number of connected converters, their size, control settings, and electrical
connections all affect how dynamically the entire plant behaves. Because of this, it is
challenging to understand how each VSM affects the plant’s response and its aggregated
dynamic characteristics [20].

3.5 Fast Frequency Support

System operators have been obliged to tighten grid rules to require renewable power
plants (RPPs) to offer fast frequency support, such as power oscillation damping and iner-
tia response, because of the growing contribution of renewables to power systems. This
can be achieved by implementing virtual synchronous power plant controller (VSPPC)
for RPPs. Since it allows for the reproduction of inertia and offers capabilities for power
oscillation damping, the VSPPC benefits the most from replicating the behavior of a
SG, particularly in the case of grid events. The primary benefit of the VSPPC is that it
avoids the need to modify the converter controllers in the plant, which are frequently
controlled as grid-following generation units.

At present, RPPs are required to offer dynamic services like power oscillation damp-
ing and inertia response in addition to traditional control services, such as voltage reg-
ulation and frequency [21–26]. One of the approaches to establish these newly required
services is to use the grid-forming power converters instead of grid-following power con-
verters, which may use a controller based on a virtual synchronous machine [27]. Each
power converter that forms a grid can function as a synchronous generator to give the
grid damping and synthetic inertia, primarily managing the current or power reference
[28, 29]. It has been shown that the implementation of a grid-forming power converter
is practical for a single power converter [30, 31]. This strategy might not be financially
viable for RPP, though, as it would be necessary to spendmore time andmoney to design
a new control system for the power converters. Moreover, the grid-forming power con-
verters’ independent parallel functioning may result in problems with power oscillation
in the plant [32].
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3.6 Active and Reactive Power Control

Distributed generation helps to improve the quality of power. Distributed generation
(DG) provides significant advantages for the enhancement of the voltage profile and
power factor in places where voltage support is challenging due to constraints on the
primary (central) power grid. Large-scale decentralized power generation unit imple-
mentation may also cause instability. This is caused by the ineffective power control of
the DG units, which also causes reactive power imbalance and fluctuations in the voltage
of the power network. These factors make operating DG sources in a regulated environ-
ment crucial. As a result, DG control paradigms have been proposed, with MicroGrid
and VPP being the two primary ones. For synchronous generators, there are currently no
control paradigms that permit independent control of the machine’s active and reactive
power output. For any network to be stable, the power balance must be maintained.
Generator instability, which can include rotor angle instability, voltage instability and
frequency instability can be brought on by an improper balance of active and reactive
power in the network [33].

4 Cybersecurity Measures in Grids

Modern day smart grids require cyber security measures due to the increasing number
of attacks by hackers. There exist different types of solutions regarding cybersecurity
measures in grids namely confidentiality, integrity, and availability [34] In this paper,
two scenarios of attacks are considered in a VPP. The first one is the attack inside the
low voltage grid or the microgrid. The cyber-physical layer of the VPP can monitor the
voltage and current in different points of the layer to detect any sudden changes due
to external manipulation and hence the system is restored back to normal operation. In
the second scenario, the cyber-attack is considered inside the main grid or high voltage
side. A novel solution is also proposed regarding this type of threat in detail by using
the islanding mode of operation and later validated by performing simulation using
MATLAB/Simulink.

4.1 A Basic Example of Determining Cyber Attack in a Micro-grid

A basic example based on Thevenin voltage closed form derivation is demonstrated in
the following Fig. 2(a). It comprises of a PV field with 616 solar panel modules coupled
in an array of seven series connections and eighty-eight parallel connections with a
combined power of 250 kW. 50 Hz is the rated frequency taken into account for the
system. In order to successfully reduce the harmonics introduced to an acceptable value
and achieve the desired power quality, the PV field is linked to a three-level, neutral
point clamping (NPC) inverter that converts DC power to AC and incorporates an LCL
filter. A distribution transformer is finally used to link the system to the grid. On the
high voltage side, a balanced three phase load rated at 250 kW (at a nominal voltage
of 25kVRMS) is connected. Mainly, in this example, an attack is introduced in the point
between the microgrid and distribution grid.
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Point of Attack

PV

PANELS

3-LEVEL

INVERTER

LCL FILTER TX.
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PDG- POINT OF DISTRIBUTION GRID
TX.- TRANSFORMER

(a)

(b)

Fig. 2. (a) Block Diagram of the Model under Study (b) An illustration of N-DEGs TVPP for the
closed form derivation of Thèvenin voltage

4.1.1 Scenario 1

One of the basic methods of identifying a cyber-attack is determining the manipulation
of the voltage and current and as a result the power at different setpoints in a transmission
line which are also known as Point of CommonCoupling (PCC). The voltage and current
in these PCCs are constantly compared with a fixed set of values in the cyber security
outer layer. If there is a drastic change in either the voltage or current and as a result,
the active power in these PCCs, it should be assumed that there is a high chance of the
system being attacked during that period.

In the given illustration of N number of DEGs Technical Virtual Power Plant (TVPP)
for the closed form derivation of Thèvenin voltage, the cybersecurity analytics system’s
methodology for identifying normal operation region serves as the foundation [35]. This
region of regular operation is used as a confirmation approach to separate malicious set-
points that the network cyber-layer requires. A cyber attacker who controls the set-points
for the VPP cyber-layer is the source of these harmful set-points. Based on a derived
one-to-one mapping between the cyber-layer generated set-points and the internal PCC
bus voltages of the network, the normal operation region is defined. Using internal PCC
bus voltage monitoring, this derived mapping is contrasted with an inverse mapping to
look for anomalies. The voltage anomaly is caused by an intrusion after the cybersecurity
analytics system notices a discrepancy between the one-to-one mapping and the inverse
mapping [35].

The system is simulated for a total of 1s by using MATLAB Simulink software as
demonstrated in Fig. 3. It is assumed that at 0.5s, the system is attacked by the hacker in
between the point of microgrid and distribution grid and as a result the voltage, current
and power values are changed from their rated values. From these manipulated values,
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(a) (b)

(c) (d)

Fig. 3. Voltage (in V) and Current (in A) waveforms in different points of microgrid, as indicated
in Fig. 2a (a) during normal condition, (b) after the attack; and Voltage (in V), Current (in A) and
Active Power (kW) waveforms of a single phase during (c) normal condition, (d) under attack.

it can be easily identified that the system is under attack by the hacker and necessary
steps must be taken to bring the system back to normal operating condition.

4.1.2 Scenario 2

In this case, it is assumed that a cyber-attack takes place in between the main grid and
the distribution grid. Often in many circumstances, a hacker has no prior knowledge
regarding the total network of VPPs across the whole transmission system. However,
the hackermay have the total information regarding themain grid. In this case, the hacker
tries to manipulate the data in the main grid system and makes the system unstable and
as a result, a blackout may occur. One of the many solutions in this scenario is to isolate
the grid from the system and use the islanding mode operation for the microgrid. In this
case, the detection takes place if the voltage changes to±15% and frequency to±0.1 Hz
[36]. In Fig. 4, a flowchart based on the algorithm can be established based on these
aforementioned conditions.
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Fig. 4. Flowchart for operating the system in islanded condition due a cyber-attack in the main
grid.

In this case in Fig. 5, the simulation results are observed for a total duration of 1s.
At 0.5s, a hacker tries to manipulate the system in the main grid location. It can be
observed that, if the main grid is not isolated from the grid connected PV based solar
power plant, the system becomes unstable and is not able to generate any active power.
However, if the grid is disconnected from the system by means of a relay, breakers and
using islanding mode of operation, it can be observed that the solar power plant is able
to supply active power into the loads and the system remains stable.
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(a) (b)

(c) (d)

Fig. 5. Voltage (in V) and Current (in A) waveforms in different points of microgrid, as indicated
in Fig. 2a (a) before islanding condition, (b) after islanding condition; and Voltage (in V), Current
(in A) and Active Power (kW) waveforms of a single phase (c) before islanding condition, (d)
after islanding condition.

5 Conclusion

This paper mainly reviewed the different functions along with cybersecurity measures
of modern-day smart grids in the context of VPPs. The importance of these functions
and the related existing challenges are assessed in different sectors of smart grids and
the possible solutions are described. Finally, a case study is performed consisting of a
grid connected PV power plant in which a basic detection of cyber-attack together with
a novel solution is demonstrated by means of simulation by considering two scenarios
of the point of attacks in a power transmission line. It can be observed that, islanding
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mode of operation of a VPP can be an effective way to supply electrical power to the
loads in a microgrid in case there is a cyber-attack in the main generation plant. In the
future work, more ways to nullify the effects of cyber-attacks will be assessed along
with the improvements of present-day solutions.
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Abstract. Biologicalisation defines the analysis of biological patterns as a source
of inspiration to model intelligent manufacturing systems. Due to their inher-
ent adaptability, these design representations are highly desirable considering the
increasing complexity of modeling current manufacturing solutions. Contributing
to the idea of self-organizing and autonomous shop floors, we present a frame-
work that aims to support the collaborative healing of manufacturing resources.
This has been inspired on the altruistic behavior of bats in which social care is
demonstrated (e.g., in bat colonies) even at the cost of individuals’ fitness/health.
These ideas are conceptually showcased in an emergent automation manufactur-
ing application, i.e., peer-to-peer energy sharing in automated guided vehicles.
Some conclusions, and potential future research are discussed at the end of the
paper.

Keywords: Biologicalisation · Self-organization · Smart Manufacturing ·
Self-healing · Artificial Intelligence · Altruism · Collective Behaviour

1 Introduction

Biologicalisation considers the use of “bio-inspired principles in intelligent manufactur-
ing applications to fulfill their full potential” [1]. The collective intelligence of biological
systems can be used as a source of inspiration to design self-organizing, self-adapting,
or self-healing mechanisms [2]. Those are key issues in the fourth industrial revolution
because of the increasing complexity in their engineering design [3]. Some cases of
application include the immune system, where immune cells are used as analogies to
define intelligent agents that perform distributed monitoring and diagnosis [4]. Stig-
mergy, where ant pheromones [5] are used as a mechanism to indirectly coordinate
control tasks, or the chemical reaction model where the self-assembly of manufacturing
modules is provided similarly to how molecules in a solution react [6].

In healing operations, this collective biological behavior can be used as a source of
inspiration to define collaborative self-repair of robots, for providing cures, for sharing
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spare parts, or even in peer-to-peer energy-sharing problems. This has been generally
elusive considering the context of biologicalisation in smart manufacturing applications.

Thus, the definition and analysis of these ideas in the form of a conceptual framework
are the general motivation of this work, where the social altruistic behavior of vampire
bats is used as ametaphor to define twobasic roles in intelligentmanufacturing resources:
Altruistic/Donor and Recipients. Those are the base to describe a collaborative healing
environment where the ultimate goal of a highly adaptable and flexible manufacturing
system can be achieved at the cost of a minor decrease in individual resource fitness. The
description of these roles is essential, especially in emergent manufacturing infrastruc-
tures e.g., shop floors with flexible transportation of tools and consumables [2, 7]. See
Fig. 1 where a basic overview of this idea is shown and applied to a peer-to-peer energy-
sharing problem under the context of the matrix production concept [8]. These ideas are
also showcased in a simulated scenario using the software NetLogo. Various conclusions
and potential future research directions are derived from these results. The next sections
of this paper are driven by the following research question (RQ) and hypothesis (H).

– RQ: How can a manufacturing framework for healing operations be implemented
while denoting autonomous and collaborative collective behavior?

– H: A framework with the preceding characteristics can be implemented if certain
properties of the reciprocal altruism of vampire bats are studied and represented as a
collective healing problem in a shop-floor.

Fig. 1. Peer-to-peer energy sharing in the matrix production concept

2 Relation to Connected Cyber-Physical Spaces

Cyber-physical spaces are defined as” engineered systems operating within physical
space with design requirements that depend on space” [9]. Due to their inherent design
complexity to generate autonomous and adaptable solutions, i.e., in the context of man-
ufacturing systems, it is necessary to consider new ways of engineering inspiration.
Solutions based on collective intelligence, where group intelligence emerges from indi-
vidual collaboration (e.g., in biological systems) are a promising line of research in
this direction. This can generate new ways of adaptability, flexibility, robustness, and
resilience for systems that aim to be highly interconnected (i.e., cyber-physical).
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3 Altruism in Vampire Bats: A Biologicalisation Concept

This section introduces the origin of the idea of altruism and reciprocal altruism and
represents the road-map, and some required technologies in order to model autonomous
collaborative healing solutions. Fig. 2 shows theoverall concepts and ideas of this section.

– Altruism and reciprocal altruism: In one of the genuinely classic articles in the subject
of altruism research, Trivers (1971) [10]made the discovery of the reciprocal altruism
hypothesis. He coined the term “altruism” to describe actions that benefit someone
other than the person acting in an altruistic manner. He uses evolutionary biology to
present concepts of costs and gains. He argued that charitable acts frequently result in
favors being returned, which can result in a gain for the initial giver. This suggests that
doing good actions in strategic networks can result in favors being returned, which
would then improve performance both on an individual level and community/social
level [11, 12].

– Reciprocal altruism in Vampire bats: In situations where there is a risk of death, such
as starvation, and it is impossible to predict which individual will be successful on
any given occasion, Trivers (1971) [10] argued that reciprocal altruism will become
an evolutionarily stable strategy but only if those who are successful in obtaining
food get more than they immediately need, and share it with a neighbor.

One of the noble examples of altruism connection has been observed in vampire
bats. These types of bats subsist by sucking the blood off cattle hides, but they
frequently go without food. They can survive without food for up to three nights
before they perish [13, 14]. Ordinary vampire bats only consume blood and die
after 70 hours of fasting, although hungry bats frequently receive food from the
regurgitation of their roost-mates. Sharing food among vampire bats is a behavior
that happens naturally, is energy-intensive, occurs between kin and non-kin, and may
be artificially induced [15]. This behavior has the potential to be a great model for
studying the enforcement of cooperation and connection in the societal and industrial
domain, as it represents a high level of collaboration, autonomy for individuals, and
successful survival especially in the crisis of sufficient supplies.

– Altruism and reciprocal altruism within the autonomous manufacturing domain: An
autonomousor self-organizedmanufacturing shop-floor refers to a system that can ful-
fill its inherent processes (handling, maintenance, control) without human assistance
(external intervention). The manufacturing needs are met by autonomous production
systems that have the ability to self-manage. Also, an intelligent architecture enables
the reuse and sharing of independent task-specific modules which can decrease the
manual engineering labor required for configuration and reconfiguration [16, 2].

Effective communication and collaboration among autonomous vehicles is one
of the key criteria in order to fulfill sustainable, self-organized, and collaborative
manufacturing, specifically in the time of need for help such as energy ran out, tool
repairs, or load sharing. Here is the area in which Altruism has innovative ideas to
offer. The intra-group cooperative behavior of reciprocal altruism guarantees that
the non-relative agents get assistance in pairs in their time of need [17]. In this way
it assures self-management and continuous collaboration within the manufacturing
resources, this happens in situations where agents have a solid and stable connection
and bond to make autonomous decision-making.
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– Technologies to support altruism and reciprocal altruism: To make manufacturing
processes autonomous, re-configurable, and flexible new technological enablers, and
computational tools are constantly being developed. Cooperative altruistic behav-
ior can be assisted by many of these technologies. Intelligent cooperative agents
can abstract specific resource awareness and allow distributed communication. Intel-
ligent manufacturing modules can be re-used and shared, providing the capacity
of reallocating in case of need. Smart perception systems and artificial intelligence
methods allow the monitoring of physical variables to have awareness of the status
of individual resources. Hardware like wireless energy chargers may allow the shar-
ing of energy consumption between different resources. Thus, the implementation
of altruistic behavior is possible within the current landscape of technologies. How-
ever, applying the altruistic model in the context of a smart manufacturing shop-floor
requires a concrete framework. This will be discussed in detail in the next section.

4 Framework to Support Altruistic Collaborative Healing

The proposed framework relies on the definition of intelligent agents capable of social
ability (communication) and autonomous decision-making. It has been inspired by previ-
ous ideas of altruistic behavior for multi-agent systems [18–20] and the context provided
of altruism in vampire bats. The main differentiator of the proposed framework is its
examination under a self-healing smart manufacturing context. Main roles and compo-
nents are defined below. In this work an agent can be considered as an entity in the
shop-floor capable of performing any manufacturing operation, e.g. transport, assembly
or machining. Fig. 3 presents an overview of the conceptual framework for collaborative
healing.

Fig. 2. Bioligalisation of a healing process based on the concept of altruism

4.1 Definition of Agents’ Roles

The framework is built under the definition of two main roles.

– Recipient agent: Entity that has or is going to have a malfunction or anomaly and
requires assistance to continue with its current task.
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– Altruistic/Donor agent: Entity that in ongoing conditions is capable of assisting a
recipient agent, either by providing a cure or by sacrificing part of its fitness while
successfully fulfilling its own task.

4.2 Definition of Main Components

The agents of the framework are built within six main functional components:

– Current task:Ongoing activity or set of activities assigned to an agent e.g. transporta-
tion, assembly, etc. An idle state denotes a momentary stop of the specific task to
help or to receive help. See Fig. 4a where a general model of a task is described.

– Health monitoring: The element in charge of continuously tracking the health status
or a type of potential failure an agent can have. If any problem or failure is identified,
an altruistic signal will be emitted looking for a candidate altruistic agent that can
provide support. Examples of monitoring units are the remaining energy of an AGV,
the remaining useful life of a tool, the inability to carry a load, etc.

– Remaining altruistic time (lead time): Time in which an agent can show altruistic
behavior. Difference between the estimated time in fulfilling a task and its due date.
It can be referred to as the lead time or the maximum allowed cycle time.

Fig. 3. Framework for collaborative healing based on altruistic behavior

– Condition-action altruistic rules: a Set of rules (behaviors) that can be performed
by an altruistic agent in order to provide healing support. These are launched once
an altruistic signal has been detected and the altruistic task’s feasibility has been
checked.As there aremany different strategies that can be applied in a healing context,
this can be treated as a multidimensional decision tree, where each dimension can
represent a topic for altruistic support, e.g., energy sharing, load sharing, spare parts
tool exchange, etc. These rules should also contemplate restrictions in the applications
of certain behaviors. See Fig. 4b where a generic model of decision tree is described.

– Interactive altruism detection: Component in charge of both perceiving altruistic
signals and emitting altruistic requests.
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– Action to be done: Main decision-making entity. It takes as input the monitoring
component, remaining altruistic time, and interactive altruistic detection to decide if
the agent’s behavior should be Recipient or Altruistic. Also, it can choose a proper
altruistic rule based on the environmental context. It is also the execution unit and
interface with the physical resources.

4.3 Execution: Activity Diagram

During the execution of the framework, various stages must be considered.
First, when an anomaly or failure is detected by the health monitoring component,

a healing request is launched to the action selection component. This will analyze the
feasibility of stopping its primary task. When stopped, a signal will be emitted asking
for an altruistic agent and with the necessary requirements for its healing.

Fig. 4. (a) Taskmodeling as a sequential process and (b) Decision treemodeling for the condition-
action rules

Agents that can perceive this request will decide whether to assist the recipient agent
based on their own capabilities i.e., remaining altruistic time, own health monitoring,
and current task. If the altruistic request is accepted, the now-called altruistic agent will
stop temporarily its current task (idle state). After that and considering the altruistic
request, a proper altruistic behavior(s) will be applied from the predefined condition-
action rules, and if needed it will approach the recipient agent. Once close enough, the
required altruistic behavior will be applied. After that, both the recipient and altruistic
agents will continue their normal tasks. Figure 5 summarizes this logic as an activity
diagram.
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5 Experimental Use Case: Distributed Peer-to-Peer Energy
Sharing for Autonomous Mobile Robots

In a shop-floor with flexible transportation mobile robots may have different tasks and
therefore different residual energy. Energy can be also restricted by the number and
location of charging stations. In extreme conditions (e.g., a rush order) running out of
energy canmean a delay or a bottleneck in production.Motivated by this and by previous
works in this field [21–24]we decide to showcase the proposed collaborative self-healing
framework in this context. Important requirements and assumptions aremade to simplify
the demonstration of this concept:

– Mobile robots can communicate with each other.
– The collaboration is driven when a specific energy threshold is reached.
– The collaboration is type reactive at this moment.
– There is a priority on sharing energy rather than coming back to a charging station.
– There is instantaneous energy transference with 100% efficiency.

Fig. 5. Execution activity of the proposed framework
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The use case consists of two mobile robots. Each of them has a particular task and
both tasks must be executed at the same time (transport material to a cell and come back
to the home position). One mobile robot has full energy, while the other lacks the energy
to complete the task. In this context, the idea is to understand the results of the proposed
framework in terms of cycle time and total energy used under 3 scenarios: (1) without
altruism, (2) with altruism, (3) with altruism, and with a restriction. In the latter case,
the restriction launches the altruistic behavior just when there is a predefined distance
between the altruistic and recipient entities.

5.1 Simulation, Results, and Discussion

Previous scenarios were implemented using the software NetLogo, commonly used to
study complex behaviors in multi-agent systems. A simple interface was designed to
visualize the interaction of the agents, energy consumption, and cycle time in units (u).
Figure 6 presents a sketch of the simulation implemented.

Fig. 6. Simulation made in Netlogo

Preliminary numerical results of the simulation (see Fig. 7a and Fig. 7b) show that
altruistic energy sharing can indeed be used as a strategy to complete a task in a case
of emergency. In this example, when altruism is not applied the mobile robot 1 cannot
autonomously finish its task (which will imply the need for extra manual work). When
the altruistic property is applied Robot 1 will be helped by Robot 2 (it will share energy).
It is important to note also that, even if altruism is applied, some restrictions are needed



A Bio-inspired and Altruistic-Based Framework 119

to improve the performance of the process (e.g., which is the optimal condition to help
another entity while maintaining a certain level of optimal conditions in the process).

In this example, the distance restriction reduced the overall consumption by 49 units
(18%) (altruist is activated just when the mobile robot 2 is close enough to the mobile
robot 2) compared to the approach that did not use the restriction. A similar result was
obtained with the cycle time (time needed for product manufacturing) i.e., 3,37 units of
time were reduced in the manufacturing of product 2 (at the cost of a slight increment
in the product 1 cycle time). Overall, we can state that these show the potential of this
concept. Altruistic collaborative healing can be very effective in emergency situations
and can promote higher levels of adaptability and flexibility. More experiments need to
be done to understand in detail its potential, possible limitations, and specific scenarios
of application.

Fig. 7. Simulation results. a) Energy consumption and b) Cycle time

6 Conclusions

The main takeaways of this paper are:

– Introduces a biologicalisation process for collaborative self-healing inspired by the
altruistic behavior of bats.

– Presents a framework that conceptualized this idea providing two main roles to the
manufacturing resources: Recipient and Altruist.

– Preliminary results of this concept are showcased using the software NetLogo in a
distributed peer-to-peer energy sharing problems with autonomous mobile robots.

Future ideas in the direction of the paper include creating an optimization component
that can provide the best altruistic rule based on the context of the problem.

Providing a cost-benefit analysis to understand the economic benefits that this idea
can provide to a real manufacturing plant. A deeper specification of some components
of the framework e.g., “monitoring component” that can be based on a machine learning
approach to predict a failure in one of the agents. The contextualization of the approach
under a human-centric design [25] is highly relevant considering initiatives like Industry
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5.0. This idea needs to be showcased in other applications e.g., load sharing and tool shar-
ing to provide a more generic representation of mutual collaboration (altruism) and also
to understand its real potential and possible limitations. Finally, this work can be placed
under the context of established control strategies e.g., Holonic manufacturing systems
or Evolvable Production Systems. This can make the framework more meaningful in
regards the machine control which can be very complex and context dependent.
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Abstract. Technology is an integral part of society and has undergone a great
deal of evolution in many different areas, like production or recreation, leading to
the emergence of heterogeneous systems. These various systems frequently need
to communicate and interact with one another to fully utilize their capabilities and
resources, aiming to be as efficient as possible. One such method is the message
broker, a useful tool for facilitating communication between multiple and het-
erogeneous systems. However, message brokers often have a complicated initial
setup, besides the necessity of accessing several systems to configure parameters
and the lack of automation tools to facilitate it. The proposed solution is creating
a tool that can be instantiated on different machines and can control the deploy-
ment, configuration, and usage of the message broker, regardless of which one.
The results are promising, facilitating data collection from industrial robots and
the connection between two different message brokers.

Keywords: Cyber-Physical System · Data Extraction · Interoperability · Kafka ·
Message Broker ·MQTT · Reconfigurable

1 Introduction

In our current day we are surrounded by a multitude of devices that frequently connect
to a network, sending several different resources and acting upon the real world through
the information received from the network. The fusion of the physical and cyber worlds
enables real-time reading and acting upon the physical aspects utilizing the computing
and communication power of the cyber aspects. A system capable of using both aspects
was given the name of Cyber-Physical Systems (CPS) [1, 2].

However, for some complex infrastructures, a single CPS is insufficient, and a net-
work of CPS is required. This can be true for smart buildings, industry-complex systems,
smart cities, among others, where increasingly technological systems are deployed and
frequently need to communicate with one another, with CPS being a common exam-
ple. Being a software-intensive system, the CPS presents dynamic properties that can
bring new challenges or exacerbate already existing ones, such as security, safety, and
reliability [3].
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A common method of communication between several heterogeneous software, that
are often present in CPS, are the message brokers. as they provide fundamental char-
acteristics, such as scalability, easy communication between heterogenous devices, and
availability, just to name a few [4]. However, different message brokers often have dif-
ferent characteristics, and some are more suited for certain tasks than others (such as
latency, maximum size of message allowed, security protocols, or built-in gateways) [5,
6].

As such the question arrives: “How to create an environment capable of deploying
and reconfiguring message brokers for data extraction in an Industrial environment?”.

The hypotheses for answering the research question arises as: “Creating a framework
capable of automatically and remotely deploy, connect and reconfigure differentmessage
brokers for data extraction in Industrial environments”.

The proposed solution, therefore, creates a framework capable of handling the con-
cerns of the CPS through the deployment, reconfiguration, and connection of any kind
of message broker capable of communicating with the tools. For the implementation of
the framework, a Java programming tool comprised of clients and a server, where the
clients are deployed on the same machine as the message broker and the master can be
deployed on any computer as long as the communication between the master and the
clients exists.

The paper is, therefore, divided in: chapter two where the related work is introduced,
focused on the communication of CPS. Chapter three where the framework is presented.
Chapter four where the tool developed is explained as well as the demonstration case
studies. The results are presented and discussed in chapter five. Finally, chapter six
contains a conclusion as well as future work.

2 Related Work

As the Internet of Things (IoT) grows in popularity, the CPS is the natural follower
as it allows the integration of different physical (such as sensing and actuation) and
cyber processes (such as processing and communication). In such a case, a method of
communication is required so that IoT devices can communicate with cyberspace [7].
As a result, a CPS can be described by a set of characteristics that allow it to operate
and abide by its definition. This set of characteristics is composed of [8]:

• Autonomy – CPS are capable of learning on their own and adjusting to their sur-
roundings, and it is the autonomy of the system that makes this possible. The capacity
of the system to recover from failures or to adapt to given conditions are all examples
of the autonomy of a given system and, consequently, of CPS.

• Decentralization - The CPS should be a self-contained system that works with
autonomy and independence from all the other processes.

• Heterogeneity – CPS should be able to integrate multiple systems as well as meet
standards for communication and information exchange. This may include different
devices, such as robots, sensors, actuators, production cells, among others.

• Integration – This is a fundamental component of the CPS, as it by definition, allows
the integration between the physical and the cyber worlds, expanding the capabilities
of both.
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• Interconnection – CPS is a synthesis of physical and cyber elements linked by wired
and wireless networks with the objective of constructing intelligence. This makes the
interconnection of these different elements essential to achieve the goal.

• Interoperability – Interoperability consists of the connection, operation, and commu-
nication between the different devices of the CPS, allowing the exchange of relevant
data between all the components.

• Modularity – CPS are composed of modules that collaborate to adapt to changes, be
they in consumer needs, product specifications, or supply chain issues, among other
things.

The CPS can, therefore, be divided into three layers that together provide the char-
acteristics mentioned above. These layers are: the physical layer, the network layer, and
the application layer, which ultimately comprise the physical and cyber space. The Fig. 1
shows the architecture of a CPS making division between the cyber and physical space
as well as each layer providing some examples of each one.

Fig. 1. Architecture of a cyber-physical system. Adapted from [1]

The physical layer is responsible for all the physical infrastructures as well as all the
IoT andmachinery, such as sensors and actuators. The network layer is responsible for the
communication and can have physical elements such as routers and gateways and cyber
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elements such as communication protocols and technologies. Lastly, the application
layer is where all the intelligent systems, such as scheduling software, databases, and
monitoring software are deployed.

To be able to satisfy all the previously mentioned characteristics, a CPS needs to
be able to communicate between all their different devices and applications. There are
numerous communication methods that can be used for communicating between hetero-
geneous devices over the Intranet and Internet. This can be done with the ICE (Internet
Communication Engine), REST, AMQP, MQTT, JMS, among others [7, 9].

MQTT, as Message Queue Telemetry Transport is a publish-subscribe protocol able
to receive and send data between multiple publishers and subscribers. TheMQTT proto-
col, created by IBM, quickly gained popularity as a many-to-many communication tool,
and the necessity for quick and distributed communication is an essential component for
IoT systems. As a result, systems that heavily rely on IoT can use MQTT as a useful tool
for enabling them, either alone or in conjunction with other technologies, making it ideal
for numerous CPS that work with IoT devices [10]. However, the usage of this protocol
should not be used exclusively for IoT systems as work was made with agents regarding
the usage of this technology for communication [11, 12]. The message broker is also,
often chosen for communication in fog computing it highlights their communication
and load balance characteristics [13, 14] and can also be integrated with other important
communication protocols, such Open Platform Communications Unified Architecture
(OPC UA) [15]. In [16] the authors also use the MQTT message broker approach to
handle the security of the transmitted data, making it resilient to cyberattacks.

A message broker is often a tool chosen to act as a publish-subscribe enabler, utiliz-
ing the MQTT protocol, among others. There are numerous message brokers available,
each of which is unique and specialized in a specific area [14, 17]. As demonstrated,
this approach has been largely used and has many benefits for the current CPS archi-
tectures. However, a study of the usage and deployment of several message brokers in
the same CPS in order to harvest the best characteristics of each message broker, or
even an infrastructure of message brokers that allows the multiple CPS to utilize the best
characteristics of each message broker to communicate between several components on
a CPS, has yet to be made.

3 Proposed Framework

As previously mentioned, different CPS have different characteristics and requisites
based on several factors, such as, how many and what type of devices are meant to
communicate, number of data extracted and processed, among others. As such, the
usage of different message brokers, that have different characteristics, in a given CPS
can be the correct decision in order to save resources and make the process modular.
With the deployment of several message broker, their configuration, deployment, and
reconfiguration become critical factors that can be an arduous job given the different
technologies and methods used for each message broker.

The proposed framework focuses on being able to change automatically and
remotely, different aspects of the message brokers used to extract data from the physical
elements (Fig. 2).
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In the proposed framework, three different message brokers are deployed, this can be
seen in practice as different work machines in a given CPS, with different characteristics
and requirements that need to be complied with. The message brokers are deployed
along with a client tool. This client tool is responsible for all the interactions with the
message broker regarding different kinds of actions, such as, configuration, deployment,
reconfiguration, and termination.All the client tools regarding eachCPS should therefore
only be accessible by onemaster tool, which is responsible for giving orders to each client
tool to execute each action. This approach can be interpreted as a master tool dictating
what should happen for eachmessage broker, while the client tool runs different methods
depending on what the master dictates.

The framework can therefore be useful to different degrees, such as load balancing,
interconnection or sharing of different information betweenmessage brokers, the remote
changing of configurations, or even the automatic redeployment of several instances from
a unique point.

Finally, it is important to draw attention to the usage of different message brokers
in different contexts, which is essential for the correct use of the framework. A simple
example can be the usage of low-resource-intensive message brokers, only focused on
data extraction on the shop floor (being Broker A and Broker B of Fig. 2), and a message
broker with high throughput and scalability (Broker C of Fig. 2). This represents the
flexibility of the framework and allows the usage of the best characteristics of each
message broker, while the client tool seamlessly interconnects all the message brokers,
creating an automatic and continuous flow of data.

Fig. 2. Proposed Framework
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4 Demonstration Scenarios

In this chapter, a master-client tool proposed in the framework is presented, along with
two demonstration scenarios. The two demonstration scenarios have different objectives,
the first one exemplifies how this connection can and should be done regarding master-
client communication and hierarchy, as well as demonstrating in a real-world scenario
how all the systems interact. The second demonstration scenario revolves around a
deployment and load test of the MQTTMosquitto software, to accurately see the impact
of such a tool on the message broker.

4.1 Master-Client Tool

The master-client tool for the demonstration scenario is made in the Java programming
language. The principal reasons for choosing such a language are that Java is one of the
most popular languages in the world and can run on most operating systems without the
need of changing any code, known as “write once, run anywhere”. Both of these reasons
allow for the facilitation of the execution of the proposed framework, as the client can
be instantiated on almost any machine and the libraries are written in Java, a common
programming language.

The tool is made to allow a certain degree of modularity, this means that the user only
needs to install the libraries for the specificmessagebroker that theywant to communicate
with in both the client and the master. This allows for the saving of resources on less
capable machines and allows the user to customize the library and the tool. The libraries
have five main methods:

• Start – Where the desired message broker, referring to the library in question, is
deployed with the previous or predefined configurations.

• Connect – Used for automatically connecting both equal and different types of
message brokers.

• Config – Where the configuration of the given message broker should be passed on.
• Stop – This method stops all the processes of the given message broker.
• Restart – This is a method simply for more convenience where the Stop and Start

methods are combined, for a more straightforward approach.

As previously stated, the tool is made up of a client and a master (Fig. 3). Even
though the client has an interface and can run simple commands, this is not necessary,
as all actions are made through the master. The master, however, has different and useful
tools. It can deploy the message broker, and create topics for each specific one, view all
the tool’s deployed message brokers, and connect two different message brokers.

The tool communicates between the master and the client with HTTP Post and Get.
The master communicates with the client by the same IP as the message broker meant
to be created. It assumes that if a broker is meant to be deployed by the tool, the client
is already operational on the target machine.
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Fig. 3. Client (left) and Master (right) tool.

4.2 Demonstration Scenario: CPS Example

The first demonstration scenario simulates a system where the position of an ABB
IRB 120 robot and the energetic consumption of such robot are sent to two different
message brokers that are then able to automatically connect and exchange information
(Fig. 4). The position of the robot is processed in the Robot Operating System (ROS)
and then published on another machine where a Mosquitto message broker is running.
In terms of energy consumption, a sensor is linked to a Raspberry Pi, which publishes
the data to a Kafka message broker (Fig. 5). The usage of the Kafka message broker
is also to demonstrate that powerful event streaming/message broker platforms can be
used with this approach, providing a robust and complete integration for data collection
corresponding to the necessity of each CPS.

Fig. 4. Example of the utilization of the framework in a CPS
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A) B)

C)

Fig. 5. Hardware used for demonstration. A) ABB IRB 120 Robot. B) Power monitoring Shelly.
C) Rasberry PI

It is important to notice that the tool was able to deploy and correctly configure the
message brokers so that the other systems can communicate and pass information to
the respective brokers. This configuration is all done remotely, with the introduction
of the parameters via the graphical interface. The developed system can be further
optimized and automated to meet the needs of the user, the company, or the industrial
complex. Finally, both the message brokers were connected by the master tool order
in the connection tab. This connection allows Mosquitto to send data about the robot’s
location directly to the Kafka message broker, bypassing the need for any intermediary
software.

In summary, the best characteristics of each message broker were made possible:
mosquito for data extraction and Kafka for aggregating and storing the information
directly in a database. This was also done without any need to know how to deploy and
connect the message brokers, as the client/master tool was used.
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4.3 Demonstration Scenario: Deployment and Load Tests

For the second demonstration, two tests were made. The first test deploys a Mosquitto
message broker without using the tool and tries to publish a small message (<1 Kb),
when it succeeds, the time is recorded, and the broker is terminated. This test is made
fifty times. After these, two more deployments were made using the tool and using
the same test methodology, one via wireless network and the second via cable network
(Table 1). This test allows to see how much time both approaches (deploying manually
and deploying by the tool) take. Keeping in mind that deploying through the tool has
a natural increased delay caused by the network connectivity. Nonetheless, these tests
are a reasonable indicator to see if the tool can deploy the message broker remotely in
a reasonable time frame.

Table 1. Deployment test of Mosquitto message broker

Type of test Max
delay(ms)

Minimum
delay(ms)

Average (ms) Standard
Deviation
(ms)

Number of
Testes

Local 27 22 23,94 1,06 50

Tool +
wireless

417 67 89,09 48,35 50

Tool +
cable

88 78 80,07 2,49 50

Despite the increase of the average deploy time by around three-fold in both tests,
this can be explained almost entirely by the internet connection of both the sending of
the order by the master tool and the publishing of the first message. Comparing the
maximum and minimum values, is possible to see how much a connection can affect
the time, especially in wireless communication. For comparison, if 5ms are added in the
deployment in the local machine for each communication transaction (send the deploy
message, receive acknowledge, send publish message, receive acknowledge) it already
increases the time by almost two-fold. Regarding this delay, it is still an acceptable time
for the deployment of the message broker considering the remote capability. This can
also be further justified, considering that this is a task done onlywhen some configuration
or problem emerges and not recurrently. Finally, for an easier visualization of the data
three graphs of each test were made (Fig. 6).

The second demonstration test was a load capacity test, in which several messages
(100,200,300,400 and 500) with reduced size (<1 Kb), were sent to several Mosquitto
brokers (1,5,10,25,50 and 100) running on the same machine. The messages were sent
at the same time or as close as it was possible. The ratio of message to broker was always
one-to-one, but the total number of messages and the total number of brokers vary. Once
again, the tests were made wirelessly and by cable (Fig. 7).
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In the load test, it is possible to see the great influence that a wireless system has over
the average message time. The messages and time of response are small, and as such,
the noise of a wireless network has a great influence on the readings, making the graph
at the bottom of Fig. 7 have too much delay due to network connectivity to be able to
take the load test information. Nevertheless, it serves as a demonstration as why these
systems should run on cable environment instead of a wireless one.

The top graph of Fig. 7 shows an interesting characteristic, the number of message
brokers can have less influence on the average time than the quantity of messages, but as
we increase the number of brokers, this impact becomes less and less noticeable, as the
difference between one broker and five brokers is almost the same as the difference from
fifty brokers to a hundred brokers. Is possible to see that for the lower number of brokers
(1 to 5) the average time of message grows with the deployment of more brokers and
the sending of more messages. On the other hand, from the range of 10 to 50 message
brokers, some particularities occur, as the deployment of 10 message brokers has worse
impact then the 25 or even 50 message brokers. This can indicate that in some instances,
a larger deployment of message brokers does not always correlate to a linear worsening
of performance. This is, however, still too early to say as more tests should be conducted.

Fig. 6. Load test of Mosquitto message broker, by cable (top) and wireless (bottom)
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Fig. 7. Deploy tests in a) local without tool, b) with tool remote by wireless, and c) with tool
remote by cable.

5 Conclusion

The work presented in this paper proposes a framework that facilitates the deployment,
configuration, and connection of message brokers in a CPS, focusing particularly on
industrial complex environments. The framework allows for the development of tools
capable of incorporating tools either from other users or custom-made tools that facilitate
all the configurations needed for the correct utilization of a message broker.

Two demonstration scenarios were presented, the first one regarding an exemplar
integration in a CPS industrial environment. A tool programmed in Java was made in
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order not only to prove the concept but also to serve as a guideline for how to correctly
instantiate the tools that would be responsible for all the actions regarding the message
brokers. The demonstration also serves as a guide for how to make the programmodular
so that different libraries with the same standards from different users can be integrated.

The second demonstration scenario shows that despite the slowdown in the deploy-
ment of the message broker, this mostly relates to the delays in the network that now
play an important role. Despite this, the time that it took still didn’t reach a quarter of a
second and was deemed acceptable as the time it took to launch the message broker by
the tool. In this second demonstration, there were also some load tests that correlated
the number of messages and the number of brokers deployed with the time of sending a
message. The wireless results of such a study were deemed not useful because the delays
in the network overlapped any attempt to interpret such data. Regarding the cable data,
it revealed some intriguing results, as the delay caused by broker deployment does not
appear to be linear, implying that more brokers deployed have less impact. If this proves
true, it can be a useful conclusion for some particular cases, which would benefit from
having more brokers given a particular number of messages. Nevertheless, this needs
further study, as the test presented does not have enough validation to make a claim, but
it is an interesting subject to be studied in future work.

Overall, a framework is presented, capable of extracting the best of each message
broker’s technologies. However, this approach always has the limitation of utilizing
a message broker and consequently the connection of each, which is limited by the
advantages and disadvantages of each message broker. The load tests also show that
maybe what the authors thought is the best way to use a message broker is not always
true. The deployment of several brokers and load balancing between them could be a
useful technique although needs further and more intensive testing.

For future work, it is important to test the framework in a real industrial setting and
even other environments, as it can be generalized for other use cases. It is important to
also make the load and deployment tests with larger messages to see what impact it has
and how it differs from the results gathered in this study. Also, to utilize other message
brokers, as it can be interesting to see the impact of for example RabitMQ, HiveMQ or
even an event streaming like Kafka.
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Abstract. The ability of Convolutional Neural Networks (CNNs) to learn from
vast amounts of data and improve accuracy over time makes them an attractive
solution for many industrial problems. In the context of Future Assembly Systems
such as Line-Less Mobile Assembly Systems, CNNs can be used to monitor
the networked system of mobile robots, human operators, and other movable
objects that assemble products in flexible environment configurations. This paper
explores the use of a simulated industrial environment to autonomously generate
training data for object detection, tracking, and segmentation CNNs. The goal is
to adapt state-of-the-art CNN solutions to specific industry use cases, where real
data annotation can be time-consuming and expensive. The developed algorithm
efficiently generates new random image data, allowing accurate object detection,
tracking, and segmentation in dynamic industrial scenarios. The results show the
effectiveness of this approach in improving the testing of CNNs for industrial
applications.

Keywords: Synthetic Data Generation · Convolutional Neural Networks ·
Object Tracking · Segmentation · Dynamic Industrial Environments

1 Introduction

Convolutional Neural Networks (CNNs) have proven to be a promising solution for
various industrial and robotic problems [1–7]. However, training CNNs requires a large
and diverse dataset of labeled images, which can be time-consuming and expensive to
annotate manually. To address this issue, simulation-based data generation has emerged
as a promising solution, where synthetic data can be used to train CNNs for object
detection, tracking, and segmentation tasks [2–4].

In future assembly systems, flexibility is increasingly desired. Future factories may
be organically configured by spatio-temporal workstations as in the Line-less Mobile
Assembly System (LMAS) [8]. Although the high complexity of such system, it is a
closed-world environment domain, meaning that all movable instances are known in the
production process. In such dynamic environments, a surveillance camera could aid in
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the monitoring of the networked system of mobile robots, human operators, and other
movable objects that assemble products in flexible environment configurations.

In this paper, we investigate the following research question: Is it possible to use
only synthetic labeled data to train object tracking and segmentation CNNs in a flexible
industrial environment and surveillance camera domain? Our hypothesis is that adapting
available robotic simulators and state-of-the-art algorithms for navigation and robotic
arm manipulation, it is possible to generate large datasets on the source simulation
domain similar to the real-world target domain without the real data labeling costs.

Our approach aims to adapt state-of-the-art CNN solutions to a specific industry use
case, where real data annotation can be a bottleneck. The innovation achieved is the
creation of an algorithm that uses a 2DMask grid map to spawn and control the moving
instances inside the camera field-of-view, assuring the long-term balance of the dataset
classes. The developed algorithm efficiently generates new random image data, allowing
accurate object detection and instance segmentation in dynamic industrial scenarios.
Specifically, we use the generated dataset to train two networks: Fast RCNN for object
detection and Mask RCNN for instance segmentation. We evaluate the performance of
the trained models on a validation dataset and test the models on unlabeled images,
demonstrating the effectiveness of our approach in generating synthetic labeled data in
this domain.

2 Relation to Connected Cyber-Physical Spaces

The subject of this research is “Cooperative SLAM in dynamic industrial environments”,
which we divided in three steps: First, we use a CNN to infer the segmentation of all
movable instances in an image. Second, we use the segmented image to transform a
depth image in an 2D grid map so the robots can use it to plan paths and navigate.
Third, we deal with the data association problem on merging maps from multiple input
sources. This paper covers the first step of the PhD research and is directly related to the
conference theme of Technological Innovation for Connected Cyber Physical Spaces.

The development of connected cyber-physical spaces has enabled the integration
of various machines, robots, and humans to work together seamlessly, increasing the
efficiency and productivity of industrial processes. However, this integration requires
advanced monitoring and control systems that can handle the complexity of these
interconnected systems [9].

Convolutional Neural Networks (CNNs) have emerged as a powerful tool for mon-
itoring and controlling these systems, leveraging vast amounts of data to improve their
accuracy over time [4, 5]. Our proposed algorithm provides a cost-effective solution
for training CNNs and overcoming the challenges associated with real data annotation.
The ability to autonomously generate new random image data that accurately represents
dynamic industrial scenarios is an advancement in this field, providing researchers and
practitioners with a tool to train and test CNNs efficiently.

In the context of smart manufacturing, synthetic data can be used to improve the
accuracy and efficiency of machine learning algorithms for a range of applications,
including object detection, tracking, and segmentation in industrial environments [3, 4,
6]. By using synthetic data, researchers can simulate a variety of scenarios that might
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be difficult or expensive to replicate in the real world, such as rare events, unusual
environmental conditions, or equipment failure.

In conclusion, this paper represents a significant contribution to the conference
theme of Technological Innovation for Connected Cyber Physical Spaces. The pro-
posed simulation-based data generation approach addresses the challenges associated
with monitoring and controlling the behavior of complex interconnected systems and
leverages the power of CNNs to improve efficiency and productivity in future assembly
systems. This research represents an important step towards the development of advanced
monitoring and control systems that can handle the complexity of these interconnected
systems.

3 Related Literature

Convolutional Neural Networks (CNNs) are currently the leading approach for object
detection, but they often require lengthy training periods. In the context of rapid pro-
totyping production, such as in Smart Manufacturing, the time required to train these
networks can exceed the turnaround time required for production. In some cases, this
can result in the robot being unable to pick up produced objects before the network has
completed training, bringing the entire workflow to a halt. Although there are techniques
to accelerate the training of neural networks, the acquisition and labeling of datasets can
still add significant delays. Therefore, for workflows with smaller batch sizes, training
a robot to detect objects may be infeasible due to these temporal constraints [5].

Object detection and segmentation are two related tasks in computer vision that
involve identifying and locating objects within an image or video. Object detection
typically involves identifying objects within an image and localizing them by drawing
bounding boxes around them. In contrast, object segmentation goes further by accurately
delineating the boundaries of objects, allowing for more precise and detailed informa-
tion about their shape and position. Both tasks have numerous practical applications,
including autonomous driving, medical imaging, robotics, and more. Recent advances
in deep learning, particularly with Convolutional Neural Networks (CNNs), have led
to significant improvements in the performance of object detection and segmentation
models, making them a powerful tool for a wide range of computer vision applications.
Over the years, techniques like Region Proposal Networks (RPNs) have improved the
accuracy and efficiency of object detection models and resulting in popular models like
Mask R-CNN [10], which is an instance segmentation CNN that adds a branch for
predicting an object mask in parallel with the existing branch for bounding box recog-
nition. For object detection it uses Faster R-CNN [11] as RPN which shares full-image
convolutional features with the detection network.

More recently, other models have achieved state-of-the-art in popular benchmark
datasets. For object detection, one state-of-the-art network example is YOLOv7 [12],
the authors designed several trainable bag-of-freebies methods, so that real-time object
detection can greatly improve the detection accuracy without increasing the inference
cost and the results show that their model surpasses all known object detectors in both
speed and accuracy in the range from 5 FPS to 160 FPS and has the highest accuracy
56.8% AP among all known real-time object detectors with 30 FPS or higher on GPU
V100.



138 D. G. Schneider and M. R. Stemmer

For semantic segmentation tasks, other currently relevant network is DeepLabv3+
[13], the authors combined methods of former networks that are able to encode multi-
scale contextual information by probing the incoming features with filters or pool-
ing operations at multiple rates and multiple effective fields-of-view, while the latter
networks can capture sharper object boundaries by gradually recovering the spatial
information.

While benchmark image datasets have been instrumental in advancing the field of
computer vision, there are significant differences between these datasets and industrial
applications that must be considered. Most benchmark datasets, such as CIFAR-10 [14],
ImageNet [15], and COCO [16], contain a wide variety of images depicting everyday
objects in static settings. In contrast, industrial applications involve complex environ-
ments with movable objects, dynamic lighting conditions, and a wide variety of robots
and different scenarios that are difficult to capture in a single dataset.

Regarding the use of synthetic data in training, the authors of [6] developed an
automated synthetic data generation pipeline to produce large-scale photo-realistic data
with precise annotations, and then formulate an instance segmentation network for object
recognition and a 6D pose estimation network for localization. On top of this pipeline,
they presented a generic and robust sim-to-real deep-learning-based framework, namely
S2R-Pick, for fast and accurate object recognition and localization in industrial robotic
bin picking.

The emergence of the digital twin concept and the rise of robotics, driven by the
last industrial revolutions and digital transformation, have created a need for updating
virtual representations to facilitate appropriate decision-making by system operators.
Multi-robot perception capabilities provide an opportunity to enhance object recog-
nition and robot environmental understanding by combining individual observations.
However, identifying the most informative camera poses, which play a crucial role in
object recognition, is challenging due to the viewing angle dependency.

To address this, the authors of [7] propose a smart view selection approach that
maximizes object recognition by determining the most relevant camera poses and the
number of informative views. A clustering-based approach on a synthetic view dataset
of traditional industrial objects is employed to maximize inter-class distance and mini-
mize intra-class distance. The promising results, presented in terms of F1-score metric,
demonstrate the effectiveness of this approach.

The authors of [4] discuss the utilization of Region-based Convolutional Neural
Network (CNN) models trained on synthetic images generated from CAD models for
part handling applications. The study outlines the development of an automated syn-
thetic data generation process and the training of two CNN models aimed at detecting
and distinguishing between similar-looking car components. The performance of these
models was evaluated using real images, and the results demonstrate the potential for
this approach to be applied to detect various parts in complex backgrounds. The use of
synthetic images for CNN training also provides a streamlined process for generating a
detector. The conclusion is that generating pictures and training a neural network was
overall successful, still, for the high standards of industrial robotics rigorous testing has
to be further performed.
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Regarding autonomous vehicles, [17] address the problem of class-agnostic instance
segmentation. Given the challenging task of providing enough labeled data to cover all
possible semantic classes that can appear in an outdoor urban scenario. In the other hand,
since we are dealing with a closed-world scenario in this paper, we expect all objects in
the production system to be known.

For robotic operations such as bin picking or pick-and-place, explored by [2–4, 6],
it is usual to have a training image with the objects positioned randomly, sometimes
occluded or upside-down. In our case, as the goal is to track and segment mobile robots,
humans and other movable objects, it is not interesting to have upside-down instances
in the training data since it does not represent the normal operation target domain.

There are several robotic simulators available. [18] show an extended comparison
betweenUnity3D, V-Rep andGazebo, pointing that both V-Rep andGazebo are easier to
integratewithROS.With respect to annotation camera sensors,we found three simulators
that have it implemented: Gazebo (since version Fortress) [19], CARLA [20] and Nvidia
Isaac Sim [21].We decided on using Gazebo as it is fully open-source and it seems easier
to integrate with ROS2.

4 Method

As the problem formulation, training CNNs lies in the need for large amounts of anno-
tated images arising for each and every new part. In industrial environments there rarely
are annotated images of the desired part available, however, construction data in the form
of 3D CAD models is almost always available.

The objective of our algorithm is to use meshes information of industrial movable
objects, robots and humans to generate large amounts of annotated images for object
detection and instance, semantic or panoptic segmentation. While generating data, the
goal is to simulate a real industrial navigation scenario and not just placing and dropping
models on the environment.

4.1 Software Tools

Our algorithm relies on the Gazebo Simulator (version Garden) [19]. Gazebo is an
open-source robotic simulation environment developed by the Open Source Robotics
Foundation (OSRF). It provides a platform for researchers and developers to test and
evaluate robotic systems in a virtual environment, allowing for faster and more cost-
effective development. The simulator includes a physics engine, sensor simulation,
and support for various robotic platforms and driving mechanisms, making it a pop-
ular choice for a wide range of applications, including robotics, computer vision, and
artificial intelligence. The simulator has been used in various research studies, includ-
ing the development of autonomous robots, navigation systems, and object recognition
algorithms.

With the model mashes, it is possible to make a description file with visual, collision
and inertial information and add different types of sensors and actuators to use the model
in Gazebo. Since the previous version (Fortress), there is a bounding box camera sensor
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and a segmentation camera sensor that can be used to save annotated images from the
simulator, which fits perfectly our purpose.

Moreover, we used the Robot Operating System 2 (version Humble) [22] framework
to autonomously navigate the robots and humans in the simulation environment. The
Nav2 stack [23] was used for navigation and Moveit2 [24] to control 5 Degrees-of-
Freedom (DoF) and 6 DoF robotic arms.

4.2 Data Generation Pipeline

A set of open source online available model meshes were adapted to develop and test the
algorithm. Since we used a generic code to navigate and control different models, the
models were adapted to have generic joints, transform frames and sensors with the same
name. More specifically, 8 different human meshes with walking animations, 8 different
object meshes, and 7 different robot meshes were used and are shown in Fig. 1 with
the industrial background. For each model, a description file for Gazebo was created
with optimized LiDAR sensor and differential or mecanum-wheeled driving systems
for the robots. The created models were added to a table with specific parameters to be
used in our algorithm. The parameters are shown in Table 1. Those parameters are used
to correctly spawn and control the models, label them with their class id and store the
number of times this model was already used by the algorithm.

Fig. 1. Every model used for the data generation. Robots on the left side, actors on the middle
and movable objects on the right side.

Table 1. Table with configured model parameters with one robot example

Name Type Radius Mode has_arm n_uses class_id

Pioneer3DX robot 0.3 differential False 0 10

A configuration file is also needed to setup the algorithm with parameters like max-
imum simulator iterations per run and maximum number of each model class to spawn.
All launch configuration parameters are shown in Table 2.
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Table 2. Launch parameters description table.

Parameter Description

models_df_path Absolute path for models table

model_resouce_path Absolute path for Gazebo model files

launch_config_path Absolute path for data generation configuration files

instance_seg Loads instance segmentation camera sensor

semantic_seg Loads semantic segmentation camera sensor

bb2d_vis Loads 2D visible bounding boxes camera sensor

bb2d_full Loads 2D full bounding boxes camera sensor

bb3d Loads 3D bounding boxes camera sensor

save_depth Loads depth camera sensor

save_path Path for saving current generated data

camera_pitch Camera sensor pitch angle

n_max_r Maximum number of robots to spawn in each iteration

n_max_a Maximum number of actors to spawn in each iteration

n_max_o Maximum number of objects to spawn in each iteration

sim_iterations_per_run Number of simulator iterations for each launcher run (1 iteration =
0.001 s)

Once models and parameters are configured, the full algorithm can be run in one
command line in the terminal.

Simplified Pseudo-Algorithm

GenerateRandomCameraPose()
RestrictionAreaMask(camera_pose)
models_array[] = SelectSpawnModels(n_max_r,n_max_a,n_max_o)
For (model in models_array[]) do:

GenerateRandomValidPose()
Spawn(model)

EndFor
GenerateRandomPoseGoals()
GenerateRandomJointPositions()
For (i = 1 to sim_iterations_per_run) do:

Run()
SaveData()

EndFor
Update(n_uses)
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The first function generates a random pose for the camera sensor using the fixed
pitch angle defined in the configuration file. The RestrictionAreaMask function creates
a binary mask based on the camera pose and its horizontal field of view to restrict the
area which the models will spawn and navigate to be inside the camera reach, the mask is
applied on top of the empty environment 2D occupancy gridmap. An example restriction
map generated is show in Fig. 2. Note that the mask has a trapezoidal form that limits the
minimum andmaximum distance from camera to models by a defined constant, assuring
that models will not be too close or too far from the camera during runtime.

Fig. 2. Example ofRestrictionMask.Blue dot represents camera 2Dposition, red circle represents
an invalid generated position for a model and green circle represents a valid generated position
for the same model.

Next, the algorithm randomly selects among the less used models, spawns each of
them on valid positions using each model radius to assert that they will not spawn on top
of each other by marking the occupied area on the restriction mask. Then random joint
positions are generated to control the robotic arms and random goal poses for navigation.
Finally, the simulator runs for the specified number of iterations saving data and when
it is done the number of uses for each model is incremented in the table.

5 Experimental Results and Analysis

Using the proposed algorithm, two datasets were generated composed of 3 category
high-level classes annotated (robot, person, object). The first dataset has 5025 images
and was used to train a Faster R-CNN model for object detection whereas the second
has 2613 images used on Mask R-CNN training.

For training, evaluating and testingwe usedDetectron2 [25], a next generation library
that provides state-of-the-art detection and segmentation algorithms. It is the successor of
Detectron and maskrcnn-benchmark. It supports a number of computer vision research
projects and production applications in Facebook. Some of the available models are
Mask R-CNN, Faster R-CNN and DeepLabv3+. The training step was done following
the guidelines on Detectron2 Beginner’s Tutorial, which does not use a validation set on
training, thus it does not fine-tune the hyper-parameters.
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5.1 Faster R-CNN

The first dataset was split into 90% for training and 10% for testing. Faster R-CNNmodel
with ResNet-50 and Group Normalization backbone was used with pre-trained weights
obtained with COCO 2017 dataset. The model was trained for 10000 iterations, the
total_loss graph and an inference on a test image are shown in Figs. 3 and 4, respectively.
Table 3 shows the evaluation using the test dataset.

Fig. 3. Graphic of total loss x iterations on
Faster R-CNN training.

Person 100%Person 100%
Robot
100%

Robot 100%

Object 100%

Object 100%

Fig. 4. Inference of Faster R-CNN on testing
image.

Table 3. Table with COCO evaluation metrics using the test dataset.

AP AP50 AP75 APS APm APl

0.521 0.735 0.529 2.649 0.628 0.526

5.2 Mask R-CNN

The second dataset was also split into 90% for training and 10% for testing. Previous
Faster R-CNN model was used as a backbone with pre-trained weights obtained with
COCO 2017 dataset. The model was trained for 10000 iterations, the total loss graph is
shown in Fig. 5.

Inference on a test image and real image are shown in Figs. 6 and 7, respectively.
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Fig. 5. Graphic of total loss x iterations on MASK R-CNN training.

Robot 100%
Robot 98%

Object 100%

Fig. 6. Inference of Mask R-CNN on test
image.

Person 95%

Object 96% 

Robot 100%

Fig. 7. Inference of Mask R-CNN on real test
image.

5.3 Analysis

The total loss curve flattened in the end of the training, which means that the model has
converged and is no longer improving significantly. Although a validation set was not
used in the training, the preliminary results indicate the usability of the generated data.
A validation dataset is recommended to evaluate the performance of the model during
the training process, and to tune the hyper-parameters of the model, such as learning
rate, batch size, and the number of epochs. The validation dataset is also used to prevent
overfitting, which occurs when the model becomes too complex and starts to memorize
the training data instead of generalizing to new data.

The detection evaluation scores on COCO evaluation metric indicate a better
performance of the model when the IoU threshold is 0.5.

The inference on test data for both detection and segmentation task show a good
prediction for our defined classes, so we are able now to detect and segment instances
of robots, persons and objects inside the simulation environment.
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The inference on the real image is promising, it detected a robot, human and object
although the segmentation does not cover the objects entirely and we can note some
false negatives. More similar and realistic instance models or domain adaptations could
improve the prediction in the real test image.

6 Conclusion

In conclusion, this paper explores the use of a simulated industrial environment to
autonomously generate training data for training CNNs, with the goal of adapting state-
of-the-art CNN solutions to specific industry use cases where real data annotation can
be time-consuming and expensive. The developed algorithm efficiently generates new
random image data, allowing for accurate object detection, tracking, and segmentation
in the simulated industrial scenario, but its domain is not similar enough to the real-world
application yet. The results of the study demonstrate the effectiveness of this approach
in improving the testing of CNNs for industrial applications and suggest that it has the
potential to be a valuable tool for enhancing the performance and applicability of CNN-
based solutions in the context of future assembly systems. Future research may seek
to further refine the algorithm and extend its applicability to other domains. Overall,
this study underscores the promise of simulated environments as a means of generating
high-quality training data for machine learning applications in industrial settings.

The developed algorithm is available at [26], alongside documentation on usage and
new model insertion as well as jupyter notebooks for data registration and training with
Detectron2.
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Abstract. The electrocardiogram (ECG) is an established exam to diagnose car-
diovascular disease. Due to the increasing popularity of wearables, a wide part of
the population has now access to (self-)monitorization of cardiovascular activity.
Wearable ECG acquisition systems are prone to noise sources stemming from
surrounding muscle activation, electrode movement, and baseline wander. Hence,
many attempts have been made to develop algorithms that clean the signal, but
their performance falls short when applied to very noisy signals. Acknowledging
the demonstrated power of Deep Learning on timeseries processing, we propose
a ECG denoiser based on Gated Recurrent Units (GRU). Noisy ECG samples
were created by adding noise from the MIT-BIH Noise Stress Test database to
ECG samples from the PTB-XL database. The trained network proves to remove
various common noise types resulting in high quality ECG signals, while having a
much smaller number of parameters compared to state-of-the-art DL approaches.

Keywords: ECG · Signal Processing · Deep Learning · Denoiser · GRU

1 Introduction

The electrocardiogram (ECG) records the electrical activity of the heart and is a widely
used exam to diagnose cardiovascular diseases. A healthy heartbeat signal is represented
in Fig. 1(a), being composed of: i) a P wave generated by the atrial depolarization, ii) the
QRS complex generated by the ventricular depolarization, and iii) a T wave generated
by ventricular re-polarization [1].

ECG monitoring allows capturing information regarding cardiac events, such as
arrhythmia, anomalous heartbeats, or fluctuations in heart rate variability. Due to the
increasing popularity of wearables, ECG assessments have become more accessible
enabling a wide part of the population to (self-)monitor cardiovascular activity. While
ECG is relatively straight-forward to capture, acquisition systems are prone to different
types of noise that might influence a correct analysis and interpretation. The most com-
mon sources of noise in ECG signals are surrounding muscle activation (MA), electrode
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movement (EM), and baseline wander (BW) [2]. Artifacts that overlap with the fre-
quency spectrum of the ECG signal (~[1 Hz, 45 Hz]) are especially challenging because
these cannot be removed with linear filters (low-, band-, nor high-pass filters) [1].

Fig. 1. (a) A normal heartbeat ECG and annotated waves. (b) Schematic representation of a GRU
cell.

Traditional noise removal techniques include empirical mode decomposition,
wavelets, sparsity-basedmodels, Bayesian filters, and hybridmodels [3]. Recently, Deep
Neural Networks have shown enhanced performance in ECG denoising [4] just like in
several other tasks regarding automatic ECG processing and classification [5].

Recurrent Neural Networks (RNNs) are a family of neural networks for process-
ing sequential data, such as physiological signals. RNNs include feedback connections
among hidden units, which allow a “memory” of previous inputs to persist in the net-
work’s internal state. The mathematical challenge of learning long-term dependencies is
that gradients propagated overmany timesteps tend to vanish. A variation of an RNN that
addresses this problem is the GRU [6]. The basis behind the GRU architecture is a cell
(illustrated in Fig. 1(b)) which canmaintain its state over time due to two non-linear gates
that regulate the information flow into and out of the cell: the reset and update gates. An
advantage of the GRU architecture in comparison with other gated RNN architectures
(such as the Long Short-Term Memory) is its lower computational complexity.

In this work, we propose a bidirectional GRU-based model for removing MA, EM
and BW noise from ECG data. For its development, noisy ECG samples were created
by adding noise from the MIT-BIT Noise Stress Test database [7] to ECG samples from
the PTB-XL database [8]. This database contains records from more than 18 thousand
subjects, both healthy individuals and patients with a variety of CVDs. Employing het-
erogeneous datasets is a crucial factor as a major difficulty in denoising is preserving
the trace of abnormal signals of patients while removing noise. As such, in the present
work, the goal was to investigate whether it was possible to build a GRU-based denoiser
effective in removing the most common types of noise from ECG signals with diverse
characteristics, including healthy and unhealthy patterns.

The main contribution and novelty of our work can be summarized as follows: i)
we are the first using a GRU-based network to perform ECG denoising, ii) we are the
first using the PTB-XL database in the task of removing MA, EM and BW noise from
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ECG signals, and iii) in our approach, we try to mimic noise patterns that are closer to
real-world scenarios, e.g., introducing MA and EM as noise bursts instead of corrupting
the entire signal.

2 Related Work: Deep Learning for ECG Denoising

In recent years Deep Learning (DL) methods have been successfully applied to ECG
denoising leading to state-of-the-art results. Extensive reviews ofmethods that do not use
DL can be found in [9] and [3]. Most ECG denoising approaches that employ DL focus
on autoencoders (DAE), for which several model architectures have been published,
including feed forward neural networks (NN), convolutional neural networks (CNN),
and long short-term memory (LSTM).

Rodrigues and Couto [10] presented a feed forward NN and showed that a variety
of QRS detectors perform better after using it to denoise ECG signals. In [11] fully
connected DAEs were tested on real ECG signals to which Gaussian white noise was
added. Arsene, Hankins, and Yin [12] proposed both a CNN and a LSTM based model
for ECG denoising which were tested on synthetic and real data and compared with a
traditional wavelet approach, showing that the CNNmodel outperformed the LSTM and
the wavelet approach.

Antczack [13] developed an architecture that consists of a LSTM cell followed
by several ReLU layers. Their network was pre-trained with synthetic data to find an
optimized architecture and subsequently fine-tuned with real data. Both datasets were
corrupted by white noise. They compared their network to a wavelet approach and a
bandpass filter and their model outperformed these approaches. A DAE that combines
CNN and LSTMwas proposed by Dasan and Panneerselvam [14]. Their model consists
of several convolutional layers followed by a LSTM cell and a dense fully connected
layer. The encoded representation is then decoded by convolutional layers and a dense
layer that reconstructs the signal.

Recently an approach using a generative adversarial network (GAN) was proposed
in [4]. The generator of the GAN receives signals corrupted with noise and is set to
recreate the original noise-free signal. The discriminator receives either the output of the
generator or a real noise-free ECG signal. It is set to distinguish if the provided input is
either a real noise-free signal or a denoised signal. The network was compared to several
other DAEs as well as traditional models, managing to outperform all comparative
approaches on real ECG data that was exposed to different noise levels and noise types
such as EM, MA, BW.

While the presented approaches are all valid, they have certain limitations. With the
exception of [11] and [13], all presented papers use either synthetic data and/or the MIT-
BIH Arrhythmia database [15], which consists of data from only 47 subjects. There
is the possibility that these networks are biased towards arrythmia signals and their
denoising results would not translate to other pathologies. Furthermore, in all works
noise was applied to the entire sample, which is not necessarily representative of real-
world scenarios (e.g., motion or muscle artifacts do generally appear for short amounts
of time, unless the subject is moving constantly). Finally, while [11] and [13] used the
PTB-XL database they only applied white noise to their ECG samples. This shows that



152 M. Dias et al.

there is a lack of models that are trained with more diverse datasets (i.e., containing more
pathologies and data from healthy subjects) as well as with realistic noise characteristics.

3 Contribution to Connected Cyber Physical Spaces

The efforts of digitalization in the industry sector together with recent technological
advancements in ubiquitous computing have opened up research opportunities for work-
flow and process optimization that also focus on worker health. Within this context the
project OPERATOR was initiated. The project aims to take a holistic approach at the
industry 4.0 workplace with a major focus on the mental and physical well-being of
workers ultimately creating a more human-centered workplace. Part of this project is
to develop innovative frameworks that collect quantitative and qualitative data through
ubiquitous computing devices, such as wearables, and health-oriented questionnaires.
The gathered data will be used to implement decision support systems that help man-
ufactures optimize processes under three perspectives: ergonomics, cognition, and pro-
ductivity. A key component to track worker health is the ECG as it can indicate how
the different work processes influence the cardiac cycle. This allows us to not only see
immediate changes in cardiac activity (for example, changes in the heart rate variability
due to the presence of fatigue [16]) but also see how cardiac health is affected over longer
periods of time. However, acquiring ECG signals in industrial settings comes with its
challenges. As workers in this sector are often exposed to work tasks that involve high
amounts of movement, recorded ECG signals are prone to motion and muscle artifacts.
Hence, it is necessary to develop robust noise removal techniques that can be integrated
into the data processing pipeline. The proposed denoiser thus contributes to the topic of
“Connected Cyber Phyisical Spaces” as it will be an essential part of the data acquisition
pipeline, ensuring high quality standards for the collected data and in turn the validity
of the developed decision support systems.

4 Methods

4.1 Databases

In this work two databases were used, the PTB-XL database [8] and the MIT-BIH Noise
Stress Test database [7], both publicly available in PhysioBank [17].

ThePTB-XLdatabase consists of 21837 clinical 10-sECGrecords thatwere acquired
from18885 patientswith an age range between 0–95 years and gender evenly distributed.
Signals were originally acquired at 400 Hz using a 12-lead ECG. An upsampled version
at 500 Hz and a downsampled version at 100 Hz are provided. The database covers
pathologies with regards to conduction disturbance, myocardial infarction, hypertrophy,
andST/T change.Additionally, 9528 instances (43.6%)of normalECGare provided. The
data is, according to the authors, of highest quality, with only some instances containing
static noise (14.9%), baseline drift (7.4%), burst noise (2.8%), or electrode problems
(0.1%).

TheMIT-BIH Noise Stress Test database contains three half-hour recordings of BW,
MA, and EM noise. Two channels of noise were collected at 250 Hz, by placing the
electrodes in such a way that the ECG is not visible.
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4.2 The Creation of Our Dataset

Data Pre-processing. The following pre-processing steps were applied to the ECG
data. The 500 Hz version of the PTB-XL database was downsampled to 360 Hz (same
as MIT-BIH Arrhythmia database). As some records contained small amounts of noise,
a second order bandpass butterworth filter was applied to all ECG signals, with high pass
cut-off frequency of 1 Hz and low pass cut-off frequency of 45 Hz for high frequency
noise elimination [1]. Lastly, a Min-Max normalization was performed (normalization
based on the minimum and maximum values of each record). The noise data was also
resampled to 360 Hz.

Training, Validation, and Test Sets. The ECG data from PTB-XL was divided in
training, validation, and test sets, with a proportion of 70%, 15%, and 15%, respectively.
For each signal, the three leads with the lowest number of peaks were selected and, for
the training set, the 3 leads were used, as separate signals; for the validation and test sets,
1 of the 3 leads was randomly selected. The rationale is: as all leads are records of the
same heart activity, a higher number of peaks in one lead is likely due to the presence of
noise. This way, we had 45777 (15259 × 3 leads) ECG samples for training, 3270 for
validation, and 3270 for testing. Regarding the noise data, both provided channels were
used, totaling 60 min of BW, MA, and EM noise. 80% (48 min) was used for training,
10% (6 min) for validation, and the remaining 10% for testing.

The Model’s Input: Creation of Noisy Samples. For training our model, we added
to each 10-s clean ECG signal a random portion of noise, with a length of 2 to 6 s.
The EM and MA noises were added to a random part of the clean ECG signal while
the BW noise was always added to the entire 10 s, as illustrated in Fig. 2. Additionally,
to some records, mixed samples of different types of noise were added. The set of all
possible combinations was: (MA, EM, BW, BW + MA, BW + EM, MA + EM, BW
+ MA + EM). There was a probability of 1/3 that the added noise was MA, of 1/3
that the added noise was EM and of 1/3 that the added noise was either BW or any
combination. The reason for this is the fact that BW noise is the easiest to remove and
having combinations of different noise simultaneously is less likely in the real-world
scenarios. In the training set, as we used separately 3 leads from the same signal, a
different type of noise was added to each lead. In the training and validation sets, in
order to include different proportions of noise, the noise was multiplied by a randomly
chosen factor between [0.7, 1.5] before being added to the ECG signal. These boundaries
were chosen to ensure that the model was exposed to neither too low nor unrealistically
high amounts of noise. Regarding the test set, the added noise had known SNRin values
of either 0, 5, 7, or 10 dB. The reasoning for this procedure was that the model should
be prepared to handle a wide range of noise but at the same time should be tested in a
way that would allow for a comparison with the results found in the literature.
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Fig. 2. Schematic representation of the creation of noisy samples from adding MA, EM and BW
noise to the clean ECG samples from PTB-XL.

4.3 The GRU-Based Denoiser

Throughout the development of the GRUmodel, different architectures were tested. The
optimized hyperparameters are presented in Table 1 and the two main versions of the
architecture are illustrated in Fig. 3: the unidirectional and the bidirectional GRU. The
model had as input the ECG signals after the pre-processing and noise addition steps. A
Min-Max normalization was performed to the input, prior giving the data to the model.
This way, the input consisted of sequences with a length 3600 samples (10 s recorded
at 360 Hz) with values between [0, 1]. The desired output was the clean signals after
preprocessing.

While the number of layers, neurons, and the dropout rate (applied to the output of
GRU layers with the exception of the last) were optimized, there were some parameters
of the model that were chosen a priori. In the bidirectional approach, only the first or
first two (in the cases where there were three) GRU layers were bidirectional. The loss
functionusedwas theRootMeanSquareError between the predicted anddesired outputs.
All models were trained using the Adam optimizer, for 130 epochs with a batch size of
256 and an initial learning rate of 0.005. For each approach, the model’s parameters from
the epoch with the lowest validation loss during training were saved. Finally, validation
losses were compared and the model achieving the lowest value was tested on the test
set.
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Fig. 3. Overview of the proposed GRU based framework for ECG denoising.

Table 1. Hyperparameters of the model and corresponding optimized values.

Hyperparameter Tested values

Number of layers {2, 3}

Number of neurons {32, 64, 128, 256}

Dropout rate {0, 0.3}

Bidirectional {True, False}

4.4 Metrics

To evaluate model performance, common metrics found in the literature were used:
the Root-Mean-Square Error (RMSE), the improvement in the Signal-to-Noise Ratio
(SNRimp), and the Percentage-Root-Mean-Square Difference (PRD) [3]. Equations 1 to
5 describe tese metrics, where y is the original clean ECG signal, ỹ is the noisy signal,
and ŷ is the denoised signal. Additionally, we used a signal quality metric, the kurtosis
(SQIkur). It is a statistical measure, that describes the distribution of the signal data
throughout the mean [18]. As ECG data follows a Gaussian distribution, the higher the
SQIkur value, the higher the quality of the signal and, typically, a SQIkur > 5 indicates
a noise-free signal [18]. It can be computed using Eq. 6, where x(n) denotes the sample
point n of the signal x, and μx and σx are, respectively, the mean and the standard
deviation of x. The equations that define the used metrics are the following:

RMSE =
√
√
√
√

1

N

N
∑

n=1

[y(n) − y
∧

(n)]2 (1)

SNRimp = SNRout − SNRin (2)

SNRin = 10× log10

( ∑N
n=1 [y(n)]2

∑N
n=1 [ỹ(n) − y(n)]2

)

(3)
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SNRout = 10× log10

( ∑N
n=1 [y(n)]2

∑N
n=1 [y

∧

(n) − y(n)]2
)

(4)

PRD =
√
√
√
√

∑N
n=1[y

∧

(n) − y(n)]2
∑N

n=1[y(n)]2
× 100% (5)

SQIkur =
1

N

N
∑

n=1

[
x(n) − μx

σx

]4

(6)

5 Results and Discussion

Given that we are the first to PTB-XL database as basis for developing a GRU-based
denoiser there are no benchmarks available to which our results can be compared. Thus,
we opted for comparing our models to traditional denoising approaches and perform
a qualitative comparison with state-of-the-art models. From the models described in
Sect. 4.3, the one that achieved the lowest RMSE on the validation set was the bidirec-
tional GRU with 2 layers of 64 hidden units with 0 dropout rate. This model has 26121
parameters and achieved the best performance on the validation set after training for
58 epochs. Figure 4 illustrates the evolution of the model performance throughout the
training phase: after the first epoch, the model outputs a timeseries that is almost entirely
the same as the input; after 10 epochs it gets closer to the clean signal and after training
for 58 epochs the noise is essentially removed from the input signal. Figure 5 shows
some examples of the performance of the final model on different signals from the test
set, corrupted with each type of noise and combination of different noises.

Table 2 demonstrates the mean results over all test signals according to the SNRin.
When higher amounts of noise are added to the input (i.e., lower SNRin) the SNRimp is
higher. However, PRD and RMSE increase while SQIkur decreases, indicating that the
output has a higher denoising error and is of lower quality.

Regarding the model’s performance on different types of noise, described in Table 3,
the results show that the model is most and least effective in cleaning BW and EM,
respectively. This is in accordance with results found in the literature. Unexpectedly, the
model’s performance does not necessarily decline when more than one type of noise
corrupts the data. For example, when denoising MA + BW noise, the RMSE is lower
than when removing just MA noise and higher than when removing just BW noise. This
can be interpreted as if the denoiser removes each type of noise independently and, for
the same amount of SNRin, when multiple noise sources are present, the error is around
the mean of the obtained error for each type of noise alone.
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In Fig. 6 we compare our model’s performance with two traditional denoising meth-
ods: the Neurokit filter (a 0.5 Hz high-pass butterworth filter of 5th order, followed by
powerline filtering) and the Pan-Tompkins algorithm. These denoisers are implemented
and publicly available in the Neurokit Python Toolbox [19]. The RMSE is 0.029, 0.393,
and 0.405 when using the proposed GRU model, the Neurokit and the Pan-Tompkins
denoisers, respectively, which shows that ourmodel clearly outperforms these traditional
denoisers.

The proposed GRU model achieves good results removing MA, EM and BW noise
from ECG signals, as the output signals have a SQIkur > 11. Comparing our results with
state-of-the-art DLmodels (CDAE-LSTM [14] and GAN [4]), although our mean values
of SNRimp and RMSE do not outperform those approaches, our tests were performed on
a significantly higher number of records (3270) with diverse characteristics, achieving
SNRimp values of up to 30.6, 28.5, 26.5, and 24.2 dB on records with SNRin of 0, 5, 7 and
10 dB, respectively. Regarding the computational expense of these DL approaches, our
model contains only 2.6× 104 parameters, more than 10 times less than the parameters
of the GAN (2.8 x 104) and around 500 times less comparing with the CDAE-LSTM
(1.1 x 107). This is a crucial advantage, as the testing time, especially in light weight
devices, increases exponentially with the number of parameters.

Fig. 4. Denoiser perfomance after the first, the tenth and the 58th (best) epochs.



158 M. Dias et al.

Table 2. Mean results obtained (SNRimp, PRD, SQIkur, and RMSE) for each SNRin.

SNRin (dB) SNRimp (dB) PRD
(%)

SQIkur RMSE

0 21.7 8.9 12.0 0.041

5 19.5 6.5 12.2 0.029

7 18.6 5.7 12.4 0.025

10 16.5 5.4 12.5 0.023

Fig. 5. Denoiser performance. Left: electrode motion (EM), muscle artifact (MA), and baseline
wander (BW). Right: samples corrupted with different combinations of noise.

Table 3. Results obtained (SNRimp, PRD, SQIkur, and RMSE) per noise type.

Noise type SNRimp (dB) PRD (%) SQIkur RMSE

MA 19.2 6.4 12.4 0.029

EM 18.2 7.0 12.1 0.032

BW 20.6 5.5 13.3 0.024

MA + BW 19.4 6.5 11.8 0.027

EM + BW 19.5 6.1 12.3 0.027

MA + EM 19.2 6.4 11.7 0.029

MA + EM + BW 18.9 6.6 12.8 0.029
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Fig. 6. Comparative results of the proposed denoiser (GRU) and two denoisers publicly available
through the Neurokit Python toolbox [19]: Neurokit and Pan-Tompkins.

6 Conclusions and Future Work

In this work, a simple GRU-based DL architecture is proposed to execute the task of
ECG denoising. For the first time, a DL denoiser was trained and tested on the PTB-
XL database for the task of removing MA, EM and BW noise from ECG signals. The
developed approach cleans noisy ECG signals and outputs signals with good quality,
based on the SQIkur, while simultaneously preserving the trace of abnormal signals of
patients. Comparing with the state of the art approaches, the proposed model contains an
at least 10 times lower number of parameters, which makes it comparatively much more
suitable for automatic real time processing of data, useful in contexts of ECGmonitoring
using wearable sensors. As future work, it would be interesting to understand why the
denoiser behaves better in some signals than in others. Furthermore, we will fine-tune
the developed model to other types of noise to make it more robust to any situation.
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Abstract. This paper presents a PhD research project focused on investigating
the use of Kolmogorov complexity approximations as descriptors for various data
types, with the aim of addressing inversion problems. The research explores the
applicationof these approximations across different domainswhile considering the
relationship between algorithmic and probabilistic complexities. The study starts
with genomic data analysis, where specialized data compressors are employed to
improve taxonomic identification, classification, and organization. The research
then extends to analysing artistic paintings, utilizing information-based measures
to attribute authorship, categorize styles, and describe the content. Additionally,
the research examines Turing Machine-generated data, providing insights into the
relationship between algorithmic and probabilistic complexities. A method for
increasing probabilistic complexity without affecting algorithmic complexity is
also proposed. Lastly, a methodology for identifying programs capable of gen-
erating outputs approximating given input strings is introduced, offering poten-
tial solutions to inversion problems. The paper highlights this research’s diverse
applications and findings, contributing to understanding the relationship between
algorithmic and probabilistic complexities in data analysis.

Keywords: Algorithmic-Statistical Information · Kolmogorov Complexity ·
Data Compression

1 Introduction

The rapid growth of data and computational power in recent years has led to an increased
focus on understanding the interplay between computation and information. This has
fueled significant advancements in Algorithmic Information Theory (AIT), which inves-
tigates the properties of algorithms and their relationship with the information content
of their inputs and outputs [1]. AIT is a field of study that explores the measurement of
an object’s complexity in terms of the minimum number of bits required for a program
to compute it and halt without loss of information.
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The potential applications of AIT span many fields, including bioinformatics [2],
data compression [3], machine learning [4, 5], cryptography [6, 7], and even art [8]. In
bioinformatics, AIT facilitates the analysis of genomic sequences [9], aiding in tasks
such as identifying conserved regions [10], uncovering functional elements [11], and
understanding evolutionary processes [12].

For data compression, AIT plays a crucial role in informing the development of
more efficient compression algorithms through algorithmic modelling. By modeling the
algorithmic structure of data, AIT-basedmethods can achieve superior compression rates
by capturing the inherent patterns and redundancies in various data types, such as text,
images, video, and audio streams.

In machine learning, AIT can potentially enhance model interpretability and perfor-
mance by providing more concise representations of the learned patterns [13, 14]. This
can lead to better generalization, reduce overfitting, and improve the understanding of
the underlying mechanisms driving the data. Furthermore, AIT-inspired techniques can
be employed for feature selection, model comparison, and complexity regularization,
ensuring more robust and efficient learning processes [15].

AIT has also found applications in cryptography, where it has been used to ana-
lyze the randomness and security of cryptographic primitives [16, 17]. By quantifying
the information content of keys and ciphertexts, AIT can help assess the strength of
encryption schemes and guide the development of more secure protocols [18].

AIT has been employed in art to analyze and classify artistic styles, offering an
objective and quantitative approach to understanding the creative process. By examining
the complexity of artistic elements, researchers have been able to identify patterns, trace
influences, and uncover the evolution of styles over time. This has opened up newavenues
for interdisciplinary research at the intersection of art, computation, and information
theory [8].

The primary motivation for this work was to investigate the usage of Kolmogorov
Complexity approximations, particularly its usage in 1d and 2d digital objects such
as genomic sequences, images, and algorithmically generated sequences, advancing
knowledge in these areas, as well as investigate how these approximations can be used
to solve the inversion problem. Therefore, our exploration’s central research question
was: “How can Kolmogorov complexity approximations be employed as descriptors of
different data types and be used to solve inversion problems?”.

This paper explores the use of approximations ofKolmogorov complexity as descrip-
tors for a wide range of data types, including genomic sequences and artistic paintings.
Our investigation led to the creation of new methodological advancements and provided
fresh insights into these fields.

Afterwards, we investigate the relationship between probabilistic and algorithmic
complexity using Turing Machines’ tapes. Finally, we investigate how these methods
can solve inversion problems through approximations.

The paper is organized as follows: Section II offers background information on Kol-
mogorov complexity andAlgorithmic Information Theory, presenting their key concepts
and mathematical foundations. Section III discusses AIT applications in genomics, pro-
viding a detailed account of its contributions to sequence analysis and viral classification.
Section IV delves into the applications of AIT in art, exploring the use of Kolmogorov
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complexity to analyze and classify artistic styles and the detection of artists’ influencing
relationships. Section V investigates the relationship between probabilistic and algorith-
mic complexity and how this relationship can be used to approximate a possible solution
to the inversion problem.

Finally, section VI summarises our findings and concludes with a discussion of
future research directions in AIT, highlighting emerging trends and open questions that
emerged at the end of the doctorate.

2 Kolmogorov Complexity, Algorithmic Information Theory,
and Applications

Kolmogorov complexity, a fundamental concept in computer science and information
theory, provides a means of quantifying the information content of an object [19]. The
complexity is defined as the length of a shortest program capable of generating the object,
typically using a fixed reference universal Turing machine [9]. By capturing the size of
the most concise description of an object, Kolmogorov complexity inherently considers
the structure and regularities within the object [20].

Algorithmic Information Theory delves into the interplay between computation and
information [21]. It integrates Kolmogorov complexity with Shannon’s information the-
ory to establish a mathematical framework for evaluating the information content of
individual objects. While Shannon’s information theory concerns the average informa-
tion content of message ensembles, AIT focuses on the intrinsic algorithmic properties
of specific objects, providing a deeper understanding of their structure and complexity
[9, 20].

Data compression, one of the primary applications of Kolmogorov complexity and
AIT relies on the principle that a more compact program describing an object enables
compression into a smaller size without any loss of information [9]. Lossless data com-
pression, in particular, seeks to minimize data size while preserving the ability to recon-
struct the original data perfectly [22]. By leveraging the structure and regularities within
the data, AIT-based compressionmethods can achieve high compression rates for various
data types, including text [23], images [24], and genomic sequences [3].

In addition to data compression, Kolmogorov complexity and AIT find applications
in several domains, including data analysis, pattern recognition, feature selection, model
comparison, and anomaly detection [9]. These applications benefit from the insights of
measuring an object’s Kolmogorov complexity, which can reveal information about its
inherent structure and patterns. For instance, identifying high or low-complexity regions
within a dataset can help detect distinct patterns or features, which may be helpful in
tasks such as sequence alignment, classification, or clustering [25–27].

Furthermore, AIT-based methods can facilitate the comparison of models or algo-
rithms, providing a robust means of assessing their performance and complexity [13].
In machine learning, for example, AIT can be applied to model selection, guiding the
choice of an optimal model based on the trade-off between complexity and fitting of the
data [28]. In the context of algorithm analysis, AIT can study algorithms’ efficiency and
resource requirements, offering insights into their time and space complexity [29].
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In recent years,AIThas been increasingly used to address challenges in diverse fields,
such as genomics [30], neuroscience [31], and art classification [8]. This paper provides a
comprehensive overview of Kolmogorov complexity, Algorithmic Information Theory,
and their diverse applications. By delving into the theoretical foundations and practical
use cases, we aim to highlight the potential of AIT to advance our understanding of
the information content and structure inherent in a wide range of data types, ultimately
contributing to developing novel methods and techniques across various domains.

3 Genomic Sequence Analysis Using Kolmogorov Complexity
Approximations

This section explores the application of Kolmogorov complexity approximations in
genomic sequence analysis. The primary goals include developing novel computational
methods for analyzing and classifying viral genomes, identifying unique features in
viral sequences, and contributing to a better understanding of the relationships between
different viral families and genera. The work was validated in the following articles [26,
30, 32]. Furthermore, we also contributed with the following open-source repositories
[33–35] as well as a web-page [36].

3.1 Methodology

Themethodology employed in this research centers on efficiently approximating theKol-
mogorov complexity with data compression algorithms, specifically GeCo3, to analyze
natural genomic sequences. The Normalized Compression (NC) was used to approxi-
mate the Kolmogorov complexity of genomic sequences, mathematically described as
follows:

NC(x) = C(x)

|x|log2|θ | (1)

where x is the string, C(x) represents the number of bits needed by the lossless data
compression program to represent the string x, |θ| is the size of the alphabet and |x| is
the length of the string x.

The lower the value of NC, the higher the sequence’s redundancy (or lower
complexity).

To evaluate the effectiveness of GeCo3 in quantifying regions described by simple
algorithmic sources, it was benchmarked against other high compression ratio general-
purpose data compressors (PAQ and cmix) and a measure that combines small algo-
rithmic programs and Shannon entropy (Block Decomposition Method or BDM). The
analysis revealed that GeCo3 could efficiently address and quantify regions properly
described by simple algorithmic sources, such as inverted repeats (exact and approxi-
mate), among other characteristics. GeCo3 was used with three different configurations
to detect inverted repeats (IRs) and quantify their abundance in each genome:

A configuration with a specific module to detect IRs (GeCo3-IR). A configuration
without the module to detect IRs (GeCo3-noIR). A configuration that used both modules
during compression (GeCo3-both). By comparing the NC values computed using each
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configuration, the abundance of IRs in each genomewas quantified. The detection of IRs
was fundamental to the research, as it served as an essential criterion for characterizing
the genomic sequences.

The main objectives of this research were to develop a method for taxonomic clas-
sification using compression-based measures by approximating the Kolmogorov com-
plexity of genomic sequences and comparing them to a reference database of known
sequences, identify the structural description of the viral genome using minimal bi-
directional complexity profiles to visualize the distribution of complexity locally and
describe structural regions detected in the genome with other methods, and analyze rich
genomic features to correctly identify viruses and archaea’s taxon by examining the
frequency of occurrence of specific motifs or patterns in genomes.

3.2 Viral Complexity Landscape

Our study aimed to explore the diversity of viruses in terms of genome size, structure,
and content while addressing the limitations of traditional virus classification methods
that often rely on phenotypic characteristics. To achieve this, we employed efficient
approximations of the Kolmogorov complexity to analyze the complexity landscape of
viral genomes and elucidate the relationships between different viral families and genera
from a computational perspective.

Our findings revealed that, on average, dsDNA viruses are the most redundant (least
complex) according to their size. This result is consistent with that dsDNA viruses
typically have larger genomes. Conversely, we found that ssDNA viruses are the least
redundant, indicating that they have more complex genomes despite their smaller sizes.
Interestingly, we also discovered that dsRNA viruses show lower redundancy than
ssRNA viruses, an intriguing finding considering the RNA viruses’ rapid evolution and
adaptation capabilities.

By examining the complexity landscape according to genome type, our study high-
lights the differences between various viral groups, such as dsDNA, ssDNA, dsRNA,
and ssRNA viruses. The results demonstrate that smaller genomes, such as ssDNA
and dsRNA, tend to have higher complexity, while larger genomes, such as dsDNA,
are less complex. These findings are consistent with the inverse correlation observed
between genome size and normalized compression (NC), a measure used to compare the
proportions of the absence of redundancy independently from the sizes of the genomes.

Furthermore, we analyzed the complexity landscape according to taxonomic levels,
such as Realm, Kingdom, Phylum, Class, Order, Family, and Genus. This approach
allowed us to observe patterns and associations among viral taxa and understand the
role of inverted repeats (IRs) in viral genomes. We found that certain viral families,
such as Adnaviria, Varidnaviria, and Duplodnaviria, have low complexity due to their
larger genome sizes and dsDNA nature. However, within these groups, some realms,
like Adnaviria, exhibit higher complexity, suggesting that they are more complex than
other dsDNA viruses.

Additionally, we explored the complexity landscape of specific viral families, such
as Herpesviridae. Our results revealed a significant variation between the genera in this
family, with some exhibiting high levels of inverted repeats (IRs). In contrast, others
showed very low compression with the IR detection subprogram. We postulate that
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these variations in complexity could be related to different rates of evolution within
these genomes.

3.3 Classification Performance and Impact of Normalized Compression

In this study, we examined the classification performance of our feature-based method,
focusing on the impact of normalized compression (NC) as a genomic descriptor, which
approximates Kolmogorov complexity. The primary goal was to determine if NC and
Kolmogorov complexity approximations are effective data descriptors for classifying
viral and archaea genomes.

Our results demonstrate that the NC feature significantly contributes to the clas-
sification performance. When used alone, the NC achieves relatively high accuracy
and F1-score compared to the other individual features, indicating that the information
derived from NC effectively captures essential genomic characteristics.

In our experiments, we observed that the accuracy and F1-score of the XGBoost
classifier improved substantially when combining all features (NC, GC-content, and
sequence length) compared to using only the NC feature. This improvement is observed
across different taxonomic classification tasks in viral and archaea domains. This finding
suggests that the NC feature, as an approximation of Kolmogorov complexity, is a robust
data descriptor that can be employed in genomic sequence classification.

Furthermore, combining NC with other features, such as GC content and sequence
length (SL), further enhances the classification performance. This improvement demon-
strates a synergistic effect between these features, capturing complementary information
that enhances the classification process.

3.4 Insights

This section delved into applying Kolmogorov complexity approximations in genomic
sequence analysis.

We found that Kolmogorov complexity approximations, specifically normalized
compression (NC), are suitable for analysing and classifying viral genomes. The devel-
oped classification method’s effectiveness in classifying viral and archaea genomes at
various taxonomic levels demonstrates the potential of leveraging Kolmogorov com-
plexity approximations for genomic classification tasks. Furthermore, we observed a
synergistic effect achieved by combining NC with other genomic features, such as GC
content and sequence length. This significantly improved the classification performance,
suggesting that incorporating multiple complementary features can lead to more accu-
rate and reliable classification outcomes. These insights showcase the potential of using
Kolmogorov complexity approximations for genomic sequence analysis, particularly
for classifying viral genomes. The results contribute to the ongoing advancement of
genomic analysis techniques and provide a foundation for developing more accurate,
comprehensive, and robust classification methods in the future.
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4 2DData Analysis UsingKolmogorov Complexity Approximations

This section focused on applying Kolmogorov complexity approximations to 2D data
analysis, specifically for artistic paintings. We present our findings by comparing com-
plexitymeasures, their application in artistic paintings, and the potential improvements to
existing classification methodologies. The work was validated in [27]. Furthermore, we
also contributed with the following open-source repositories [37] as well as a web-page
[38].

4.1 Comparison of Complexity Measures

Our analysis began with comparing Normalized Compression (NC), and Block Decom-
position Method (BDM) measures to understand their respective strengths and weak-
nesses in measuring image complexity. We conducted experiments on different types of
images, including cellular automata, X-ray images, paintings, and others, to assess the
performance of each measure under various conditions. BDM was found to help iden-
tify data content similar to simple algorithms but had difficulty dealing with uniform
pixel edition and lossless information quantification due to block representability. This
limitation affected its performance when applied to highly uniformed images or where
information was distributed unevenly. Conversely, NC was more robust to data alter-
ations, such as pixel edition and quantization, and was better suitable for measuring the
quantity of information in artistic paintings without underestimating it. This robustness
made NCmore suitable for a broader range of image types, including those with varying
degrees of complexity and uniformity.

4.2 Applications of Complexity Measures in Artistic Paintings

Using these complexity measures, we investigated their application in the context of
artistic paintings. We assessed the potential of NC as a stylistic descriptor by combining
it with the roughness exponent α. This combination effectively identified hidden pat-
terns and relationships in paintings with the same complexity range, providing valuable
insights into the similarities and differences between various art styles.

In addition to using NC as a stylistic descriptor, we explored the concept of complex-
ity fingerprints to explain art content and aid art authorship attribution and validation.
By examining how each artist typically distributes content on canvas, we could discern
unique patterns that enabled to differentiate between artists and validate their authorship.

4.3 Revealing Relationships Between Artists Using Complexity Measures

Moreover, our study discovered interesting links between artists based on the distance
between their regional complexity. This approach highlighted shared techniques and
stylistic influences, suggesting that complexity measures can be used to relate artists
and provide insights into their stylistic connections and potential influences on each
other’s work. The relationships revealed by these complexitymeasures could be valuable
for art historians and researchers studying the evolution of art styles and the impact of
individual artists on their contemporaries.
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4.4 Improving Classifications Methodologies with Regional Complexity
and HDC Function

Lastly, we examined whether the regional complexity and the Height Difference Cor-
relation (HDC) function of paintings could be used as additional features to improve
existing author and style classification methodologies. To test this hypothesis, we inte-
grated these features into a classification pipeline and evaluated their performance on a
dataset of artistic paintings.

Our results showed that incorporating regional complexity and HDC features led
to a significant increase in classification accuracy, indicating that these measures can
effectively extract information that differs from non-handcrafted features. This finding
supports the potential of complexity measures to improve current methodologies in
classifying artistic paintings and emphasizes the relevance of regional complexity as a
descriptor of images in this context.

4.5 Summary

In summary, our exploration of 2D data analysis using Kolmogorov complexity approx-
imations in the field of artistic paintings has led to several noteworthy findings. We
demonstrated the strengths and weaknesses of NC and BDM measures in measuring
image complexity and assessed their sensitivity to data alterations. Furthermore, we
showed that the combination of NC and the roughness exponent α could be an ade-
quate stylistic descriptor and that complexity fingerprints can be valuable for art content
explanation, authorship attribution, and validation. Additionally, our study highlighted
the potential of complexity measures to reveal relationships between artists based on
shared techniques and stylistic influences.

Finally, we provided evidence that was incorporating regional complexity and HDC
function as additional features can improve existing classification methodologies for
artistic paintings. These findings aid in the development of computer-based analysis
techniques for art and open new avenues for future research in this field.

5 Evolving Probabilistic Complexity in Turing Machines

In this section, we explore the evolution of probabilistic complexity in Turing Machine
(TM) tapes, maintaining the same level of algorithmic complexity. We demonstrate its
potential applications by devising a methodology to increase probabilistic complexity.
The content of this section is validated in [39]. Additionally, we discuss a new approach
to approximate the inverse problem in Turing machines, comparing different search
strategies and addressing the challenges and limitations in this context. For this section
we also contributed with the following open-source repositories [40–43].

5.1 Analyzing Probabilistic Complexity in TM Tapes

Our investigation began by analyzing TMs with low algorithmic complexity, i.e., a
small number of states and alphabet. Then, we employed a compression-based measure,
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approximated by the best-order Markov model, to quantify the probabilistic complexity
of the generated tapes. By examining the compression-based approach concerning sym-
bol editions and block transformations, we identified two distinct regions with higher
Normalized Compression (NC) patterns in the tapes produced by TMs with the same
number of states and alphabet. These regions were associated with repetitive short cycles
in the configuration matrix, resulting from sequential modifications in the matrix and
leading to shorter tapes.

5.2 Complexity Profiles

We introduced normal and dynamic complexity profiles as approximate measures to
quantify local complexity. Normal complexity profiles allow us to localize higher and
lower probabilistic complexity areas in machines that reached the external halting condi-
tion. In contrast, dynamic complexity profiles enable us to track the temporal dynamics
of probabilistic complexity through the tape’s modification cycles. By applying both
profiles, we could draw meaningful insights regarding global quantities.

We also compared ameasure incorporating algorithmic and probabilistic approaches
(BlockDecompositionMethod or BDM) to analyze the tapes. AlthoughBDMwas found
to be an efficient describer of the tapes generated by TMs with specific conditions, for
a higher number of states, our methodology progressively approximated the BDM.

5.3 Increasing Probabilistic Complexity

We developed an algorithm capable of progressively increasing a tape’s probabilistic
complexity. This algorithm generates a tape that evolves through a stochastic optimiza-
tion rule matrix, modified according to the quantification of the NC. Consequently, this
algorithm can be adapted to vary the value of the NC. By implementing and comparing
two methods to increase probabilistic complexity, we found that the second method was
more effective at systematically increasing the probabilistic complexity of TMs while
retaining algorithmic complexity.

5.4 Potential Applications and Implications

Our algorithm for increasing probabilistic complexity while maintaining algorithmic
complexity has several potential applications in bioinformatics. For instance, the output
of these TMs can be used as input to test and quantify the accuracy of genome assembly
algorithms for different complexities from nonstationary sources. Another application
involves simulating progressive mutations in metagenomic communities or comple-
menting absent regions of genome viruses due to sequencing limitations or DNA/RNA
degradation. A broader application includes benchmarking compression algorithms used
to localize complexity in the data, considering possible algorithmic sources. These appli-
cations demonstrate the significance of our findings in understanding and manipulating
probabilistic complexity in Turing Machines.
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5.5 Approximating the Inverse Problem in Turing Machines

Building upon our exploration of probabilistic complexity in TM tapes, we introduce
a methodology to approximate the inverse problem in Turing machines, which aims to
find programs capable of generating given strings. By defining a search space with the
specific alphabet and state cardinalities, we focus on candidate programs more likely to
produce the target string.

We generate candidate Turing machines within the search space and simulate their
execution for a predetermined number of iterations. Upon halting, we compare the output
strings to the target string using a loss function based on theKullback-Leibler divergence,
which measures the dissimilarity between probability distributions.

We employ a Guided search approach inspired by the A* search algorithm to nav-
igate the vast search space efficiently. This heuristic-driven method prioritizes candi-
date programs more likely to produce the target string and iteratively refines the search
parameters and the number of iterations for enhanced approximation.

Our methodology for addressing the inverse problem in Turing machines connects
with the complexity profiles and the algorithm for increasing probabilistic complexity. It
provides a framework to discover programs that generate stringswith desired complexity
properties. By combining loss function minimization, Guided search, and an iterative
search strategy, we present a comprehensive approach to identify Turing machines that
best represent given strings.

5.6 Comparing Search Strategies

To evaluate the effectiveness of our methodology, we compared three search strategies
for finding candidate programs that represent the strings: sequential search, Monte Carlo
search, and Guided search. Sequential search explores the search space systematically,
Monte Carlo search employs random sampling, and Guided search uses heuristics to
prioritize promising candidates.

Our comparison results demonstrated that Guided search consistently outperformed
the other twomethods regardingminimal average loss and the number of found solutions.
This finding highlights the potential advantage of Guided search in approximating the
inverse problem in Turing machines, suggesting that incorporating heuristic information
can significantly improve the search process.

5.7 Challenges and Limitations

Despite the promising results, our methodology faced some challenges and limitations.
The vastness of the search space required a time-constrained evaluation method, which
limited the search for small tapes. As a result, the compression suffered in many cases,
as more bits were required to represent the program than those needed to represent the
target string.

Additionally, ourmethodology’s performancewas tested only on synthetically gener-
ated data, which may not accurately represent the complexity of real-world data. There-
fore, further research and testing are needed to address these challenges, refine the
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methodology for broader applications, and validate its effectiveness in more complex
and noisy data.

These new findings, combinedwith our existing work on evolving probabilistic com-
plexity in Turing machines, contribute to our understanding of the relationship between
algorithmic and probabilistic complexity and offer potential applications in bioinfor-
matics, compression algorithms, and other fields where data complexity plays a crucial
role.

5.8 Conclusions and Future Work

This doctorate explores the use of Kolmogorov complexity approximations for data
description and classification. We apply it to various data types, such as 1D genomic
sequences, 2D paintings, and algorithmic data. Our findings demonstrate the impor-
tance and versatility of these approximations in improving classification results for
artistic paintings, taxonomic identification, and author and style attribution. We also
provide insights into the redundancy of viral genomes and the complexity spectrum of
paintings. Limitations and future directions include improving block representability,
exploring other data types, and refining compression-based measures to better detect
programs and improve classifications. Overall, this study lays a strong foundation for
future applications of Kolmogorov complexity approximations in diverse domains.

6 Relationship to Connected Cyber-Physical Spaces

Our research on Kolmogorov complexity approximations explores potential advance-
ments in data analysis for interconnected systems found in connected cyber-physical
spaces. These spaces require efficient data management and analysis for optimal per-
formance and reliability, as they integrate computational and physical processes for
seamless communication, data exchange, and real-time analytics.

Though our study focuses on genomic data and artistic paintings, the underlying
concepts and techniques could apply to other domains within cyber-physical spaces.
Additionally, our research emphasizes the development of specialized data compres-
sors, which could enhance efficient data storage and transmission, a crucial aspect for
maintaining high-speed communication in interconnected systems.

Our proposedmethodology for solving inversion problems aims to identify programs
that generate outputs similar to given input strings. This approach can be used to tackle
challenges such as reconstructing original data fromcompressed or noisy versions,which
could have implications in various domains within Connected Cyber-Physical Spaces,
including error detection and correction in communication systems.

In conclusion, our research on Kolmogorov complexity approximations con-
tributes to developing innovative data representation, compression, and problem-solving
approaches, potentially supporting more efficient, reliable, and secure interconnected
systems within the cyber-physical domain.
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Abstract. Multicenter health studies are important to enrich the outcomes of
medical research findings due to the number of subjects that they can engage. To
simplify the execution of these studies, the data-sharing process should be effort-
less, for instance, using interoperable databases. However, achieving this interop-
erability is still an ongoing research topic. In the first stage of this work, we pro-
pose methodologies to optimize the harmonization pipelines of health databases,
considering the OMOP CDM as the destination schema. In the following stage,
aiming to enrich the information stored in OMOP CDM databases, we have inves-
tigated solutions to extract clinical concepts from unstructured narratives. In the
final stage, we aimed to simplify the protocol execution of multicenter studies, by
proposing novel solutions for facilitating the discovery of databases. The devel-
oped solutions are currently being used in European projects aiming to create
federated networks of health databases across Europe.

Keywords: Health Data · Database Profiling · Data Integration · Text Mining ·
OMOP CDM

1 Introduction

The efforts made to increase health treatments have encouraged numerous medical
research investigations, including different types of clinical studies (observation and
trial) [1]. The clinical trials are conducted by splitting patients into groups, in which
some perform an active protocol while others are taking a placebo. This strategy aims
to study the efficacy of the treatments in specific clinical conditions [2]. In these stud-
ies, health professionals have a direct intervention with the patients, which may not be
always possible [3]. Another type of study, in which researchers do not perform any
active intervention with patients is the observational study. In this case, the exposure
occurs naturally or through other factors, i.e., a group of patients suffer from a specific
condition while others with similar conditions are healthy [1]. The research is made by
documenting the relationship between the exposure and the outcome of the study by
analyzing data [2].
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Observational studies employ diverse strategies and are established by defining a
set of inclusion and exclusion criteria for subjects participating in the study. These
studies also observe several features that are identified and monitored over a period
of time [4]. Certain initiatives aim to reuse data that was already collected by health
professionals during follow-up visits to carry out observational studies. This approach
not only saves time but also allows for a pre-verification of the number of subjects before
beginning the analysis [5]. In case of certain diseases, it becomes necessary to gather
more data about the selected subjects. For those situations the data is recorded based on
the study guidelines, and various solutions can be employed for data storage, such as the
institutional Electronic Health Record (EHR) system [6]. The dependence on technical
teams is a major barrier when there is a need to extract data for analysis. Many other
ethical and technical issues are raised when one wants to combine datasets from distinct
organizations. This is the case of multicenter studies with the goal of increasing the
population size, that may impact the power of the statistical evidence, and thereby the
study’s findings [7].

The process of integrating data sources is more than a technological issue. There
are some Extraction, Transformation and Load (ETL) tools capable of performing this
task using large amounts of data. The non-technical problem of this aggregation is
the data domain, i.e., identifying the concepts in the data and combine correctly the
information associated with them that was extracted from multiple sources. Healthcare
databases belong to one of the domains in which this is a concerning problem, due to
the variety of concepts to represent similar procedures and medical terms. Solving these
problems is helpful to optimize studies, but sharing patient-level data still raises some
issues, specifically related with the subjects’ privacy [8]. The data contains very sensitive
information, and the disruption of this privacy has consequences for several entities
involved in the process [9, 10]. The legislation of the different countries raises more
challenges regarding the analysis of multiple data sources without exposing sensitive
data.

Researchers are driven by the potential impact of multicenter studies to look for
more reliable and reusable solutions to combine knowledge from distributed health
datasets [1]. Organizations and methodologies were established to explore clinical
databases by reusing existent data [5]. One of these efforts aims to create a strategy
to reuse EHR databases using a homogeneous schema, to facilitate the interoperability
between databases. This integration is currently possible using open-source frameworks
that help support the whole process [1].

The research objectives of this work can be paraphrased into several questions
focused in addressing specific problems. We recognize that multicenter medical studies
may raise additional issues that will not be considered in this work, mainly due to the
data types used on these. For instance, research studies based on biomarkers that are cor-
related with DNA information, or studies primarily focused on using medical images.
Therefore, to achieve a scenario capable of supporting distributed health studies using
multiple data sources from distinct institutions, we limited the scope to EHR databases.
This objective will be accomplished by answering the following research questions:

1. How to execute a database query over a network of heterogeneous health databases?
The lack of interoperability is the main problem in this scenario. An ecosystem with
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heterogeneous databases may not share the same data schema, which invalidates the
query-sharing. Besides this problem, the healthcare domain contains huge amounts of
medical concepts, that may differ between institutions, at the national or international
level. A methodology to harmonize such databases is required, which converts them
into an interoperable format. This process may have different stages and components,
and some of themwill be automatized aiming to reduce the cost and time of executing
this procedure. This may result in a new software solution.

2. How to enrich patients’ health history using information available in clinical notes?
The free format of this type of information raises several challenges in terms of
named-entity recognition and normalization. Currently, the research lines focused on
NLP, may lead to new solutions that can enrich this field. In this work, we aim to
investigate a solution capable of improving the quality of information stored in the
relational databases. This solution will be a software solution capable of processing
clinical free text and storing this information in a relational database, following the
harmonization principles defined in the ETL procedures for EHR databases.

3. How to select the most adequate health databases for a specific research study?
This question can be addressed from different perspectives. However, by correlat-
ing it with the previous statements, we identified that the main problems medical
researchers meet are: i) the discovery of databases of interest; and ii) the access to
those databases without violating privacy policies and ethical regulations. The solu-
tion to these problems is too complex to be solved by a software application alone.
To answer this question, it is necessary to create an ecosystem of tools and method-
ologies, in which data owners can feel confident in sharing characteristics about their
databases, while researchers can have enough information to select the databases that
fit better their needs. Therefore, the solution proposed for this problemwill be a portal
that integrates: i) a web catalogue of database characteristics; ii) tools to visualize
and compare these characteristics; and iii) tools for orchestrating distributed studies.

In this manuscript, we describe an extended overview of a PhD thesis focused on
enriching information extraction pipelines in clinical decision support systems. Themain
goal of this work was to investigate a new strategy to use medical data from distributed
databases to conduct multicenter health studies.

2 Contribution to Technological Innovation for Connected Cyber
Physical Spaces

One of the most important parts of a medical study is the patients’ information corre-
lated to the study scope. The patient’s characteristics are crucial to the success of medical
studies since it is estimated that up to 50% of trials are not completed due to insuffi-
cient enrollment [11]. When collecting these characteristics, the procedure is achieved
to a specific goal, resulting in distinct data types. For instance, distinct medical tests
can be performed on the subjects, such as medical imaging, blood analysis and electro-
cardiogram, to identify any health issue. The information extracted from these sources
can contribute to the clinical history of each person, which can be a valuable insight
for making more precise diagnostics [12]. However, the digital data formats for those
records can be different.
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To address the challenge of managing different digital data formats for medical
records, technological innovation for connected cyber-physical spaces can play a crucial
role. By integrating several medical data sources, healthcare researchers can collect or
questioning different institutions based on a study scope. This has the potential of increas-
ing the number of subjects in the study, improving its findings. Overall, technological
innovation for connected cyber-physical spaces can support the integration and analysis
of patient data, leading to improved healthcare outcomes and better understanding of
human health.

3 Secondary Use of Clinical Data

The secondary use of medical data to conduct research studies has become a common
practice. These studies have provided complementary support to generate new insights
and knowledge, namely in pragmatic trials using records collected from routine clinical
care visits, comparative effectiveness studies or patient-centered outcomes research [13].
These data were not primarily generated to support research or secondary analysis. This
concept refers to the use of data for purposes other than those that it was originally col-
lected [14]. However, over the last few years, the clinical research community recognized
that recruiting patients to record their medical characteristics over time is challenging.
Although this practice is required in some types of studies, medical research is currently
not limited to them. Therefore, this section presents an overview of the most relevant
data types in the medical domain.

3.1 Electronic Health Records

An EHR is a digital version of the data collected about a patient. Hospitals usually have
a EHR system to make the information available in real-time to the health professionals
of the institution [15]. Besides patient data, there is an amount of additional information
regarding patients’ medical conditions that are also stored in such systems. EHR aims
to simplify the data management and data exchange within the institution, between
different services, resulting in higher quality and safer care for patients.

Some of the data stored in these systems follow a tabular structure, following the
principles of relational databases [16]. Although there are some efforts in having interop-
erable databases supporting the EHR systems, each vendor has its own data schema.Over
the last years, several EHR standards were developed, namely the CEN ISO 13606 [17],
OpenEHR [18], OMOP CDM from OHDSI [5, 19] and HL7 standards (CIMI, HL7-
CDA HL7-FHIR) [16]. The HL7 standards were proposed to simplify the processes of
exchanging of data between software applications provided by distinct vendors that are
used by different healthcare providers. They define guidelines and methodologies to
support the communication between various healthcare systems [20].

Utilizing the data from the EHR system to answer healthcare questions differs from
the traditional approach based on collecting data after defining a question [15]. The
tabular data can help medical researchers conduct different types of studies, namely
by identifying patient populations with specific healthcare interventions and outcomes,
e.g., related to drug exposure, procedures, and conditions, among others. The parameters
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available to characterize these patient populations are various, including demographic
information,morbidities, utilization and cost, healthcare delivery, treatments, anddisease
natural history.

Although EHR has been used for many years, as well as the idea of secondary use of
this data, the process of reutilizing its data still raises some challenges. These challenges
include limitations of processing ability [21, 22], interoperability [23, 24], inability to
extract the required information [25, 26], and security and privacy concerns [27].

EHR can be a strategy for federating biomedical data using a particular data view.
Some informationmay not be possible to represent in this format, such asmedical images
or omics data. However, this tabular format already contains valuable information to be
used for conducting medical studies.

3.2 Clinical Notes

EHR systems can have repositories of non-tabular patients’ information, e.g., clinical
notes. The text data contained in these notes is typically subdivided into main categories,
depending on whether they are structured or not. The structured notes, as the name
indicates, integrate some structured format, for instance, a form. Examples of this data
are the diagnosis forms or the laboratory analysis results. Alternatively, unstructured
notes refer to notes that contain free-text, for instance, some of the physician’s notes
transcripts [28]. Free text notes are characterized by their vast variability, especially due
to their heterogeneity.EHRcontains agglomerates of different types ofmedical narratives
(for progress, admission, operative, primary care, and discharge, among others), with
different dimensions (from very short to very long) [29]. Structuring the information
available inmedical narratives is challenging due to this reason, but also because those are
often ungrammatical. They contain short telegraphic sentences, plenty of misspellings,
and arefilledwith abbreviations. In somecases, these abbreviations refer to local dialectal
shorthand expressions, which may overload the use of acronyms, i.e., the same group of
letters with different meanings [28].

One strategy to introduce some kind of structure in these notes is making use of
pseudo-templates or integrating tabular data into the narratives, for instance, the lab-
oratory results. This pseudo-structure is not generalized, and nothing ensures that this
is used in all narratives present in the system. Besides, the adoption can vary between
physicians, services, or institutions [28]. A different attempt to increase the readability of
free-text notes was through the adoption of standard lexicons to encode the information
present in the narratives [30].

Despite clinical text being of significant interest, extracting pertinent information
from it has traditionally relied on clinical experts manually reviewing clinical notes.
However, various approaches have been developed to automate this process and extract
relevant information. There are challenges associated to these processes since that can-
not scale with the growing rate of generation of medical data [31], much research has
been made during the past years in domains such as clinical NLP to create systems for
automatically extract data from clinical notes [32].

The use of unprocessed narratives for conducting multicenter studies raises several
challenges, namely regarding patients’ privacy and data interoperability. Mapping the
clinical concepts to their standard definition can solve the latter issue but raises other
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challenges since this task can become time-consuming. Additionally, it is acknowledged
that the challenging nature of the free text can difficult the development of solutions for
retrieving data from medical [33].

4 Semi-automatic Translation of Data Sources into a Common
Schema

The challenges to define and implement ETL workflows collaboratively can be more
complex in specific application domains. In medical scenarios that handle with sensitive
data and requires the harmonization of the data into a commondata schema, it requires the
collaboration between technical teams and medical specialists [34]. This collaboration
can be necessary in different stages, namely design, implementation, and validation. In
each stage, there are some challenges that we addressed in this work.

4.1 Methodology for Cohort Harmonization

We proposed a methodology that is based on OHDSI ETL principles. During the extrac-
tion stage, the chosen data source is obtained from one or multiple data sources using
a dedicated process. This strategy aims to get the data from the source systems without
interfering with their usual performance since in health databases, the medical system
should not be overloadedwith tasks that can be scheduled. Therefore, the data is exported
to a tabular format.

Out of all the stages, the transformation stage is the most complex component. This
stage requires the mapping of the source database into the target schema, as well as the
harmonization of the content. For a data source, this procedure requires full mapping,
which is time-consuming and requires specialized entities to validate the mappings.
Custom operations on the data may be necessary, depending on the source of the data.
Clinical databases contain a broad range of clinical concepts that require harmonization
using standard vocabularies. Although certain parts of this stage have been automated,
we rely on manual approval by a specialized medical entity, ensuring that all mapped
data is accurate.

The loading stage completes the process by inserting the data into the OMOP CDM
database. These databases are loaded with data that is pseudo-anonymized to protect the
patient’s privacy rights. Furthermore, when data is migrated to this schema, the original
raw data can also be validated, and issues can be detected. The pipeline includes quality
mechanisms that verify whether loaded data adhere to the attributes for each concept.

4.2 Proposed Tools

The technical components of the proposedETLmethodologywere first implemented in a
Python-based tool [1, 35]. This tool considers all the three stages of the ETL operations,
i.e. the operations from the original source data into the OMOP CDM database, as
presented in Fig. 1. In this implementation, we split these stages to enable their execution
in an isolated manner. We also adopted some open-source tools to support some of
the stages of this workflow. WhiteRabbit and Usagi are tools from the OHDSI ETL
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ecosystem.WhiteRabbit is responsible for collecting information about the data sources’
structure, namely columns and attributes. While Usagi is used to map concepts into their
standard definition. This last offers an intuitive GUI that helps the medical specialist to
validate these mappings.

Cohort raw data Cohort reader

WhiteRabbit WhiteRabbit report

Extract Transformation Load

Cohort harmoniser

Migration report

OMOP CDMData loader

Ontology rulesUsagi Ad-hoc scripts

Structure converter

Fig. 1. The proposed methodology, that also includes some of the ETL OHDSI tools, facilitating
the migration workflow of raw data to the OMOP CDM structure. This process comprises three
primary stages, with two processes running in parallel (indicated by a red box). The initial stage
involves the extraction of cohort information and its subsequent loading into the system. Next, the
transformation stage employsmappings combinedwith ontology rules to perform all the necessary
operations on the raw data. Finally, the loading stage inserts the processed data into the database,
generating a migration report highlighting any issues with the original data [1]. (Color figure
online)

The implementation of some components raised some challenges due to the data
sensibility of the proposed research application. Dealing with health data demands a
deep understanding of the data source to perform accurate harmonization. Besides, there
is another challenge is the task to define custom transformation on each data source. This
is because the data collection strategy was not standardized, making it difficult to work
with the original data. This lack of interoperability when recording the data complicated
the implementation of the migration workflow.

The data quality is another advantage of using thisworkflow.When anETLprocedure
is finished, a report is generated which includes statistical data related to the migrated
data, i.e., typing errors when recording the raw data.

BIcenter is a web based ETL tool capable of covering some of the existent limita-
tions currently found in multi-institution environments that require the collaboration for
building and managing ETL workflows [36]. This application can simplify the devel-
opment of these workflows due to its intuitive GUI, namely users without technical
expertise. BIcenter replicates the Kettle features in a web environment, which creates a
more user-friendly environment.

The use ofBIcenter leveraged the proposedmethodology to newpossibilities, leading
to a collaborative andmulti-institutional environment. This tool was initially proposed to
simplify themanagement of the distinct roles assigned to different institutions. However,
the system can be installed locally and used internally with invited users to support
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the definition of these pipelines. The RBAC mechanisms of this tool can support the
definition of rules associated with the different features of this tool.

BIcenter-AD was proposed to be an extension of BIcenter applied to Alzheimer’s
disease datasets [37]. This tool provided a collaborative environment that was focused
in the ETL Task Editor. With this component, a workspace is created that allows
the implementation of the ETL pipelines with all components required to harmonize
Alzheimer’s disease cohorts. The users with the role capable of editing ETL tasks can
work collaboratively using a shared workspace.

5 From Unstructured Text to Ontology-Based Registers

In the previous section, we proposed different strategies to migrate heterogeneous data
into a common data schema. Following this research direction, we identified some gaps
in these ETL procedures regarding non-structured medical information.

5.1 Extract and Harmonize Drug Mentions

The first proposal for extracting medical information from non-structured data was a
two-stage workflow, denominated DrAC [38]. The initial stage involves extracting pre-
scriptions found in patients’ narratives. Subsequently, the extracted information is har-
monized into standard definitions during the second stage, before being stored in a shared
database schema known as the OMOP CDM.

To implement the reader component, a factory programming pattern was used. This
simplifies the adoption of this tool a newdataset of clinical notes is used.Once the clinical
notes have been read, the annotator is employed to extract the medication concepts
present in each narrative. The annotations are then stored and subject to post-processing.
The tool used for this was Neji, an open-source and modular framework designed for
processing text and retrieving medical annotation [39].

Neji was configured as a medication annotator using three drug-related medical ter-
minologies from the UMLS Metathesaurus [40]: AOD, DrugBank and RxNorm. These
terminologies encompass several semantic types and groups. Therefore, we narrowed
the content of these dictionaries by only retaining entries from the “Chemicals &Drugs”
semantic group. After cleaning these dictionaries, they were imported to an instance of
the Neji server and a new service was configured. Once all of these notes were loaded
into the proposed system, it uses the Neji endpoints to annotate the medication entities
and the extracted information was stored in a matrix structured by patient, drug and
values for this relation.

Therefore, each cell contains the strength, dosage, and route for each drug annotated
and associated with the patient. This particular format was adopted since it is similar
to the one used in one of the stages of the ETL workflows, proposed for harmonizing
cohort studies into an OMOP CDM database.
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5.2 Multi-language Concept Normalization

One of the challenges posed by ETL procedures is the definition of the transforma-
tion rules. The task for mapping original concepts into their standard definitions is
time-consuming and requires specialized teams. Although there are various automatic
mapping solutions available to assist this process, these are more complex whenworking
with multilingual databases, resulting in a substantial manual effort for translation and
mapping. The proposed component defines a strategy that combines language detec-
tion techniques with text mining algorithms to optimize the ETL workflows [41]. This
component is intended to be integrated into existing harmonization pipelines.

The proposed component employs two open-source tools: i) a web collaborative
platform capable of simplifying the management of the ontologies used in this proposal;
and ii) a tool with a user interface to support the mapping validation. Usagi was used as
the interface for validating the mappings. This tool provides a straightforward and user-
friendly interface to validatemappings usingword similarity and suggestive associations.
WhileUsagi’s suggestions only compare conceptswith the standardvocabulary, resulting
in some incorrect mappings that require manual modification, the user interface is user-
friendly and can be reused for our proposed approach. Currently, it is used in several
migration workflows, including those proposed in the previous section.

6 Scalable Database Profiling for Multicenter Studies

One of the challenges when reusing health databases for research is the correct selection
of the data sources. This is a complex problem since it requires strategies to charac-
terize data sources without revealing their content, and platforms for disseminating the
databases’ characteristics [42, 43]. For the database characterization issue, there are
already some guidelines when dealing with this type of data. Depending on the project
or institution’s policies, the data owners can share aggregated information about their
data. This can provide a summarization of the patients in the databases. Other character-
istics can also be provided, namely data governance policies and contact details. These
summarization guidelines are not standard and may differ depending on the context. For
instance, a community focused on studying Alzheimer’s Disease would have datasets
with different characteristics compared with a more generic domain [44].

Profiling databases (or fingerprinting) is the action of representing a database using
a set of characteristics that combined can create a singular conception of the database.
Defining these characteristics raises some issues that vary depending on the project
scope. While these issues have complex solutions, we propose a different strategy to
help the discovery of medical databases. It aims to provide enough information about
the databases, that can characterize them at a deeper level, without sharing sensitive
information. Figure 2 represents the main idea of the concept of this summarization,
which is defined as fingerprinting.
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Fig. 2. The concept of fingerprinting databases focuses on extracting characterizes fromdatabases
of the same type.

6.1 Framework for Profiling Databases

The MONTRA 2 framework was developed as a solution for enabling biomedical data
sharing through the creation of web-based environments for research purposes. The
database catalogue can be considered one of the core features of MONTRA 2. In this
catalogue, it is represented each database through the concept of fingerprinting, as was
already described. Therefore, the data owners can define the catalogue structure that
better fits their needs in that scope, and the system generates the web catalogue based
on that file. The skeleton structure is flexible and contains fields (questions) to be filled
by the data owners. Several questions can be aggregated in a “QuestionSet”, creating
a hierarchical data representation. Each question can store different types of data, for
instance, dates, numbers, strings, multiple-choice values, geographic location, among
others. These fields, which represent the metadata about the health databases in the
catalogue, are used for free text search, advanced search, dataset comparison, and other
features of the catalogue.

MONTRA 2 was implemented to also support the creation of an environment to
integrate distinct tools in a centralized platform. The goal of this paradigmwas to provide
the researchers with a workplace with all required tools to: i) compare and identify
the databases of interest for clinical studies; ii) streamline a study over the network;
and iii) retrieve the results and aggregate them. All these tools are protected under a
federated SSO mechanism with profile verification. MONTRA 2 is currently used to
support different other projects. The system has three instances in production, to support
different platforms, namely the EHDEN Portal, EMIF Catalogue and MSDA Portal.

6.2 Exploring Distributed Patient-Level Databases

The proposed component with the goal of streamlining multicenter studies is based on
MONTRA 2. To accomplish this, we developed an additional tool that was integrated
in MONTRA 2 as a plugin [45]. It aims to simplify the execution of health studies as
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well as centralize and coordinate the operations between all the entities involved. The
proposed system, designated as Study Manager, adopted the same technologies used in
MONTRA 2, namely Django in its core. To simplify the integration between systems,
this tool was implemented to be compliant with the MONTRA SDK, following a MVC
software pattern. This pattern segregates the application logic into three main elements:
i) the model, responsible for handling the data storage; ii) the view, that generates the
data representation for the client; and iii) the controller, which contains the business
layer.

With all the proposed solutions in the previous sections, including MONTRA 2
framework, the process of conducting multicenter medical studies is currently a reality.
Medical researchers have identified some challenges and opportunities when sharing
biomedical data. The component proposed in this part of this work aims to empower
these opportunities, which may increase the impact of the outcome of such medical
studies. Therefore, the proposed strategies aim to facilitate the exploration of patient-
level databases, while minimizing the risk of violating the patient’s privacy.

7 Results and Discussion

Enriching information extraction pipelines in clinical decision support systems is a
research topic that can be addressed from different points of view. In this work, we
tried to enrich these pipelines starting by working on the foundations of clinical decision
support systems.We recognised that to increase the quality of the treatments, researchers
need to study the impact of new drugs, or the efficiency of current treatments. These
findings can originate new treatment protocols that can be integrated into the decision-
support systemsof healthcare institutions. Therefore, in thiswork,we focusedon creating
methodologies and tools to help medical researchers conduct more impactful findings,
to improve the source of these systems.

We started by specifying the scope of this work, based on the biomedical data formats
thatwe could use.Motivated byEHDENproject, we focused thiswork onEHR relational
data, that we tried to supplementwith data extracted frommedical narratives. Then, in the
later stage, after defining strategies to have an interoperable network of data sources, we
proposed solutions to support research using these data sources. In short, we presented
some software solutions to integrate medical data sources, and the final product is a
platform to simplify the data analysis across distributed databases [46].

The first hypothesis addressed the lack of interoperability between health databases.
However, as we find during this work, the problem was not the lack of standard solu-
tions to interconnect these databases. Instead, the problem was the effort required to
adopt one of these standards. To answer this problem, we proposed solutions to sim-
plify the migration of EHR data to one of the standard data schemas currently used in
medical studies. We validated these solutions using heterogeneous cohorts of patients’
data suffering from Alzheimer’s disease. After harmonizing these datasets, the data of
6,669 subjects were combined considering the information of 172 clinical concepts.
The interoperability was ensured by converting data sources to the OMOP CDM data
schema [1].

The second hypothesis was about enriching the information stored in the databases,
using unstructured data present in clinical narratives. For this, we proposed a solution
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capable of extracting medical concepts and storing them in an OMOP CDM database.
Part of this solution is supported by the work done to answer the first hypothesis. We
validated the proposed NLP strategies using scientific challenges, namely organized by
n2c2 organization [38].

Finally, the third hypothesis was focused on finding the most adequate health
databases for specific research studies. To answer this question, we have collaborated
during this doctoral program with the EHDEN partners aiming to propose and adjust
a solution based on real needs. The result was a flexible framework capable of being
extended to support complementary tools. This work was validated in the context of
the EHDEN project [46]. This portal currently contains information about 93 EHR
databases, which are publicly accessible to all the 750 registered. Additionally, it also
replaced old technologies that have supported the EMIF project in the past. This tool
was validated with thousands of users. Overall, all these platforms have a real impact
on medical environments since researchers can easily identify databases of interest to
conduct multicenter studies.

8 Conclusions and Future Work

Enriching information extraction pipelines in clinical decision support systems is a
research topic that can be addressed from different points of view. In this work, we
tried to enrich these pipelines starting by working on the foundations of clinical decision
support systems.We recognized that to increase the quality of the treatments, researchers
need to study the impact of new drugs, or the efficiency of current treatments. These
findings can originate new treatment protocols that can be integrated into the decision-
support systemsof healthcare institutions. Therefore, in thiswork,we focusedon creating
methodologies and tools to help medical researchers conduct more impactful findings,
to improve the source of these systems.

We started by specifying the scope of this work, based on the biomedical data formats
thatwe could use.Motivated byEHDENproject, we focused thiswork onEHR relational
data, that we tried to supplementwith data extracted frommedical narratives. Then, in the
later stage, after defining strategies to have an interoperable network of data sources, we
proposed solutions to support research using these data sources. In short, we presented
several software solutions to integrate medical data sources, and the final product is a
platform to support the analysis of biomedical data across distributed databases.

With this research, we identified some future work and research directions, namely
by analyzing some of the limitations of the proposed solutions. Herein, we present and
discuss some of the possible research lines for future work:

1. Standardizing a fingerprinting schema: A lot of efforts have been conducted to ensure
interoperability between data sources, as well as to publish their metadata to facilitate
discovery. This resulted in several health database catalogues that cannot communi-
cate and exchange information between them. There are already some initiatives
to create federated catalogues in specific domains, however, this is only the begin-
ning. Standard schemas and ontologies to federate this communication is a possible
research direction to optimize the creation of health database catalogues.
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2. Automatic definition of ETL workflows: Automatically establishing the mappings
between the inial data schema to the target is an open research direction that can be
applied beyond the health domain. This can be simplified and focused on the medical
domain, by using OMOP CDM as the target data schema. In this work, we proposed
semi-automatic methodologies, but this proposal can be optimized at different levels.

3. Extending OMOP CDM to incorporate other data types: Over the years some initia-
tives tried to extend the OMOP CDM to incorporate more information. The adoption
of these initiatives at a large scale fails due to several issues (ensuring data privacy
in complex data formats, breaking the schema interoperability, and raising issues
when sharing results, among others). Investing in this direction may leverage med-
ical research to new levels, namely by allowing distributed studies using DICOM
images, or genomic data.

4. Secure FAIR data: The objective of FAIR principles is to optimize the reutilization of
data. The principles highlight the importance of machine-actionability, which refers
to the ability of computational systems to independently discover, access, interoper-
ate, and reuse data with minimal or without manual intervention [47]. However, we
identified a research line in this topic, by combining it with security, i.e. applying
the FAIR principles following secure guidelines to ensure safe machine-to-machine
communication.

Considering the increasing impact of technology in healthcare, along with the rapid
developments in this field, we firmly believe in the importance of the presented research
topics.
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Abstract. Digital twins are becoming popular in awide range of industries for the
monitoring, control, and optimization of physical objects, processes, and systems.
Its growing demand is related to its potential to improve efficiency, reduce costs
and increase safety in different applications. As a result, a variety of approaches,
modeling processes, technologies, and tools have been used to develop and deploy
digital twins. The choice of which to use often depends on the specific application
area, case study, available resources, and expertise. This paper explores the idea of
using the digital twin concept applied to power wheelchair systems, to supervise
and improve their operation and maintenance. In particular, it focuses on data flow
and connectivity within the digital twin, proposing an IoT and cloud-based data
exchange to enable efficient cyber-physical connection and easy datamanagement.
For this work, a small-scale prototype of a power wheelchair was built with some
sensors and actuators interfacedwith amicrocontroller, and the data exchangewith
a ROS-based virtual entity was performed via cloud under the MQTT protocol.

Keywords: Data Acquisition · Data Management · HiveMQ Cloud · InfluxDB ·
MQTT · NXT

1 Introduction

Power wheelchairs and related devices are available on the market to assist people
with severe mobility impairments [1, 2]. As they often allow for the augmentation and
replacement of functions and devices, they can also deal with speech, hearing, and vision
problems. This means that two power wheelchairs are unlikely to be alike, making the
market relatively limited. This, associated with manufacturers having to comply with
all relevant legislation, contributes to the high cost of power wheelchairs, which can
be as expensive as a car [3, 4]. So, it is important to properly maintain and preserve
a power wheelchair to help to extend its lifespan and guarantee that it continues to
provide safe and reliable mobility for its user. This can include regular cleaning and
inspections, prompt repairs and replacements of any worn or damaged components, as
well as adjustments to somewheelchair parameters, such as acceleration, forward speed,
joystick throw or steer correction.
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To make this easier, some companies in the sector have begun to explore ways to
remotely connect their latest models of power wheelchairs with their service centers.
Invacare’s MyLiNX app [5] establishes a bluetooth connection with the wheelchair’s
control unit, and transmits data via Wi-Fi to a cloud accessed by the provider’s portal.
In the case of Permobil wheelchairs, they have a built in SIM card to communicate data
with the MyPermobil app [6] and the fleet management portal [7].

These types of software applications provide users and technicians with valuable
data on wheelchair usage and performance, and important information on wheelchair
condition to improve remote diagnostics. Examples are battery charge status, number
of charging cycles, undertaken drive time, and fault codes. With real-time metrics, tech-
nicians can identify and diagnose issues before an appointment, sometimes aided by
suggestions to help with troubleshooting. With Quantum Rehab’s Interactive Assist app
[8], technicians can also access a real-time image of the wheelchair’s electronic display
to proceed with remote resolutions, as updating software or adjusting settings. Basically,
these are the initial steps in employing digital twins for wheelchairs.

The authors of this paper intend to further study the use of digital twins for power
wheelchair systems, to supervise them and make their operation and maintenance more
efficient.Adigital twin allows a physical asset or prototype to be represented in the virtual
world, with physical and virtual entities connected and sharing the same properties,
characteristics and behavior by means of data and information [9]. In this regard, this
paper proposes an IoT and cloud-based data exchange to enable seamless connection
between entities and to support data management; the question also posed is: “How can
digital twin, along with an IoT and cloud-based data exchange, support the operation
and maintenance of power wheelchairs?”.

This work builds on the standard MQTT messaging protocol that facilitates com-
munication for IoT devices, and the HiveMQ cloud native IoT messaging broker, which
efficiently forwards data to and from a small-scale prototype of a power wheelchair. The
prototype was equipped with some sensors and actuators interfaced with a microcon-
troller, and its virtual entity, responsible for storing data in an InfluxDB database, was
based in ROS. Power wheelchairs face some challenges, and this section talked about
some innovations on the market for their follow-up and maintenance.

Throughout the paper, the authors also contribute with some considerations about
the state-of-the-art in the remaining topics of this work. Section 2 explains how this
paper contributes towards the development of connected cyber-physical spaces. Section 3
details the proposal; describes the experimental prototype, and presents some results.
Section 4 presents some discussion around the proposal; and Sect. 5 presents the
conclusions and future work.

2 Contribution for Connected Cyber-Physical Spaces

A digital twin (DT) can simply be composed of three elements [9]: a real space, corre-
sponding to the physical world where physical entities (PEs) exist; a virtual space that
exists within the domain of the cyber space and where virtual entities can mirror the
PEs; and a bidirectional path that allows data synchronization between the two spaces.
In this paper, the focus is on the third element specifically on the connection between a



Support Operation and Maintenance of Power Wheelchairs with Digital Twins 193

power wheelchair prototype and a virtual entity, and on the management of related data.
This focus is due to two factors: firstly, VE mirroring with PE is driven by real-time or
near-real-time data; secondly, the VE relies on the data to compute control actions and
send instructions to the PE.

To support data flowand connectivitywithinDT, internet of things (IoT) transmission
technologies can be used together with appropriate network architectures, communica-
tion and security protocols, middleware platforms, etc. [10]. A middleware platform
for IoT helps manage and process the large amounts of data generated by IoT devices.
In particular, message-oriented middleware (MOM) platforms [11] allow devices to
communicate asynchronously using a message broker, such as ActiveMQ, RabbitMQ,
Mosquitto, VerneMQ,EMQX, andHiveMQ.These popular brokers support theMessage
Queuing Telemetry Transport (MQTT) protocol, which allows topics to be published and
subscribed between distributed client nodes [12]. There are also cloud-based platforms
available tomanage these brokers’ clusters, providing better scalability and accessibility.

Additionally, when accepting an MQTT client or connecting to external resources
like a database, these brokers can establish secure connections via SSL/TLS and various
authentication mechanisms. The relevant data that is exchanged in the DT – including
its context, location and time – must be stored to ensure its future accessibility, so that
if the PE changes, it can be analyzed in a specific time frame [13]. The data can be used
later to understand and predict the PE behavior within its original context or in a new
one. Such data can be collected as time series.

Big data storage technologies such as distributed file storage, NoSQL database and
NewSQL database are getting more attention and can also be used to store and manage
large volumes of data, including time series data [14]; examples of used tools are: Couch-
base,MongoDB,RavenDB, andCassandra. However, time series databases (TSDBs) are
specially designed to store and retrieve large volumes of timestamped data, and provide
additional features such as indexing, compression and aggregation. Examples of TSDB
are: Prometheus, TimescaleDB, OpenTSDB, kdb+, KairosDB, and InfluxDB.

The following section presents thematerials andmethods associatedwith the deploy-
ment of the IoT and cloud-based data exchange for two-way connection of cyber-physical
spaces, and data management in the context of power wheelchairs. It also includes a
description of the experimental prototype, as well as the presentation of results.

3 Proposed IoT and Cloud-Based Data Exchange

The aim of this work is to support the research being conducted to use digital twins
for power wheelchairs [15–17]. This envisions a seamless and secure remote con-
nection between power wheelchairs and digital counterparts, which could ideally be
implemented in service centers of companies in the sector.

The architecture underlying this proposal is represented in the diagram of Fig. 1.
PE and VE in this diagram are represented by the prototype and the digital image,
respectively. They are connected in a bidirectional manner through the HiveMQ cloud
[18] acting as an MQTT broker, which also sends data to an on-premise InfluxDB [19]
database using a Telegraf agent. In order to materialize this approach, an experimental
prototype of a wheelchair was created with LEGO components, while the digital image
was deployed using the ROS framework [20].
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Fig. 1. Digital twin for a power wheelchair with IoT and cloud-based data exchange.

3.1 Power Wheelchair Experimental Prototype and Digital Image

As no real wheelchair was available at the time of this work, a small experimental
prototype was developed using LEGO Mindstorms NXT components. This provided a
simple yet effective way to test and verify the proposal. The prototype mainly focused
on the power system elements that make the wheelchair capable of propelling; that is,
the drive and caster wheels, the drive motor, the batteries and the controller.

An L293D motor drive IC interfaced with an ESP32 microcontroller (running
micropython) was used to monitor and control the speed and steering of two 9 V DC
NXT drive motors using modified RJ-12 cables. A compass was also integrated to mon-
itor changes in tilt and rotation of the wheelchair. To power the prototype, a bank of 8
1.2 V Ni-MH batteries was used, providing a sufficient power source for the motors; as
well as an additional bank of 4 batteries for the IC and ESP32. The ESP Wi-Fi module
established a connection with the MQTT broker and transmitted the wheelchair motion
values and its rotation around each axis. It also received commands from virtual entity
to change the speed and state of the motors.

Several models can be considered for VE to replicate PE [21]. In order to deploy
the digital image of the prototype, the virtual entity was modeled using a combination
of geometric and physical models. While the geometric model represents the overall
solid appearance of the VE using data structures that contain topological and geometric
information, the physical model reflects the physical characteristics of the PWC. Con-
cretely, a unified robot description format (URDF) XML file was described to represent
the visual and physical aspects of the wheelchair digital image in the ROS environment.
This model was visible in 3D in Gazebo and closely resembles a real wheelchair.
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Then, and most importantly, a python script node was implemented to establish the
MQTT connection with the broker and manage the transmission and reception of data.
It was also used to monitor the status of the prototype so that any changes could be
replicated and animated by the VE in the Gazebo simulator; as well as used to manage
the commands to affect and control the physical prototype.

3.2 Data Exchange and Data Storage

A private HiveMQ cloud cluster was used to connect MQTT clients to a cloud native
IoT messaging broker hosted on Amazon Web Services. At no cost, the cluster provides
a maximum of 100 MQTT client sessions and can handle up to 10 GB of data traffic
per month; however, in this particular scenario, it was only necessary to configure the
access credentials of 3 clients, so that the power wheelchair, the digital image, and the
database could publish and subscribe to the cluster.

The broker effectively gathers information published on specific topics and dis-
tributes it to the clients who have subscribed to those topics. The wheelchair prototype
sends messages to the digital image by publishing to topics “prototype/#” and receives
messages from the digital image by subscribing to “image/#”. For bidirectional commu-
nication between the prototype and the digital image, each client sends messages to the
other by publishing on the topic that the other client is subscribed to. To receive the data
from both clients, the InfluxDB database simply subscribed to the prototype and digital
image topics using the Telegraf agent.

All communications were secured using the TLS protocol, which provided encryp-
tion and authentication to ensure data was transmitted securely; and messages were sent
with a quality of service (QoS) level of 1 to ensure they arrived at least once, even in
the presence of network outages. In this setup, the InfluxDB and the digital image were
installed on the same computer, as the cloud-based version of InfluxDB only has a max-
imum data retention period of 30 days. Yet, data needs to be saved for a longer period
for potential future services.

3.3 Outcome

To validate the proposal, two types of procedures were considered. Firstly, a test web
client was defined at HiveMQ cloud cluster to publish and subscribe to all topics. This
allowed to test the communicationwith each client individually under the different topics,
as well as determine the impact of the messages on each client. Secondly, all the clients
were launched and establish communication with the HiveMQ cloud broker.

From top to bottom, Fig. 2 presents the successful connection of Telegraf, ROS, and
ESP, with the subscription of topics from both prototype and digital image. In the ESP
terminal, it is possible to see the first publish of data, “Publishing status”, with data from
compass, namely the pitch (“p”) and roll (“r”), and data speed and motion values of each
motor. In turn, we see in ROS terminal, that the messages were correctly parsed.

From InfluxDB it is possible to better inspect the results obtained. Figure 3, 4 and 5,
depict all the messages received during approximately 1 min. Figure 3 corresponds to
the values from compass. Here we see the first values from pitch and roll to be the same
as those shown in terminals from Fig. 2.
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Fig. 2. Connection, publish and subscribe of clients.

Since no remote controller like a joystick was used, the prototype waited for com-
mands from ROS node to change its state. So, for Fig. 4 and 5 the results focused are the
ones in which we can see that the commands sent to “prototype/#” affected the status of
motors, updated previously with the status send by “image/#”.

Finally, it was also possible verify the correct mirroring between that both entities,
which functioned identically, in Gazebo and in real prototype.
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Fig. 3. Messages from ESP in prototype/sta_compass topic.

Fig. 4. Messages from ESP and ROS in prototype/sta_motor_left and image/cmd_motor_left.
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Fig. 5. Messages from ESP and ROS in prototype/sta_motor_right and image/cmd_motor_right.

4 Discussion

The increasing complexity of current systems has been a motivation for the use of
appropriate techniques to verify andvalidate their dependability, especiallywith regard to
safety-critical systems (SCSs).ASCS is any kind of systemwhere non-desired properties
can endanger people’s lives and the environment, aswell as lead to financial losses. Power
wheelchair systems fall precisely within the scope of SCSs.

As stated before, power wheelchairs have their own set of issues and problems and
despite the efforts of companies to provide follow-up and maintenance services for
them, there is still room for improvement. For instance, Quantum Rehab’s Interactive
Assist app [8] enables technicians to remotely access a real-time mirror image of the
wheelchair’s electronic display to resolve issues such as updating software or adjusting
settings. However, they have limited control over the actual wheelchair. In many cases,
they rely on customers and caregivers to follow technicians’ instructions on how to
proceed.

In this sense, we acknowledge the potential benefits in the use of digital twins in
the power wheelchair industry, like what already happens in other sectors, such as the
automobile industry. As an example, a digital twin can be useful for wheelchair prepara-
tion and fitting, as it can show how the wheelchair functions, support its customization
and adaptation, and help in planning and testing different scenarios. The DT can also be
applied to justify, design, and validate new or existing wheelchair features, services, and
parts, as well as simulating the health conditions of the wheelchair, to detect and prevent
the sources of problems and unwanted situations. The digital twin can also predict the
performance of the power wheelchair, including the occurrence of unexpected scenarios.
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As the digital twin can collect real-time operational data from the power wheelchair,
it can provide insights into possible outcomes of its use, or trigger alerts during follow-
up, maintenance, and repair so that a problem can be diagnosed.With the DT, wheelchair
repair can be facilitated through remote analysis and real-time power wheelchair inter-
vention. Here are some ways digital twin, along with an IoT and cloud-based data
exchange, support the operation and maintenance of power wheelchairs.

The architecture depicted in Fig. 6 presents how digital twins can be used by service
providers in real-time connectivity with their wheelchairs.

Fig. 6. Monitoring of multiple wheelchairs with IoT and cloud-based data exchange.

The proposed architecture facilitates flexible communication among multiple
devices, with each client capable of communicating with one or more other clients as
required. It can also be applied in a scenario where a provider center monitors multiple
wheelchairs to support their operation and maintenance.

In future, this proposal can be improved to enhance the following services:

• Real-time monitoring of power wheelchair locations;
• The collection of information about each user’s driving style and use;
• Engaging with users by sharing tips about their driving;
• Access wheelchair data and information on how to optimize its performance;
• Sending instructions or updates directly to the power wheelchair;
• Establish a maintenance schedule and perform pre-diagnostics;
• Generation of cost simulations based on required maintenance;
• Based on the information from used wheelchairs, configure new or replacement

wheelchairs;
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• Automatic report generation or downloaded on demand.

In the following section, the concluding remarks of this study will be presented, and
emphasis will be given to future research.

5 Conclusions and Further Work

This paper explores a solution to support the operation and maintenance of power
wheelchairs. One solution can be based on sensors that gather data to monitor impor-
tant parameters of power wheelchairs. The data can be transferred into digital copies of
power wheelchairs, to supervise and improve their operation and maintenance, ensuring
they are used correctly and providing reliable diagnoses. This concerns the use of digital
twins for power wheelchairs. So far, there is no evidence of its application in this sector.

The bidirectional link in a digital twin is a crucial element; it is onlywith the exchange
of data and information through cyber-physical spaces that DT allows the convergence
and synchronization of physical and virtual entities. With the proposed IoT and cloud-
based data exchange, it was deployed a seamless and secureway for data sharing between
a wheelchair prototype composed of LEGOMindstorms NXT components and a virtual
entity.

Regarding the experimental results, they depend on the dynamic interaction between
the physical and virtual entities, and it is challenging to present results that capture their
change and effect over time and space. However, we have provided a comprehensive
description of how we did the experiment and try to present results that show the con-
nection and synchronization between the prototype and the digital image, through the
data flow and updates between them (and the database); we used screenshots and tables
to illustrate our results more clearly.

The prototype’s motors and a compass were interfaced with an ESP32, so that the
ROS-based virtual entity could monitor and control the speed and direction of the PE via
MQTT. The MQTT messages were centralized using a HiveMQ Cloud MQTT broker,
and the relevant datawas stored in an InfluxDB time-series database to support future ser-
vices. This facilitates distributed communication betweennodes that are located remotely
and opens up unexplored possibilities for the wheelchair market.

The next phase of this study involves the use of an actual power wheelchair, an
Invacare Fox [22]. Among other things, it will be necessary to modify the digital twin
to accommodate the LiNX electronics found in Invacare’s wheelchairs [23]. In addition,
other sensors will be assembled to provide useful data in the given context.

On the virtual entity side, the authors also plan to extend and use a new high-level
Petri net [24] to specify both the behavioral state model and the rule model. It is intended
that this model can meet specific requirements, such as defining and establishing secure
MQTT connections. The improvement of the VE geometric model is also a point to
work on; and finally, real use case scenarios will be defined so that the digital twin has
validation in the real wheelchair.

Acknowledgments. This work had the support of the Portuguese Agency FCT (“Fundação para
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Abstract. This paper proposes a novel approach for the liveness verification of
a Petri net-based cyber-physical system (CPS). The idea is based on the reduction
of the initial Petri net and further analysis of its structure in order to identify the
sequences of places and transitions that may affect the liveness of the system.
In particular, the technique searches for the sequences in the Petri net in order
to determine whether the system may not be live, or, (in certain cases) it is defi-
nitely not live. The proposed method is mainly aimed at accelerating the process
of initial verification of the control part of CPS. The main benefit of the pre-
sented technique is its polynomial computational complexity (the method runs in
polynomial time). Therefore, the technique permits rapid checking of the system.
Although this method is oriented toward CPSs, it can also be applied to other Petri
net-based systems where liveness is especially important (e.g., concurrent control
systems). The proposed technique was examined experimentally with a set of 242
benchmarks.

Keywords: Liveness · Control Part of the Cyber-Physical System · Petri Net

1 Introduction

Currently, on the market an increasing demand can be observed for new-generation
systems, which combine the execution part (physical process) with cyber components.
The behavior of such a system is defined by the physical part but also by the control
(cyber) component. Such systems in the literature are called Cyber-Physical Systems
(CPS) [1, 2]. CPSs are all around us: smart home automation devices [3], healthcare
systems [4], power electronic converters [5], manufacturing systems [6], transportation
systems [7], etc. CPSs permit to perform operations concurrently, which makes them
possible to execute several operations at the same time [8]. The increasing number of
components (as well as their complexity), and the growing use of advanced sensors and
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actuators cause a serious challenge related to the design and verification of modern CPS
[9]. Petri nets [10] are one of the most efficient solutions for modeling and verifica-
tion of CPSs [11], combining their graphical and readable notation with the intuitive
expression of parallel behavior of the designed CPS [12]. Furthermore, their application
in modeling of CPSs (or more generally – concurrent systems) has abounding benefits
over other modeling techniques. The visualization of Petri nets using simple graphic
elements (circles, rectangles, arrows) makes the models relatively readable and flexible.
Moreover, well-developed verification techniques (e.g., invariants, reachability tree or
graph analysis) allow for effective detection of most errors of CPS model [13, 14].

Petri nets are widely supported by several mathematical techniques. Therefore, the
designer can perform the examination of the CPS at the early modelling stage. The
main properties of a Petri net-based CPS are liveness, boundedness, and safeness [10].
Examination of those properties permits avoiding malfunctions of the modeled system,
such as deadlocks, and redundant or unreachable states. The main problem with the
traditional analysis techniques of a Petri net is exponential computational complexity,
which makes their use in large and complex Petri nets extremely difficult. Therefore, it
is worth developing methods that can simplify the analysis (unfortunately, the results
may not be unambiguous, but from the other side they can indicate the path of further
analysis).

The design of a CPS modelled by a Petri net consists of several stages, including
modeling, verification, and analysis, aswell as further hardware implementation [14, 15].
Petri net-based methods allow for the examination of the robustness and reliability of the
CPSat the specification stage [16, 17],whichmaymeaningly affect the costs and time and
of the designed CPS. There are various verification techniques, including concurrency
and sequentiality relations analysis, as well as Petri net properties examination, such as
liveness, safeness and boundedness [12, 18–23]. Verification of such crucial attributes
prevents deadlocks in the system and helps avoid redundancy (unreachable states) [24].
Unfortunately, verification and analysis of Petri net-based CPSs, especially liveness
property, are not trivial tasks. Themain bottleneck refers to the computational complexity
of the existing algorithms. From one side, exact methods, such as those that apply the
reachability tree/graph are effective and able to obtain optimal results. However, they do
usually have exponential computational complexity, which means that the solution may
never be found within the assumed time. On the other hand, the approximate algorithms
are much more efficient (their run-time is executed within the assumed time), but the
result may not be optimal. Therefore, there is very hard to find a comprehensive solution,
and the existing techniques balance the optimal results (effectiveness) and reasonable
computation time (efficiency) [15]. In the paper we propose a polynomial-time algorithm
for preliminary liveness verification of the Petri net-based CPS. The main contributions
are summarized as follows:

– anovel Petri net-based analysis technique is proposed,which allows the initial liveness
examination of the model in order to determine whether the system may not be live,
or, (in certain cases) it is definitely not live;

– a short computation time is the main benefit of the proposed solution;
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– the presented technique was experimentally validated with a set of 242 benchmarks
(test cases).

This paper is oriented on the preliminary liveness verification of a Petri net-based
CPS (ormore precisely the control part of CPS). After the initial reduction of the net [10],
the defined sequences of places and transitions are searched in the system. In particular,
the method determines whether the given net may be dead and in special cases shows
lack of liveness). Let us underline that this paper is focused on the control part of CPSs. In
opposite to the traditional concurrent systems, the control part of the CPS (also called the
“cyber part”) is strictly joined with the “physical” (execution) part. Such a combination
can be observed in other works published by authors, including manufacturing systems
[6], integrated systems [5, 25], and distributed systems [26]. However, in our previous
papers, boundedness and safeness analysis was emphasized [27]. This paper deals with
the liveness examination of the control part of CPS.

The rest of the paper is structured as follows. Section 2 presents the relation of the
presented research with technological innovation for connected cyber-physical spaces.
Section 3 introduces the necessary definitions and notations. The idea of the proposed
technique is presented in Sect. 4. Section 5 presents the experimental results of the
proposed method, and the final conclusion can be found in Sect. 6.

2 Technological Innovation for Connected Cyber-Physical Spaces

The continuous technological development in recent years, additionally intensified by
the coronavirus pandemic [28], has meant that our current environment is now filled with
various types of smart systems and electronic services. We live in smart cities, in smart
buildings, controlled by smart home systems.Wewatch smart TV and use smartphones.
We are a smart society [29]. We are increasingly using artificial intelligence systems to
make our lives safer, more convenient, cheaper, and more efficient. Many people cannot
imagine functioning in everyday life without using electronic devices or smart gadgets.

We live in environments, where both physical and cyber spaces intersect. Nowadays,
we are encompassed by countless CPSs. In addition, present-day CPSs are anticipated to
be viably securing personal information, energy effective, small in size, valuable, effec-
tively versatile, and secure. In particular, the last mentioned prerequisite is requesting
since these days CPS are complex, progressive, and exceptionally regularly concurrent.
The possibility of making a mistake by designing such complex systems is natural and
large. Removal of such errors revealed only in the implementation phase can be very
expensive.Moreover, unrelated errors can be dangerous for people (think about defective
medical devices). Therefore, there is an urgent need for the development of methods and
techniques which can analyze the model in the first stages of the CPS design process.
Petri nets are one of the promising modeling techniques because they are simple and
effective. Moreover, they are supported by a set of methods for model analysis (e.g.,
invariants, reachability tree analysis, deadlock search) that allow for the detection of the
design errors at the model stage.

The analysis technique proposed in the paper is oriented on the preliminary liveness
verification of a Petri net-based CPS (more precisely, the control part of CPS). The
presented method, after the initial reduction of the Petri net, analyzes the model in order
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to find the particular sequences of places and transitions. Finally, the method determines
whether the Petri net is not live. Such an approach fits into the current trend of developing
systems that are smarter with increasing levels of cognition and autonomy, oriented to
solve societal problems with a human-centric perspective.

3 Main Definitions, Notations, and Reduction Techniques

This section presents the main definitions and notations for better clarification of the
proposed method [10, 12, 13, 15, 17–19, 21–23]. Moreover, it also briefly introduces
the reduction techniques applied in the proposed approach.

Definition 1 (Petri net). A Petri net N is a 4-tuple – Eq. (1):

N = (P,T ,F,M0) (1)

where P is a finite set of places, T is a finite set of transitions, F ⊂ (P × T)∪ (T × P)
is a finite set of arcs,M0 is an initial marking.

Definition 2 (Input (output) places (transitions)). Sets of input and output places of
a transition are defined respectively as follows: •t = {p ∈ P : (p, t) ∈ F}, t • =
{p ∈ P : (t; p) ∈ F}. The sets of input and output transitions of a place are defined:
•p = {t ∈ T : (t, p) ∈ F}, p • = {p ∈ P : (p, t) ∈ F}.

Definition 3 (Marking). A marking (state) M of a Petri net is a distribution of tokens
in the net places. If a place contains one or more tokens, it is called a marked place. A
marking can be changed by means of firing (execution) of a transition.

Definition 4 (Firing). A transition t is enabled and can fire (be executed), if every of
its input places contains a token. Transition firing removes one token from each input
place and adds one token to each output place.

Definition 5 (Reachability). Marking Mj is reachable from marking Mi, if Mi can be
changed to Mj by a sequence of transition firings.

Definition 6 (Incidence matrix). Matrix Am×n is an incidence matrix of a Petri net
N = (P,T ,F,M0) with |P| columns and |T| rows of integers, given by – Eq. (2):

aij =
⎧
⎨

⎩

−1,
(
pj, ti

) ∈ F
1,

(
ti, pj

) ∈ F
0, otherwise

(2)

Definition 7 (Liveness). Petri net N is live if it is possible to fire any transition from
any reachable marking by a sequence of firings of other transitions.
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Please note that the above definition refers to the strictest condition of liveness. There
exist also other liveness definitions, which are more relax (denoted by “liveness levels”),
cf. [10].

Finally, let us present the reduction techniques applied in the paper. Reduction tech-
niques allows for the simplification of the Petri net structure [9]. It is worth mentioning
that such operations preserve the main properties of the analyzed system, including live-
ness. In general, the reductions can be divided into four groups: Fusion of Series Places
(FSP) (Fig. 1a), Fusion of Series Transitions (FST) (Fig. 1b), Fusion of Parallel Places
(FPP) (Fig. 1c), Fusion of Parallel Transitions (FPT) (Fig. 1d). Let us briefly describe
them.

The first reduction method (FSP) combines places that are modeled as a sequence.
There is a restriction in regard to the places that are initially marked (with tokens), which
cannot be reduced (Fig. 1a). Similarly, the FST reduction is executed. This technique
also has a restriction, thus the places initially marked cannot be reduced (Fig. 1b). Third
reduction method (FPP) is based on the elimination of the places that are modeled as
parallelly. The method can be applied if each of reduced places contains a token, or
none of them contains a token (Fig. 1c). Finally, the FPT is executed in the similar way.
However, in this case, there are no restrictions on marked places (Fig. 1d).

Fig. 1. Reduction techniques: FSP (a), FST (b), FPP (c), and FPT (d)
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4 The Idea of the Proposed Technique

This section presents the proposed liveness verification technique of the control part of
CPS. The system is initially reduced with the set of techniques presented within Sect. 3
(Fig. 1). In the proposed liveness verification technique, the above four methods are
executed periodically until there is a possibility for further reductions. The main aim
of the applied reductions is simplification of the Petri net structure with preservation
of the liveness property. Such reductions influence on the second part of the proposed
technique, since the specific sequences may be detected in easier way.

The main idea of the proposed technique refers to the searching of the certain
sequences of places and transitions in the system. The presented methods are divided
into two main groups. The algorithms presented in the first group indicate that the sys-
temmay not be live. This means that the Petri net contains sequences of places that may
lead to e.g., deadlock or not reachable states, but we are not sure about it. Therefore,
the designer ought to perform additional verification or validation (simulation) of the
system. In opposite, detection of the second group of sequences indicates that the Petri
net is definitely not live. Hence, no further examinations are required.

The first group consists of four types of sequences, as shown in Fig. 2. The first
case (most from the left) consists of three transitions and a single marked place. The
second sequence (the next from the left) is structurally the same as the first one, but it
does not contain a token. The third sequence includes three transitions and two marked
places. Finally, the last sequence consists of four transitions, and two places, while one
of them is marked. Indication of the above sequences indicate that the systemmay not be
live. This means that if a particular sequence occurs in the Petri net, the designer should
carefully examine the proper functionality of the CPS.

a) b) c) d) 

Fig. 2. Sequences indicating that the system may not be live
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The second group of sequences includes two cases, as shown in Fig. 3. Existence
of each of them assures that the examined Petri net is not live. The first case (shown in
Fig. 3 on the left) consists of a marked place (with a token), and a transition. Similarly,
the second sequence contains a place (but without a token), and a transition.

a) b)

Fig. 3. Sequences indicating that the system is not live

Let us now present the technique that permit to find the above cases. The method
that detects sequences from both first group is divided into two main steps. Firstly, the
algorithm checks the occurrence of the sequences from the first group: first, second,
and third cases (Fig. 2a, 2b, 2c). Subsequently, the fourth case from the first group
is investigated (Fig. 2d), moreover, the algorithm searches for the sequences from the
second group (Fig. 3). As the input, the algorithm reads the incidence matrix of a Petri
net (after reductions). Existence of the above sequences indicates that the system is
definitely not live. This means that no further examinations are required and the Petri net
ought to be revised (re-modelled). It should be noted that the designer is able to locate
the improper areas of the Petri net (detected by the proposed algorithm).

Moving into details the algorithm comprises the following stages:

1. For each transition t:
a) if (|•t| = 1 and |t•| = 1) then:

– if |t • •| = 2 and |t•| is marked then the Petri net contains a sequence from the
first group, first case (shown in Fig. 2a);

– if |t • •| = 2 and |t•| is not marked then the Petri net contains a sequence from
the first group, second case (shown in Fig. 2b);

b) if (|•t| = 1 and |t•| = 2) then:

– if both output places p1 and p2 of t are marked and additionally (|p1•| = 2 and
|p2•| = 1) such that (p2•) = (p1•) then the Petri net contains a sequence from
the first group, third case (Fig. 2c);

2. For each place p:
a) if (|•p| = 2 and |p•| = 2 and p is marked) then:

– if there exists (p′ = p • •) such that [(p•) = (•p′) and
(
p′•) = (•p) and(∣

∣•p′|=|p′•∣
∣ = 1

)
then the Petri net contains a sequence from the first group,

fourth case (shown in Fig. 2d);
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b) if (|•p| = 0) and |p•| = 1 then:

– if p is marked then the Petri net contains a sequence from the second group,
first case (shown in Fig. 3a);

– if p is not marked then the Petri net contains a sequence from the second group,
second case (shown in Fig. 3b).

As already mentioned, the occurrence of sequences from the first group indicates
that the system may not be live. However, if the sequence from the second group is
detected then the Petri net is definitely not live.

5 Results of Experiments

In this part, the results of experimental research will be presented and discussed. The
proposed technique was examined in terms of its efficiency (run-time) and effectiveness
(proper results). The method was tested on the dedicated laptop with the use of an Intel®
Core® i7-1165G7@2.8 GHz processor and 32 GB of RAM. The set of benchmarks
contains 242 Petri nets that describe theoretical and real-life CPSs, control systems,
manufacturing systems, discrete systems, etc. The tests are available at: http://www.
hippo.uz.zgora.pl.

Table 1. Results of the experiments for selected benchmarks.

Benchmark name Number of

places in

the context

of reduction

Number of

transitions in

the context

of reduction

1st Group of

sequences

2nd Group of

sequences

Reachability graph

pre after pre after Result Runtime

[ms]

Result Runtime

[ms]

Result Runtime

[ms]

CNC_machine 7 5 2 1 Not occurs 0,016 Not

live

0,013 Not

live

21,241

tank_heating 4 4 2 1 Not occurs 0,014 Not

live

0,012 Not

live

121,881

lnet_p8n1 51 40 3 2 Not occurs 0,024 Not

live

0,018 Not

live

44192,545

s_net_copy_milling_machine_subprocess 31 28 5 6 Potentially

not live

0,167 Not

occurs

0,086 Not

live

697,037

bause1 11 11 9 9 Potentially

not live

0,978 Not

occurs

0,319 Not

live

44,087

balduzzi1 18 16 18 16 Potentially

not live

13,862 Not

occurs

2,820 Not

live

31,324

esparza1 11 10 10 9 Potentially

not live

0,537 Not

occurs

0,261 Not

live

94,952

Table 1 shows the experimental results for the selected benchmarks. The obtained
results of these tests were compared to a full liveness analysis using the state reachability
graph [10]. In the “Benchmark” column are the names of the analyzed systems. The next

http://www.hippo.uz.zgora.pl
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two columns show the number of places and transitions before and after the reduction.
The result of the first group of sequences was denoted either by “potentially not live” (if
the sequence was detected) or “not occurs” (in another case). The result of the second
group “not live” indicates that the sequencewas found, while the opposite case is denoted
by “not occurs”.

The experiments show that the presented approach has potential. The time of the
proposed method is shorter than the reference method used for comparison. It should be
emphasized that the occurrence of sequences from the first group means that the system
may not be live (but it does not have to be). The occurrence of sequences from the second
groupmeans that the tested Petri Net is definitely not live. Going into detail, the sequence
from the first group was found in 36 systems, while 17 of them were indeed not live.
This means that 47% of detected Petri nets were not live. Let us underline that this is
relatively high result, since almost half of the indicated systems contain errors, which are
usually very hard to detect (the traditional methods based on the reachability tree/graph
are often insufficient due to the exponential computational complexity). Moving on to
the second group of sequences, they were found in 18 tested cases. It should be noted
that all of them were indeed not live. This means that the experimental results fully
confirmed the theoretical expectations.

6 Conclusions

Amethodof preliminary liveness verificationofPetri net-basedCPSswasproposed in the
paper. The technique includes the initial reduction of the Petri net, and further searching
for the particular sequences of places and transitions in the system. Two kinds of such
sequences are proposed and analyzed. The occurrence of the first of them indicates that
the system may not be live. Furthermore, existence of the second group of sequences
assures that the Petri net is not live.

The experimental results confirm the efficiency and effectiveness of the proposed
method. The sequences from the first group were obtained for 36 Petri nets (out of 242
analyzed), while 17 of them are indeed not live. Furthermore, 18 systems contain the
sequences from the second group, and all of them were not live. On the other hand,
there are limitations of the proposed algorithm. First of all, the method is oriented on
the preliminary verification of the system, thus it is not able to indicate all Petri nets
that are not live. Furthermore, detection of a sequence from the the first group requires
additional analysis. Even if such a sequence is detected, it does not mean that the system
is not live, and further verification/validation is required. However, let us point out, that
such an analysis is very fast (confirmed by experimental results). Moreover, such an
information can be extremely useful, especially in the case of relatively large CPS.

Future work includes further development of the proposed technique. Firstly, the
proposed ideas are going to be proved formally, including their functionality, as well as
computational complexity. Moreover, it is planned to include linear algebra techniques
in order to combine the presented method with boundedness verification and deadlocks
detection.

Acknowledgments. This work is supported by the National Science Centre, Poland, under Grant
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Abstract. Recent developments in online communication and their usage in
everyday life have caused an explosion in the amount of a new genre of text
data, short text. Thus, the need to classify this type of text based on its content
has a significant implication in many areas. Online debates are no exception, once
these provide access to information about opinions, positions and preferences of
its users. This paper aims to use data obtained from online social conversations
in Portuguese schools (short text) to observe behavioural trends and to see if stu-
dents remain engaged in the discussion when stimulated. This project used the
state of the art (SoA) Machine Learning (ML) algorithms and methods, through
BERT based models to classify if utterances are in or out of the debate subject.
Using SBERT embeddings as a feature, with supervised learning, the proposed
model achieved results above 0.95 average accuracy for classifying online mes-
sages. Such improvements can help social scientists better understand human
communication, behaviour, discussion and persuasion.

Keywords: Natural Language Processing (NLP) · Short Text · Text
Classification · Sentence Embeddings · Supervised Learning · Online
Conversation

1 Introduction

Influenced by social networks based on short and fast content such as Twitter and TikTok,
the digitalized post-pandemic school can adapt, emulating these types of networks and
motivating the participation of students in the discussion of current topics [1]. One of the
possibilities is the use of multi-participant chat, a form of chat with several participants
talking synchronously through textual communication [2]. Chats, and their integration
with teaching, have already been studied [3, 4] Despite their implementation advantages,
these are increasingly being incorporated into the range of teaching tools, and it is
important to know whether or not students are engaged with the themes proposed.
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Natural Language Processing (NLP) tools can assist in the analysis and even in
the classification of these data as useful or not useful. Recently, several studies have
investigated the classification of short texts [5–9].

However, conventional text classification tools are not directly suited to this type
of medium with short texts [2]. This inadequacy is mainly due to the characteristic
difference between the two types of text. Short texts mainly present sparsity, ambiguity,
shortness and incompleteness.

In general, those studies follow the conventional classification pipeline containing
four levels: Features extraction, Dimensionality Reduction, Classification Techniques
and Evaluation [10].

For this study, we intend to replicate this pipeline and focus on the analysis of chat
conversations in order to understand whether or not the students are talking about the
subject they were stimulated.

The goal is to be able to classify the messages as “on the subject” or “off the subject”.
For that, we will use multilingual BERT models [11, 12] trained in multiple languages,
including Portuguese (European), which will be applied to sentence units via SBERT
[13]. It is expected that thesemodels can effectively capture the semantics of the analysed
messages with the least amount of training data possible.

This paper is organised as follows: Section 2 describes the state-of-the-art (SoA).
Sections 3 and 4 will present the characteristics and the way in which the analysed data
were acquired, including the annotation procedure. In Sect. 5 the proposed method will
be presented, in Sect. 6 the results are shown discussed and in Sect. 7 the conclusions
and the future work are presented.

2 Contribution to Connected Cyber Physical Spaces

Online debates are crucial to providing important data for the interpretation and clas-
sification of ML models. In this study, it was analyzed whether a given debate subject
was maintained throughout the conversation, and to this end, different feature extraction
models and ML algorithms were studied to classify whether or not the subject in ques-
tion was discussed during the conversation. The presented work focuses on Connected
Cyber Physical Spaces, especially on intelligent NLP models developed through ML
algorithms.

3 Related Work

Online conversations come in many different formats. There are studies on data such as
discussion forums [14], specific messages from platforms such as Facebook [15, 16], or
Twitter [7].Although all these studies involve short texts, they have significantly different
structures. Replies to a tweet may come shortly after it is posted, but they can be made
days later. Discussion forums can last for years and have features like quotes and replies.
Among these and other differences, this paper focuses specifically on chats, where all
participants in the conversation are simultaneously exposed to a virtual environment to
discuss, in our case, the topic of racism.
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The analysis of multi-participant chats, their problems, and their relationship to
computational techniques has been widely studied [2]. Computational models can even
help social studies through Conversation Analysis (CA) [17–19]. However, for this, it
is crucial to understand what the participants are talking about in order to improve the
reading and perception of the messages sent.

We intend to explore the classification of chat messages. Short texts in chat rooms
could have a few words, presence of abbreviations, spelling errors, or texts being sup-
plemented in subsequent messages. All these characteristics, in addition to other factors,
make feature extraction difficult. As a solution, the authors complement the short text
with external knowledge. Liu [20] used external knowledge to enrich the semantic rep-
resentations to develop a model based on TCN and CNN. Hu [8], augmented the vector
representations of the text by combining information from themessage actors to generate
mental features.

Danilov [6] proposed 27 parameterised PubMedBERT options and new models for
classifying academic texts. There was also the use of BERT to classify political discourse
[21] in short texts on Facebook and Twitter. With the application of BERT and other
vector representations (Glove), Khatri [22] used binary classification to classify sarcasm
in tweets. BERT was also used to create a graph convolutional network for classifying
short texts [23].

Motivated by the discussions above, in this work we aim to classify text mes-
sages present in a chat using conventional classification techniques and contribute to
the discussion as follows:

– It is possible to classify texts from chat messages, even if they only have short features
(short texts);

– With a small amount of training data, supervised learningmodels have high accuracy;
– Using pre-trained BERT models in combination with the sentence embedding

framework (SBERT) to train a robust sentence classification model.
– Use of feature selections to reduce the dimensionality of the model inputs.

4 Data Gathering

The data for this research was collected from instant multi-participant messaging chat
under the project “Debaqi - Factors for promoting dialogue and healthy behaviours in
online school communities”. Users were placed to debate in a private virtual environ-
ment and interactions were synchronous where any participant can contribute to the
conversation at any time.

The online conversations took place in a virtual environment involving Portuguese
state high schools. There were 25 rooms, with 309 participants. The messages sent are
predominantly short-text and have a median of five tokens (Table 1). The participant’s
ages were between 15 and 19 and we obtained previous consent from their parents for
them to participate in the chat room debates.

The students may or may not know each other and the chat application guarantees
the anonymity of participants. Platform anonymity means that participants know that
something was said by a particular user, but they do not know who the user is in the
school context.
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Table 1. Data summary.

Item Number

Rooms 25.0

Messages with Moderator 5303.0

Messages without Moderator 4044.0

Users 309.0

Average Messages Length (chars) 61.4

Median Messages Length (chars) 28.0

Average Messages Length (tokens) 10.1

Median Messages Length (tokens) 5.0

At the beginning of the conversation, students were stimulated through a video and
the moderator also contributed through questions launched at a given time according to
a moderation script. There is no way to set a certain conversation path or set a certain
topic, so there is the possibility of students following the theme, changing the theme,
creating sub-themes or even ignoring the proposed theme in order to boycott.

5 Annotation

In supervised models, as foreseen in this work, the classification model demands anno-
tated data. The most convenient way to generate this annotated data is to use annotators
that do it manually. It is important to define an annotation method that guarantees good
inter-agreement [24, 25] between annotators and that can reliably transmit the annotated
data to the classifier. The annotation criteria used in this work were:

– Label 1 - Messages that were about the topic/subject “Racismo e Esteri´otipos”.
Sentences containing words such as “racism”, “racist”, “stereo-types”, “culture”,
“prejudice”, “black/white” were considered, as well as sentences like “we are all
equal/human”;

– Label 0 - All messages that do not have a defined subject like greetings (“good morn-
ing”, “hi”…), agreements/disagreements (“yes”, “no”, “agree”, “disagree”, “may-
be”). All messages that have a defined subject, but are not directly linked to “Racismo
e Esteri´otipos” topic.

In a pilot annotation phase, only two rooms were randomly chosen and assigned to 3
annotators, where we obtained an average inter-agreement above 0.7 of Krippendorff’s
alpha as expected [24]. Therefore, the simple annotation criteria proposed was well
understood among the annotators and can be implemented in the total pool of rooms.
Despite having access to the entire conversational sequence of messages, annotators do
not consider the context. There may be messages that talk about racism or that were
related (reply or quote) to a message about racism but do not necessarily have words
that cite the topic directly. In this case, they were not annotated as messages of racism.
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In the second annotation phase, the other 23 rooms were submitted to the same three
annotators. The average Krippendorff’s alpha value for the three annotators, at the 25
rooms, was 0.77.

6 Proposed Method

In this section, we describe the methods used to build the models for the online text
classification task.

6.1 Feature Extraction

In the model-building process, feature extraction is crucial. Word and sentence embed-
dings are commonly used to represent language features in the field of Natural Language
Processing (NLP) [26–28]. Sentence embedding refers to a group of feature learning
techniques used in NLP to map words or sentences from a lexicon to vectors of real
numbers. For the feature extraction stage of our study, we used embeddings from a
pre-trained model1 from SBERT framework [13]. SBERT outperformed the previous
(SoA) models for all common semantic textual similarity tasks since it produces sen-
tence embeddings, so there is no need to perform a whole inference computation for
every sentence-pair comparison. This framework is a useful tool for generating sen-
tence embeddings where each sentence is represented as a size 768 vector (Fig. 1).
This embeddings are based on BERT [27], so they are contextual. Once the embeddings
were extracted for the training data, the sequence of embeddings was ready to feed the
machine learning models.

6.2 Training and Predictions

After extracting the sentences embeddings we followed into two different approaches:

– We trained the six ML algorithms, mentioned above, with the raw embeddings (768
features);

– A feature selection method [30] was used in order to remove the less important
features, before training the algorithms.

For the first approach, we follow the dashed path of the pipeline (Fig. 2), where after
extracting the embeddings, we move directly to the classification algorithms.

1 SBERT Model: paraphrase-multilingual-mpnet-base-v2. Multi-lingual model of paraphrase-
mpnet-base-v2, extended to 50 + languages.https://huggingface.co/sentence-transformers/par
aphrase-mpnet-base-v2.

https://huggingface.co/sentence-transformers/paraphrase-mpnet-base-v2
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Fig. 1. Comparison between “Racism” and “Other” subject sentence embeddings. To be possible
to visualise the sentences embeddings, UMAP [29]was used to reduce the vector’s 768 dimensions
for two.

Fig. 2. Proposed system architecture.

For the second approach, we have an intermediate step, before moving towards the
classification algorithms stage, that aims to select the most important features (blue path
of pipeline), in order to try to reduce memory usage as much as possible and maintain
the proposed system performance. For that purpose, given the sentences embeddings,
created before, known as X and a target (annotation) Y, a random vector V was created
and appended as a new feature ofX:X

′ = [X,V ]. Now,with that data (X’, Y), the next step
was to train a Supervised Learning algorithm with with a relevant feature importance
measure (Fig. 3). Generally, importance provides a score that indicates how useful or
valuable each feature was in the model’s construction and is calculated explicitly for
each attribute in the provided dataset, allowing attributes to be ranked and compared
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to each other. Thus, XGBoost [31] was used in order to calculate the importance. If a
given feature has a lower feature importance than the random feature, we set it as useless
feature and therefore removed it from the original sentences embeddings [30]. We ran
1000 Monte Carlo (MC) simulations and achieved, on average, around 85% of feature
reduction from the original dataset features (embeddings).

Fig. 3. Feature selector method. Adapted from [30].

The next step was to train different machine learning models to create a classifier
that can predict the class of test samples. Classifiers such as Logistic Regression (LR),
Support Vector Machine (SVM), Gaussian Naive Bayes (GNB), Bernoulli Naive Bayes
(BNB), K-Nearest Neighbours (KNN), XGBoost (XGB), and Multi-layer Perceptron
(MLP) were used [32–34]. Scikit-learn library was used to train these models. Sentence
embeddings were obtained for the test dataset in the same way as mentioned before.
This way, they got ready for predictions.

7 Experiments and Results

The first developed experiment was directly related to the data annotation. Since there
were three annotators, it was expected that they would not always agree, and for that
reason two different models were investigated:

– A model in which all three annotators agreed (Complete Agreement (CAg)).
– Amodel in which at least two of the annotators agreed (Majority Agreement (MAg)).
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For the CAg model there was a total of 2334 messages annotated in concordance,
from which only 17% were annotated with a value “1” that indicated that the stu-
dents’ sentences were explicitly addressing the subject of “Racismo e Esteri´otipos”,
as explained before. For the MAg model, there was a total of 3727 annotated messages
in which at least two of the annotators were in agreement. 18% out of those had been
annotated with the value “1”. Thus, in order for the data not to be biased, only 790
sentences were used for CAg model training and 1300 for MAg model training. This
way, around 50% of the messages would have been annotated with value “1” and the
remaining 50% were annotated with zero.

For this experiment, the ML algorithm choice was not the true focus. The main goal
was to realise that annotated data, in which three of the annotators were in agreement,
obtained better results thanwith only two annotators in agreement. SVMwas the selected
ML algorithm and the training and testing sizes were set to 66% and 33%, respectively.

Fig. 4. Comparison between Complete (CAg) and Majority (MAg) Agreement. Inspired from
[34–37].

As it can be seen in Fig. 4, we can intuitively perceive that the model CAg was much
superior in the evaluation metrics chosen by the authors, than the MAg model. The
former obtained an average of 0.96 F1-score, whereas the latter got 0.88 F1-score. This
is understandable because, in the training phase, CAg only puts a sentence at 1 when all
annotators agree, while MAg connotates 1 when the majority agrees. Therefore, there
is much more noise in MAg than in CAg.
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The second experiment performed a comparison between several ML algorithms
in order to understand which one or ones would get better results in classifying short
messages. For this purpose, it was defined that the CAg annotation reading model would
be used, along with testing the two sentence embeddings possibilities (raw sentence
embeddings and feature reduced sentence embeddings).

As we can see in both Fig. 5 and Table 2, after 1000 MC’s simulations, the values of
the two models are similar. It is also visible that all tested algorithms obtained average
results above 0.93 for all (accuracy, precision, recall, f1-score) evaluation metrics and
that themost prominent algorithm, for both approaches was the Support VectorMachine.

The first approach had no embedding reduction, whereas the second one got embed-
dings randomly reduced. They both turned out with a median and average f1-scores
values of 0.956 and 0.955, respectively. In Fig. 6, it is possible to compare the behaviour
of these two approaches (embeddingswith andwithout reduction) for the SVMalgorithm
over the 1000 MC simulations.

Table 2. Accuracy, precision, recall and f1-score performances for different set of machine
learning algorithms, with and without feature reduction.

Data Metrics Machine Learning Algorithms

MLP BNB KNN XGB GNB SVM LR

Without Reduction Accuracy 0.946 0.940 0.930 0.950 0.945 0.957 0.953

Precision 0.940 0.939 0.895 0.952 0.950 0.964 0.956

Recall 0.955 0.944 0.976 0.950 0.941 0.950 0.951

F1-score 0.946 0.940 0.932 0.949 0.944 0.956 0.952

With Reduction Accuracy 0.948 0.941 0.943 0.950 0.944 0.955 0.948

Precision 0.945 0.952 0.920 0.950 0.961 0.960 0.955

Recall 0.948 0.941 0.943 0.950 0.944 0.955 0.948

F1-score 0.949 0.941 0.945 0.950 0.944 0.955 0.948

After reaching such positive results for the randomly selected features model, we
studied how the amount of training data in a estimator would affect its results. For this
matter, the CAg annotation reading model was selected, as well as SVM algorithm that
had obtained the best results. We determined a training dataset minimum and maximum
of 5% and 95%, respectively, and obtained the results illustrated in Fig. 7.

We can observe that, even with a low amount of training data, we achieved optimal
results regarding the classification of textmessages.We also obtained an average f1-score
results of 0.94 for training data between 15% and 25%.
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F1-score Normal Distribution without features reduced

F1-score Normal Distribution with features reduced. Inspired from [38-44].

Fig. 5. Comparison between different Machine Learning Models: a) without features reduced
and b) features reduced.

Finally, in order to evaluate the model, we performed cross-validation [44]. Cross-
validation is used to evaluate the performance of the estimator and allows the model
to learn and be tested on different data. This is important because a model that simply
repeated the labels of the samples it had just seen would produce a perfect result, but it
wouldnotmakeuseful predictions for data not yet seen.Thus,wedefined, once again, that
the annotation reading type would be CAg. The ML algorithm would be SVM and that
the sentence embeddings features would be randomly selected, as previously explained.
The number of re-shuffling and splitting iterations was set to 10 and the number of
training data to 20% of the dataset. With scikit-learn library’s help to calculate the cross-
validation, we obtained the average result of 0.95 f1-score with a standard deviation of
0.01.
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Fig. 6. Comparison between SVM results with (FR) and without (FNR) features reduced.

Fig. 7. Train Size Analysis.

8 Conclusion and Future Work

Our study demonstrates that it is feasible to use SBERT as a feature for classifying
short messages in online chat conversations. This research aims to aid social science
researchers and educators in gauging the level of engagement of online chat participants
on a particular subject. Although our pipeline was developed using only one theme,
we believe that it has potential for incorporation into future work, in other subjects.
Our results suggest that utilizing BERTbased techniques to classify online chat room
messages from online conversations can considerably enhance machine classification
outcomes. Additionally, we have demonstrated that reducing the number of embeddings
features by approximately 85%can produce similar outcomes to training algorithmswith
raw embeddings with 768 dimensions. Lastly, we have proven that by training machine
learning algorithms with a smaller percentage of training data (approximately 20% of
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the dataset), we can achieve results that surpass our expectations: an average f1-score of
0.94 with a standard deviation of 0.01.

This work will be continued with further developments on the modules presented in
this paper. Other techniques, like Deep learning are very promising in terms of further
supporting social scientists in better understanding human communication and persua-
sion in online chat rooms. Although its use may have significant limitations in a few
categories, the overall advances are encouraging. As guidelines for future work, the list
below enumerates some of the main topics that will provide novel contributions:

– Chat rooms messages temporal analysis with deep learning temporal networks.
– Turn shift analysis, during the debate.
– An increase in the dataset size for other ages and data types sources.
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Abstract. Current research is focused on topics of interest in the digital transfor-
mation of the supply chain, data analytics and system automation perspectives.
The study aims to test the hypothesis that real-time information on the supply
chain could be used to improve customer service quality and lead to amore reliable
supply chain. Research is done to analyse supply chain performance using SCOR-
basedKPImodel. The Integration of themethods presented in the study focuses on
a solution that minimises supply chain failures, decreases failure elimination time,
and improves customer satisfaction. Originality is that the proposed mechanism,
is based on the Supply Chain Operations Reference (SCOR) model and Bayesian
Belief Network (BBN) to estimate the influence of KPI metrics improvements on
Supply Chain efficiency. Along that using the network of interconnected KPI-s,
solution will show which operational level best practices influence the strategic
level metrices the most.

Keywords: Supply Chain Operations Reference (SCOR) · Key Performance
Indicators (KPIs) · Bayesian Belief Network (BBN) · Digitalisation ·
Reliability · Customer Service Quality

1 Introduction

Digitalising the supply chain is essential to eliminate the communication barriers
between supply chain stakeholders. Digital Supply Chains share data and work together
to guarantee that processes are seamless and free of bottlenecks, disruptions, and failures.
Indeed, effective communication supported by real-time information over digital plat-
forms enables prompt decision-making for improved supply chain performance. Digital
technologies characterising industry 4.0 present a new strategy for increasing product
quality and enhancing process efficiency [1].

Businesses can use the SCOR model to analyse the supply chain performance and
howwell processes are aligned with business objectives [2]. The SCOR reference model
can be applied to define process architecture that aligns with essential business functions
and goals [3, 4].
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The authors suggest measuring its performance by key performance indicators built
based on the SCOR v12.0 model. It may be achieved by developing the SCOR database
to establish the links between processes with performance metrics and best practices [5].
The suggested approach can be used across industries using standard definitions for any
supply chain process.

The innovative Digital Customer feedback mechanism supports the selection of
SCOR-basedKPIs tomeasure the reliability of the SupplyChain. It enables joint analysis
of internal and external business process on customer satisfaction and help the decision-
makers select the best practices and tools to improve the overall customer journey in the
garment and electronics industries.

The authors developed a genericmodel that enablesmeasuring the current level of the
Supply Chain reliability based on data collected from companies. The authors developed
the SCOR database to map the description of problems with SCOR business processes,
measure the most critical processes to be improved by SCOR third level KPI-is, select
the possible corrective actions by applying the SCOR best practices, and assess their
influence on Supply Chain reliability improvement by Bayesian Belief Network before
implementation.

1.1 Contribution to Connected Cyber Physical Spaces

Cyber physical space consists of cyber physical systems. Cyber-Physical Systems (CPS)
could be defined as technologies thatmanage interconnected systems and helps to change
information between physical assets and digital systems [6, 7] that deal with the physical
and informational aspects of the system [8].

The supply chain and proposed mechanism for digitalising it contribute to cyber
physical spaces in many aspects. First, it means that physical forms of the supply chain
also have a cyber part. We could easily find the relation between manufacturing 4.0
and digitalising the supply chain. In each step of the physical supply chain, background
functions that are called in literature cyber supply chain processes to add value through
information generation and analyse and optimise processes [9]. Cyber physical manu-
facturing faces challenges in the digital supply chain and the support of decision mak-
ing. The proposed mechanism will help make quick decisions on improvement needed
processes.

There are intentions to find a bonding solution with e-commerce logistics and cloud-
based solutions for better utilisation of resources while reducing waiting and wastage
[10]. It is essential to understand the solutions for bonding physical and cyberspace using
accurate- time information as we will propose mechanisms that will sense reclamations
in a real-time manner and monitor processes that are affected by the reclamations.

As part of the supply chain, there is manufacturing; recent research focuses on the
Digital twins that are mentioned as one of the constructors of cyber physical systems
in the context of industry 4.0 [11, 12]. It also means more decision systems are server
based and will manage resources in a more centralised manner.

Industry 4.0 context is necessary to add key performance metrics for a sustainable
supply chain [13]. It shows the importance of using the KPIs for greener and more sus-
tainable production in the supply chain context. The proposed solution digitises supply
chain metrics that will help identify chain problems faster and solutions that have proven
successful.
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Using cyber physical systems in supply chain management has shown promising
results in performance in the chain [14]. The importance of digitalised side of the supply
chain [15] states that it will help support supply chain performance and contribute to
overall business performance.

As the supply chain idea is to direct manufacturing towards producing consumer
value [16–18], digital solutions for consumers are needed. The proposedmechanismwill
cover consumer journeys and help to inform them of supply disturbances in advance.

In current research, authors propose a solution to collect physical items claims infor-
mation, assess their influence on supply chain SCOR based performance metrics, con-
sider the previously made decisions, and discover the best corrective actions to improve
the existing business processes. Authors believe that the supply chain performance met-
rics could be fed with data with automated data collection or sensors. Authors introduce
how physical items collected data could be used to construct a supply chain BBNmodel
with standardised processes and metrics to assess process improvement efficiency.

1.2 SCOR Concept

The Supply Chain Council (SCC) takes the Supply Chain Operations Reference (SCOR)
as the official supply chain management diagnostics standard. This is why we used it as
a base for our research. The best practices and people skills sections of SCOR introduces
the skills management framework within SCOR.

The critical point of the model is the ability to visualise the interconnections between
all Supply Chain partners business processes to speed up the feedback provided to cus-
tomers and select the most efficient improvement actions. Thus, the SCOR model effec-
tively controls and diagnoses supply chains. For example, the SCOR framework for “Per-
fect Order Fulfilment” measured by second and third-level KPI-s metrics clearly shows
bottlenecks and possible alternative solutions for building up a system for enterprises
reliability level monitoring and efficient management.

1.3 Problem Description

Due to the supply chain complexity, failures frequently appear. The problem to be
addressed through the research is that supply chain processes improvement and on-
time, accurate delivery for customers are not achieved. Until now, enterprises track the
reclamations and returns but do it from their company’s perspective. For the enterprises it
is unknown, how will different level KPI-s change, when particular process is improved.
For the customer, it is unknown that when reclamation is submitted, are the reorders free
of the same problems.

Problems that occur in the enterprise will change the KPI metrices. Our mecha-
nism will find the processes that is related with the metrices and what best practice to
implement to improve process and through it the KPI-s itself.

The research questions are:
Does mechanism give improvement of reliability in sustainable supply chain by

faster and more accurate process improvement?
Does the mechanism give faster response about defects and confidence that defects

do not occur on re order?
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Hypothesis for thesis:
The suggested mechanism increases customer service quality and supports quick

decision making for entire supply chain participants, which gives economic relations
between enterprises.

2 Main Idea of Research and Used Methods

The mechanism suggested in the current research includes integration of the methods
for supply chain failure minimisation and to decrease the failure elimination time.
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Fig. 1. Processes improvement based on customer feedback

The suggested mechanism is applied in the following order:

1. SCOR database development
2. Select the list of complaints resulting from improper use of products and faults in

their delivery from the ERP system.
3. Connecting the list of complaints with SCOR process codes from SCOR-DB.
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4. Efficiency analysis of SCOR best practices by using BBN. We should select the most
suitable techniques from the suggested best practices from SCOR and analyse their
influence on the supply chain effectiveness. For this aim we suggest use metrics of
the considered supply chain processes.

Based on customer complaints, Fig. 1 visualises the steps for eliminating product
defects and delivery accuracy in the supply chain. The decisions for more efficient use
of a supply chain should be taken using the BBN analysis.

2.1 SCOR Database Development

The objective of a company manager is the optimisation of SC performances. To quickly
find a solution for improving supply chain processes, our research group suggests a
database structure based on SCOR standards, which operates with the supply chain data
with the highest efficiency, see Fig. 2. As separate tables, it includes all SCOR sections
(Processes, Performances, Best Practices, and People/Skills).

Fig. 2. SCOR-DB structure with an example of database tables filling
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The benefits of using the SCOR database are:

• The database allows quickly find a needed process due to the process’s hierarchical
structure and the SCOR attributes.

• The database suggests all applicable best practices for processes,metrics, and practice
reference components (see Table 1.).

• SCOR database allows determining the impact of changing one metric on another
performance metric.

• The database allows the addition of new processes and attributes to a specific process
based on enterprise skills.

• DB techniques make maintaining large volumes of information more accessible and
apply other data analysis methods.

Table 1. Example of SCOR-DB data

Process KEY
SCOR name

Reliability Best Practices

sD.13 Receive and verify
Product by Customer

RL.2.4 Perfect Condition
RL.3.12% Of Faultless
Installations
RL.3.55 Warranty and
Returns
RL 3.42 Orders Delivered
Defect Free Conformance

BP.147 Receiving Goods
Inspection
BP.089 Perfect Pick Put away

3 Validation of Customer Feedback Mechanism

The authors compare factors influencing the customer journey experience in garment
and automotive electronics production. There are considerable differences between those
sectors, as automotive electronics products are sold based on long lasting contracts to
customers, and garments are a high mix low volume product, where the sales in driven
by replenishment processes. The order amounts, product quality and delivery precision
in those sectors vary significantly.

The authors use a scientific study based on qualitative and quantitative research
methodology. During the research, the authors collected and analysed the data provided
by commonly used internal processes related to delivery precision and external processes
related to customer complaints, applied appropriate reliability KPIs and investigated the
predicted efficiency of selected best practices implementation on the reliabilitymeasures
of the company by using the BBN model.
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3.1 Case Study from Garment and Electronics Industries

The authors analysed the data from four small garments and one automotive electronics
production company. In both companies, the defects are usually discovered by the final
consumer. In the garment sector, the defect can be caused by applying the wrong care
procedures; either the products are destroyed by inappropriate use. Technological defects
are avoided by quality checking in the production process and before delivery.

Every electronic device is checked thoroughly before delivery to achieve the high-
quality level required by customers. Defects found should be corrected, and failed com-
ponents should be replaced. Any deviation in quality causes a delay in payment or price
reduction in the worst cases. External defects can be found in some cases by the end
customer. It can be a defect when wrong care procedures are used or physical damage
happens. Technical faults are avoided by quality checking in the production process and
before delivery.

The number of defects is not similar. Defects are presented as a percentage of the
total amount of orders (see Table 2.).

Table 2. Empirical data received from garment and automotive electronics companies

Reliability target 99,5%

Internal Processes and CDA External (Complaints)

Garment Enterprise

data

RL 3.45

Payment

documentation

accuracy

RL 3.43 Other

required

documentation

accuracy

RL 3.55

Warranty and

Returns

RL 3.42

Orders

Delivered

Defect Free

Conformance

RL.3.24 %

Orders/ lines

received

damage Free

Failures indexing 99% 98% 92,5% 95% 97%

Electronics Enterprise

data

RL 3.49 Lack

of production

capacity

RL 3.20 Lack

of material

from an

external source

RL 3.27

Increased

customer

demand near

the time

RL 3.55

Warranty and

Returns

RL 3.12 % Of

Faultless

Installations

RL 3.21 %

Orders/ lines

received with

the correct

content

RL.3.24 %

Orders/ lines

received

damage Free

Failures indexing 12/32 37,5% 11/32 34,4% 6/32 8,1% 11/26 42,3% 12/26 46,2% 1/26 3,8% 2/26 7,7%

% of failures for the

total amount

12*100/6935

= 0,17%

11*100/6935 =
0,15%

9*100/6935

= 0,13%

11*100/6935

= 0,15%

12*100/6935

= 0,17%

1*100/6935

= 0,01%

2*100/6935

= 0,02%

Reclaims/returns were aligned with SCOR model processes. After that, the perfor-
mance metrics for the process are picked from the database. Performance metrics are
divided into sections; this case study implements only the Reliability section, offering a
view of supply chain reliability.

Third level SCOR KPIs were calculated based on the reclamations and were entered
into the BBN model. The authors investigated third-level KPI impact to second-level
KPI and, finally Perfect order fulfilment strategic target. Third-level KPI are connected
to related business processes and the best practices applied to improve them.

Analysing third-level KPIs authors found out that both companies had reclamations,
it could be found electronics producing company case has a lower percentage (0.15%)
compared to the garment (7,5%). “Orders On Time in Full” KPI has shown better results
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in electronics companies (99,41%) compared to garment (92.5%.) It means garment
companies had more reclamations and less on time and full complete orders deliveries.
Overall, electronics manufacturing companies showed better results due to excellent
quality management and developed standards in this sector. Also, the requirements for
suppliers in the automotive industry are significantly higher than in the garment industry.

Technological defects cover the cases when non-appropriate components are used.
Those defects usually are avoided by visual testing and repair process to avoid appearing
at functional and final testing.

Table 3. shows the complaints that require consideration and action for their correc-
tion. For more effective supply chain it is necessary to complement the list of reclaims
with the SCOR process code (KEY) and its name.

Table 3. Fragment of List of complaints with Reliability Performances (RL) and Best Practices
(BP) in electronic company

Case
Nr

Product Quantity Customer
complaint

Root cause
analysis

SCOR
Process
KEY/Name

SCOR
Perform.
Code/Name

SCOR Best
Practices
Code/Name

Case
1

Prod 1 2 Function
failure

Component
1
component
damaged,
suspect that
it happened
in the
router,
monitoring

sM1.3:
Produce
and Test

RL.3.55
Warranty
and Returns

BP.152
Automated
Data
Capture
(ADC)

Figure 3 shows the genericmodel with processes andmetrics suitable for the garment
and automotive electronics industries. The model allows selecting enterprise specific
processes and KPI-s using SCOR standard model. Everything that is not needed could
take out of themodel. Itwill give reusability aspects.Many enterprises could use the same
model structure as the baseline to collect best practices and data. When new enterprises
start using the model, already used best practices could be included and added (see
Fig. 1).

Accordingly, to the SCOR model, every process has their best practices to improve
it. On Fig. 3, they are shown on the bottom. Processes are found on the next tier, named
“processes level”. When using the BP that is connected with the process by the arrow,
showing the relationship, it should improve that process. Every process is related tomany
levels of metrics. In Fig. 3, they are shown from level 3 – 1, from bottom to top. Metrics
could be fed with many kinds of data, in this paper, it is fed with reclamations, showing
how many orders there were and how many of them had the defect. Those defects could
situate with processes that influenced again the metrics above them.

For example, when a defect occurs on process “sD1.14 install product” and recla-
mations are submitted, the data is inserted about the reclamation to the named process.
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Next, we could see on the network what is the best practice to improve the process and
when it is improved, subsequent orders should be free of those defects. At the same time,
we could see from the network how reclamations change the KPI-s that are situated with
it.

Fig. 3. BBN structure generic model based on Fig. 2

Figure 4 shows a case study specificmodelwith reclamations data for textile industry.
Percentages indicate the metrics influence level. A higher level means the influence on
the second andfirst levels ofmetrics is significant. The highest impact on the second-level
KPI for the textile case study is the third-level KPI, “RL 3.55Warranty andReturns”. The
SCOR recommends applying the “BP.089 -Perfect Pick Put away” and B.147 Receiving
Goods Inspection. After implementing those practices in Textile industry, it is expected
to increase the Perfect Order Fulfilment from 54% to 56% eliminate the problems related
to current returns (see Fig. 4).

The main challenge that small and medium electronics-producing enterprises face
is an expectation of 99,8% of orders fulfilment in time. The total order amount for the
electronics company during the considered period (one year) was 6935. The number of
defects is not similar. Defects are presented as a percentage of the total failure for every
SCOR process KEY (see Table 2.).

The highest impact on the second-levelKPI for the current case study is the third-level
KPI, “RL 3.49 Schedule Achievement”, RL 3.21 and RL3.24. The SCOR recommends
applying the “BP.0172 -Production Scheduling Optimisation” and B.147 best practices.
After implementing those practices in Electronics industry, it is expected to increase
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Fig. 4. Evaluation of processes KPI BBN network after best-practice tools implementation for
the Textile industry

the Perfect Order Fulfilment from 99,56% to 99,61% eliminate the problems related to
current returns (see Fig. 5).

Fig. 5. Evaluation of processes KPI BBN network after best-practice implementation for the
Electronics industry

4 Discussion

Garment production faces more external defects than electronics companies [19, 20]. It
could be better-quality management, but it could also be that the number of problems
is more frequently rising in production. Internal difficulties in garment production are
related to finishing products, as electronics are associatedmainlywith a lack ofmaterials.
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Electronics producing companies could have a higher rate of problems with the
supply side and few issues with the operational side of the process. It shows the problem
with supply chain reliability as missing parts lead to worse Perfect Order Fulfilment. It
will mean that issues resonate in the supply chain [20].

As both case studies have different problems, the Best Practices also vary. Still, one
common Best Practice, “Receiving Goods Inspection,” is suggested for both cases. It
will lead to better quality input and gives an overview of the quality in the early stages
before the production starts. After implementing best practise calculated by BBN.

Using the BBN network and finding the most KPI-s influencing process, will help
enterprises to make quicker and more thorough decisions. When the most influencing
process is found, the enterprise could improve it faster and it will lead to a situation
when the customer makes re-order, named defects are eliminated.

As the proposed mechanism is capable of working in real time, data is sdigitalised
and processes are connected with reclamations, it will give a customer a sense of security
that re-ordering does not contain the same defects in the future.

5 Conclusions

The supply chain digitalisation mechanism and generic BBN template were developed
and validated in garment and automotive electronics production companies.We present
how to solve digitally improve the customer journey experience by providing faster
responses to customer complaints and providing better quality products and services to
the consumers. The supply chain could be viewed as a whole using the SCOR-based
KPI model. Using real-time information decreases the time to link reclamations with a
dedicated process, helping to improve the processes faster. The generic BBN template
model improves the selection and efficiency validation of best practices on selected KPI
[21]. The authors supplied the collected data to the BBN model to support decision
making of what process improvement gives the best results on named KPIs.

The current study demonstrated how the solution can be applied in real life, however
the study is limited to manufacturing companies, future research will study model appli-
cability to different sector companies. The introduced solution enabled to increase the
Supply chain reliability, by increasing the perfect order fulfilment measure. The solu-
tion developed by authors enabled garment companies to focus on core issues related
to RL3.42 Orders delivered defect free conformance and the RL 3.55 Warranty and
returns. After applying the best practices recommended by SCOR improved the garment
company reliability by 4% and electronical company reliability by 0,5%.

It should be done to clear out similarities and specificities. Future work is to obtain
more operational data for quantitative analysis. The current case study recommends
implementing a digital solution that guarantees the “Perfect Pick and Put Away” and
“Receiving Goods Inspection”. Authors validated that those best practices can be suc-
cessfully applied to improve the strategic targets of garment and automotive electronics
companies.

Acknowledgement. This research has been financed by the European Social Fund via the IT
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Abstract. Safety investigations about electrical wiring harness caused by fail-
ures in electrical systems establish that origin of these accidents are related to
electrical installation. Predictive techniques which mitigate and reduce risk of the
occurrence of errors to enhance safety shall be considered. The development of
machine learning has evolved towards the creation of innovative predictive algo-
rithms which show high performance in data analysis and making predictions in
the context of artificial intelligence. The Monte Carlo approach is used to validate
themodel performance. In this paper,Monte Carlo simulationwas used to evaluate
the level of the uncertainty of the selected parameters over 1000 runs. This study
analyzes the reliability of the predictive algorithm in order to be implemented
as an automatic error predictor in aerospace. The results obtained are within the
expected range suggesting that the model used is accurate and reliable.

Keyword: Monte Carlo Simulation · Predictive Algorithms · Sensitivity
Analysis · System Reliability · Automatic Error Predictor

1 Introduction

Safety is a pillar in our lives. It has been evaluated in aerospace that major accidents
are consequential from human errors which can contribute to up to 80% of the total
accidents. Human errors can never be eliminated completely but they can be reduced
to the minimum by implementing predictive and automatic algorithms which are focus
upon the risk rather than on the error elimination. An analysis of dataset is encouraged
to be performed in order to better identify relevant indicators and situations which are
vulnerable to create an error in order to implement measures to avoid potential failures.

Human errors in aerospace are considered as a multi-event and can be mainly gener-
ated from design (e.g. models errors), manufacturing (incorrect procedures), installation
issues (incorrect assembly) and operational errors of the aircraft (miscommunication or
poor decisions). Furthermore, some of these errors are likely to generate a hazard. The
complex process for error generation needs to be better analyzed in order to show a
holistic view of one indicator towards the creation of the error [1]. Based on the aviation
authorities investigation the main cause for accident creation was the failures generated
in the electrical harness installation. Thus, quantification of the main parameters that
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exist in the electrical system of an aircraft and used predictive techniques to predict
uncertainties are necessary. Advanced technology such as cyber-physical systems and
automation are effective strategies to prevent errors [2].

Cyber-physical systems (CPS) are based on computational and physical elements
which can be used to monitor processes in order to prevent errors before they occur. For
example, in electrical manufacturing, the risk matrix can be used as an outcome of the
predictive algorithm in order to detect in real time any anomalies before they cause a
failure. Additionally, automation can be used to prevent errors and reduce the risk of
human error creation.

The main goal is to implement an innovative methodology to keep the aerospace
industry at the greatest level of safety and potentially analyses its applicability to other
disciplines such as energy, health care, transportation or infrastructure. Thus, the research
question established in this paper is: What can be the benefit of introducing this novel
methodology in the industry?

To answer to this question requires to give evidences to the following assumptions:

• Time assessment during the creation of the manufacturing engineering processes,
• Mitigation errors in the end-to-end process,
• Positive impact in safety in order to keep aviation standards at the highest level.

The quantification of the successful results have generated a decreased of 93% in
manufacturing time and 90% in potential errors creation during creation of applicable
manufacturing engineering processes.

This specific paper aims to assess reliability and validation for the model system
engineering represented in Fig. 1 by using a Monte Carlo simulation. This technique
can be used as a proper method to assess reliability for a system engineering. The
model in Fig. 1 presents a level of uncertainty in the three input parameters selected
in this simulation. The Monte Carlo method will solve this uncertainty by running
1000 samples for each parameter and representing the result using the probabilistic
function. This function represents the probability of the possible outcomes values are
below a threshold. The aim of the study is to investigate the level of sensitivity of the
key parameters used for the prediction to consider them as good indicators [3, 4].The
impact of varying these parameters on model with 1000 runs simulation will define the
robustness of the model as a tool to be implemented as an auto-failure detector. Thus,
the model uncertainties are identify towards a more reliable system in order to improve
predictions in the future [3].

The remainder of this paper is as follows. The review of the relationship to connected
cyber physical spaces is in Sect. 2, Sect. 3 addresses the research methodology related
to the validation model. The main results are presented in Sect. 4. Discussions are in
Sect. 5 and finally to summarize in Sect. 6 conclusions and future work.
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2 Relationship to Connected Cyber Physical Spaces

The motivation to implement this novel and innovative methodology based on the pro-
posed automatic and predictive algorithm in the electrical manufacturing processes is
fundamental in order to keep aerospace safety at the greatest level. The advanced tech-
nologies such as Big Data and the increasing system complexity together with the neces-
sity that the data needs to be fast analyzed to provide the best solution, enable the creation
of a Cyber Space Model to respond to this necessity [2]. Cyber-Physical systems pro-
vide feedback in real time and present very good adaptive and predictive capacity. The
latest research in the aerospace framework shows these systems not only have a positive
impact on the aviation safety but also enhancing efficiency, integration and autonomy
of the next generation aerospace systems.

The solution approach proposal based on this hybrid and predictive algorithm con-
tributes to connect Cyber Physical Spaces through the use of machine learning tech-
niques. The automatic manufacturing processes and predictive tasks enable engineering
systems to execute activities independently with minimum human actions. Therefore
the mitigation error is guaranteed. Additionally, the assessment in real time of the error
creation by using the risk matrix not only decrease the probability of create a failure,
but it also ensures the correct decision provided by the automatic system. This situa-
tion generates a positive impact in the electrical harness built process. Thus, automation
process and predictive tasks are references towards connected Cyber Physical Spaces.

This emerging and innovative methodology convergences on the new technologies
used in the new dynamic manufacturing industry. The required multi-interaction to sat-
isfy the demand of systems complexity establish better collaboration between academic
engineering disciplines and industry since cyber-physical systems also requires more
elements to be inter-connected and easy adaptability to this new technology and future
applications.

3 Methods

3.1 The Algorithm Overview

The innovative procedure using predictive algorithms has been developed in aerospace
not only to mitigate the errors but also to predict the error creation in the electrical man-
ufacturing engineering processes in the aerospace context by using innovative machine
learning techniques. The Fig. 1 represents the algorithm structure and is based on the
following elements.

The risk matrix mechanism that assess the probability of error creation in each
specific harness. It determinates five main categories from ‘very low’ to ‘very high’
probability of error creation [5]. The automation tool is developed to avoid manual tasks
during creation of the engineering documentation. Thus, it mitigates creation of an error
during the engineering process. The dendrogram is using the hierarchical agglomerative
method which creates groups with similar objects within the data set. The clusters data
provides information about the critical groups which require special attention. The logis-
tic regression estimates the parameters by establishing relationships between the input
data and the outcomes according to a mathematic criterion. The confusion matrix will
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define the accuracy of the algorithm by table of contingency. Finally, the computation
time will be the minimum necessary to define the optimal number of iterations using the
method of gradient descent after regression logistic is applied to the categorical variable.

Fig. 1. Diagram representation of the predictive algorithm and Monte Carlo simulation

3.2 The Input Parameters

The first step in the creation of the predictive algorithm is to define the parameters. These
are based on the electrical configuration of the harness to bemanufactured and eventually
installed on the aircraft. These are the number of zones (Z), number of wires (H) and
number of electrical components (N)which define the riskmatrixF. Such criteria defines
each harness category based on these parameters. The risk matrix function defines the
probability of creating an error during the manufacturing process of electrical harness
as part of the outcomes from predictive algorithms. The risk matrix as a function can be
expressed as follows:

φ = φ(Z,H,N) (1)

Scores assigned to each parameter will be evaluated on a scale from 1 to 5, being 1 the
simplest geometry and 5 the most complex. A detailed description of the model has been
recently proposed by Bautista Hernández and Martín Prats assessing its performance
towards introduction in aerospace applications [6].

The baseline parameters for the Monte Carlo simulation will be based on the follow-
ing relevant metrics, p1 for wiring length, p2 for number of electrical components and
p3 for the protective sheath quantities present in the ‘bill of material’ on each harness
for a military aircraft. The Monte Carlo function determinates the performance of the
model for implementation purposes. The generic function for Monte Carlo simulation
λ, is expressed as follows:

λ = λ(p1, p2, p3) (2)
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TheC295 aircraft datasetwith a total of 221 electrical harness to fully define the electrical
system of this aircraft. In total in this case study, 157 harness considered are presenting
the following parameters, 18523.95 m of the total wiring length, 21200.55 electrical
components and 250.84 m of protective sheath length. The baseline run Monte Carlo
simulation was executed 1000 times across a range between maximum and minimum
values of meters of wiring length (0.29–2374.79), units of number of components (4–
2243) and meters of protective sheath (0.06–22.59).

3.3 Sensitivity Analysis

The sensitivity analysis was carried out to understand the correlation between the input
parameters and indicate the importance for the outcomes. Additionally, this analysis
evaluates the model performance by considering the response of the input variables
parameters after simulation [7]. The high correlation between the variables indicates
that increasing of their values will enhance outcomes values. Thus, the probability of
creating an error will be also higher [8].

The outcomes presented were analyzed to understand the impact of the maximum
and minimum values within the dataset suggesting that the model performs well. In this
medium-light size aircraft the predicted outcomes after 1000 runs were within the range
of expected values.

The box-plots performed for the chosen parameters represented in Fig. 2 aim to
analyze the data set and demonstrate the spread of numerical data through their quar-
tiles follows one of the known distributions probabilistic. The Fig. 2 shows the dataset
distribution associated to each parameter defined by the generic function Monte Carlo
in a logarithmic scale.

In the first case related to the p1, the first quartile Q1 = e 0.9 = 2.45 m marks one
quarter (25%) of the ordered dataset and the value 1.5 IQR (-) below the first quartile is
1.5 IQR (-) = e 0.1 = 1.01 m.

The maximum value in the dataset is 2374 m and the value for 1.5 IQR (+) = e
6.3 = 544.21 m above the Q3 = e 3.2 = 24.52 m, which marks three quarter (75%) of
the ordered dataset. The maximum value is above the 1.5 IQR (+), so in this case the
maximum is an outlier which may indicate the measurements are not in the center of the
data.

In the second case related to the p2, the first quartile Q1 = e 2.4 = 11.02 components
and the value 1.5 IQR (-) = e 1.4 = 4.05 components.

The maximum value of the dataset is 2243 components. In this case, this maximum
value is above the 1.5 IQR (+) = e 6.9 = 991 components showing outliers.

In the third case related to the p3, the first quartile Q1 = e 0.1 = 1.1 m and the 1.5
IQR (+) = e 2.3 = 9.97 m below the maximum value of this parameter in the dataset
which is 22.59 m.

The analytical results estimate the input data for the three parameters selected can
be fitted to a normal distribution.
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Fig. 2. Box-plots representation for input metrics p1, p2, p3 on the Monte Carlo function λ

3.4 Monte Carlo Simulation

The Monte Carlo simulation is a method to assess reliability of an engineering system.
The simulation uses as input parameters the p1, p2, p3 values. These values are randomly
assigned 1000 times variating within the range of the maximum and minimum values
defined from the entire dataset in a logarithmic scale shown in the Table 1.

This simulation is used to obtain outcomes estimation from a set of stochastic trial
from proper definition quantities [4].

Table 1. Minimum, maximum, mean and standard deviation values of the input parameters used
in Monte Carlo simulation

Description parameter min max mean std units

Wiring length p1 0.1 7.77 2.46 1.90 m

Number of components p2 1.38 7.71 3.66 1.36 –

Protective sheath p3 0.1 3.11 0.44 0.74 m

Such statistical distributions are used within the range of the lower and the higher
end value for each parameter to estimate the outcomes across a Monte Carlo simulation
with 1000 runs. Probabilistic distributions are considered for probability calculations
within the dataset. The assignment for calculation of the probability in each individual
run was carried out using the normal function from the random Python xlwings library
within the given interval. As the input dataset variable X is log-normally distributed then
the input values were transformed to a distribution Y = ln(X) for representation [9].

The simulation is defined by generation of a stochastic trial to each of the input
parameters on each of 157 electrical harness on a C295 military aircraft following a
probabilistic function normally distributed. After simulation using random combination
of the input variables the output is calculated for each parameter. Finally, the outcomes
are represented with the probabilistic function distribution and the cumulative function
of density.

3.5 Method of Gradient Descent

The regression logistic used to predict the categorical variable needs 144 iterations until
the algorithm converges. This situation requires a high computation time. The method
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of gradient descent can be used to find the optimal solutions by proper adjustment of
the parameters which minimize the function in order to reach the global minimum faster
and the convergence of algorithm [10].

Being f : � ⊂ Rn → R, this method can find θ ⊂ � /f(θ) min. The Eqs. 3, 4 and 5
define the best solution path in order to find the optimal solution.

θ ∈ argmin f(θ) (3)

θt+1 = θt − δt∇f(θt) (4)

∇f(θt) = (∂f/∂x1(θ), . . . , ∂f/∂xn(θ)) (5)

δt is the learning rate which determinates the number of iterations until the algorithm
converges. The convenient value of δ guarantees minimize the number of iterations
improving the computation time.

The use of this method allows the algorithm to perform faster. Thus, the number of
iterations decrease to 41 generating significantly benefit in the computation time.

4 Results

The tendency of each parameter presents a linear relation between the parameters chosen
for the Monte Carlo simulation (length, number of electrical components and protec-
tion sheaths). The correlation of these parameters is quantified by the correlation matrix
shown in table 2. A positive value of the coefficient means an increase of this parameter
necessary involves an increase in the other parameter. The strongest correlation occurs
when the absolute value of the coefficient is as close as possible to 1. From the corre-
lation matrix we observed that p1 and p3, as well as parameters p2 with p3 have lower
positive correlation coefficients, but still indicate some degree of correlation between
these variables.

Table 2. Correlation matrix for the input parameters used for the Monte Carlo simulation

Description Parameter Length Components Protection

Wiring length p1 1.0000000 0.928046 0.470757

Number of components p2 0.928046 1.0000000 0.471076

Protective sheath p3 0.470757 0.471076 1.0000000

The Monte Carlo simulation has performed 1000 runs and the output parameters
as a result of the new predicted values for the wiring length, numbers of electrical
components and protective sheath are normally distributed. The cumulative distribution
function shows the probability that each parameter value stays below specific threshold.
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4.1 First Output - Wiring Length

The Eqs. (6–7) quantify through the probabilistic distribution function the prediction of
the outputs in a new harness. As a first output of the new parameter for the wiring length,
the p1 will be between 2.01 and 3.00 m with a probability of occurrence between 50 and
90% (Fig. 3).

P(0.5) → X1 = e0.7 = 2.01m (6)

P(0.9) → X2 = e1.1 = 3.00m (7)

Fig. 3. Results for p1 outcomes on the wiring length prediction

4.2 Second Output – Number of Components

The Eqs. (8–9) quantify through the probabilistic distribution function the prediction of
the outputs in a new harness. As a second output of the new parameter for the number of
components, the p2 will stay between 45 and 245 units with a probability of occurrence
between 50 and 90% (Fig. 4).

P(0.5) → X1 = e3.8 = 45 units (8)

P(0.9) → X2 = e5.5 = 245 units (9)

4.3 Third Output – Protective Textile Sheaths

The Eqs. (8–9) quantify through the probabilistic distribution function the prediction of
the outputs in a new harness. As a third output of the new parameter protective sheath
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Fig. 4. Results for p2 outcomes on the number of electrical components prediction

length, the p3 in a new harness will be between 1.49 and 4.48 m with a probability of
occurrence between 50 and 90% (Fig. 5).

P(0.5) → X1 = e0.4 = 1.49m (10)

P(0.9) → X2 = e1.5 = 4.48m (11)

Fig. 5. Results for p3 outcomes on the protective sheath prediction

The reliability assessment at each parameter level is needed to calculate the prob-
ability that a new component does not exceed a limit defined through the cumulative
distribution function [11].

The previous figures refer to theMonte Carlo simulation represent the random values
of the parameters which are variating from maximum to the minimum within the three
parameters. The distribution function shows the outcomes predicted are normally dis-
tributed. The y-axis shows the frequencies where a parameter appears and the x-axis the
value of that parameter at that frequency. The cumulative distribution function estimates
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the probability of the new output. The x-axis represents the value of the parameter and
the y-axis represents the probability that the event occurs.

The following assumptions considering those parameters p1, p2, p3 are normally
distributed /�∼N(μ,σ) are represented in the Fig. 6, showing the calculation of expected
outcomes lead to a Gaussian function Eq. 12.

�(x) = 1

σ
√
2π

e
− 1

2

(
x−μ
σ

)2
(12)

Table 3. Normal distributions fitted to the outcomes obtained after the Monte Carlo simulation
has been carried out

Description Parameter Normal distribution

Wiring length p1 N (2.46, 1.89)

Number of components p2 N (3.66, 1.36)

Protective sheath p3 N (0.61, 0.74)

The purpose of the normal distributions is to obtain a probability function to help
to understand the variability of the system simulated and to give an evidence of its
reliability. In the future, they can also be useful to make predictions of the parameters.

These considerations in terms of modelling validation are necessary to be taken into
account. The auto failure-predictor prioritizes to determinate accurate predictions from
a given dataset parameters for model validation [8].

The Fig. 6 shows these parameters are normally distributed, the x-axis corresponds to
the value of this parameter and the y-axis the density function of probability showing how
likely is to observe that value. Each colour represents the different Gaussian distributions
for each of those parameters selected for the Monte Carlo simulation.

Fig. 6. Normal or Gaussians distribution for the dataset parameters p1, p2, p3
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The Fig. 7 depicts the dataset within the time and frequency domain. The series of
points in left figure are referred to the parameters of the model and show the signal
changes within time. The blue line represents the first parameter p1, which is the wiring
length. The red line represents the second parameter p2, which is the number of electrical
components and the third parameter p3, represents by the orange line is the protection
sheaths. The ‘y axis’ refers to the amplitude of the signal what is the scale of each point
of the dataset. The ‘x axis’ refers to each point of the dataset on a single harness out
of 157. The information obtained from wiring length and number of components show
that the harness with more wiring length will also present more number of electrical
components, so these parameters are positively correlated. It is also observed they have
similar amplitude between peaks. In harness with longer wiring length it is shown that
the blue line is above the red line showing that in this group of harness the amplitude
of this parameter is greater than the number of components. This type of harness are
the most critical harness since the present high risk matrix. From the orange line, the
protective sheath is the unpredictable parameter, in some points the dataset has ‘zero
values’ what it means there are harness which are not in presence of this parameter. This
parameter is also in phase with the other two parameters, what it means, if the parameter
value is greater than 0, the increasing of the wiring length and number of electrical
components will also reflect an increasing of the protective sheath parameter. The use
of this representation helps to predict future values based on the previous history data.

Fig. 7. Time/frequency domain representation for the dataset parameters p1, p2, p3

From the representation in the frequency domain, the right Fig. 7 shows how much
the amplitude of the signal is present in each frequency interval. The times series analysis
and the observed values are represented in a data spectrum. The information from this
representation includes in detail the phase difference between the signals. The wiring
length and number of components are in phase. There is a minimal difference in phase
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at low frequency (f = 0.05 Hz). At this frequency the wiring length decreases, however
the number of electrical components increases. In this specific situation it is expected
that the number of electrical components should increase as well. This situation occurs
in avionics harness where the number of components is in percentage very closed to the
wiring length percentage. There are many electronic devices to be connected in a very
small area.

At f= 0.35 Hz is another particular case where the signals are not in phase and there
is a difference between the phases on both signals. This situation illustrates only one
electrical harness presents more components than wiring length.

The protective sheaths parameter is presented in a constant rate and the information
obtained shows is an unpredicted parameter, concluding that this parameter should not
be considered as a relevant parameter for validation of the model.

5 Discussion

For the purpose to validate the system, the Monte Carlo simulation is a proper method
to analyse how the performance is affected by the parameters. The input parameters are
stochastically assigned for each dataset. The random behaviour of the components aim
to define sensitivities indexes to quantify the outcomes and inform about the importance
of variation in the features of the system.

From the predictive results, it is shown that potentially a new harness within this
aircraft is expecting to have greater than 2 m wiring length, 45 components and 1.49 m
of protective sheath. This event occurs with a probability higher than 50%. The expected
values in summary are shown in the following Table 3.

Table 4. Expected values of the input parameters and probability of occurrence afterMonte Carlo
simulation

Description Expected value

Wiring length 2.01 m

Number of components 45 units

Protective sheath 1.49 m

The impact of these components and their metrics contribute to assess the risk of
the system to fail. Failures in aerospace are not only costly and time-consuming but
they can involve catastrophic consequences [9]. The outcomes are in accordance with
the expected values and within the range for this aircraft. The correct behaviour of
the outcomes is relevant to consider the system as a reliable and a safe system. This
represents the best model prediction (Table 4).

From the risk matrix, this type of harness is defined as a medium-low risk what it
means there is low probability to create an error during the creation of manufacturing
process. This situation shows very reliable results since mostly harness in this medium
light aircraft are medium size presenting not a high risk in terms of error creation. This
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information provided in advanced generate a lot of benefits, such as better performance
on the end-to-end process shortening the potential error creation between stages. Addi-
tionally, the whole process system gets more reliable providing a full visibility of the
entire process.

The aging effect on these parameters is also important to take into consideration.
The wiring length aging can influence to the wiring properties and make them shorter.
The number of components can be also reduced due to material wear decreasing compo-
nents efficiency. The protection sheaths aging can increase the risk of short circuit after
damaging the wires.

Additionally, the accuracy of the model is ensured by calculation of the minimum
square error. The results show a value of 0.13 what implies that the model is predicting
well the outcomes for the given input parameters. The expected values obtained from
the cumulative function of density in Table 3 are also good metrics to ensure accuracy
of the modelling parameters.

6 Conclusions

Safety is amain priority and necessary to be established between all main actors involved
in the end-to-end process. The positive communication enhances not only safety but
also commitment with high requirements in order to anticipate before the undesirable
situations occur. Starting from this research developed within aerospace the aim is to
define the sensitivity respect threemain inputs parameterswhich are themost relevant for
electrical harness in order to define the model as reliable to be used as a reliable model.
The importance of these parameters defines effectiveness for the risk matrix calculation
and sensitivity analysis. In this paper we presented evidences that the model used for
prediction of errors creation in a military aircraft case study is a reliable auto-failure
detector. The model has used the following relevant parameters in the electrical harness
definition such aswiring length, number of electrical components and length of protective
sheaths. For the sensitivity analysis the sample size used n= 1000 for these factors were
modelled in a Monte Carlo simulation. After analysis, results show these parameters
are highly correlated, showing that the wiring length and number of components are
proportional and reliable parameters to be used to define the risk matrix of the model.
Additionally, we observed the avionics harness are critical presenting both parameters
in very similar proportion. The protection sheath shows an unpredictable behaviour and
to be used as an estimator of the risk matrix needs to be consider together with another
parameter, either wiring length or number or components. The dataset has been validated
using real data manufactured by one of the main aircrafts making this system as reliable
model and safe. This research also establishes future trends applicability to keep safety
at the highest level, not only in aerospace but also in other disciplines. This is the first
milestone in order to be implemented in the industry. The results show that themodel can
be implemented as an auto-failure predictor and can be used to make realistic estimation
of these parameters.
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Abstract. 3D integrated circuit was presented as a new solution to enhance the
efficiency and expand the capabilities of modern integrated circuit as well. Studies
have shown that in comparisonwith 2DNoCs, the proposed 3DNoCoffers a lower
power consumption, shorter delay and high performance due to the reduction of
the connection length in 3D NoCs. In this article, we present a routing algorithm
for heterogeneous 3D NoC which distributes the chip traffic in the whole network
based on the global congestion information. This is achieved by finding the least
congested minimal path between the communicating nodes. For vertical connec-
tions, we consider the Through-Silicon-Vias (TSV) and to avoid deadlock, we use
two virtual channels. The results show that the proposed mechanism is superior
in comparison with the Elevator-First algorithm in the similar working condition.

Keywords: 3D integration · Vertical Channels · Load-balancing · Latency ·
Thermal Distribution

1 Introduction

Due to power performance advantages of 3D technologies, they have been considered
as a feasible solution by industry. 3D integration technology can be established with
multiple silicon layers that are stacked and used TSVs [1, 2] as a vertical connection.
3D integrations can cause bandwidth widening and die area reduction by shortening the
length of the connections on the chip [3–6]. Vertical links in 3D Networks-on-Chips
(3D NoCs) are the shortest ones in the network which reduce both the latency and
power consumption. However, the disadvantages of vertical links using TSVs are their
expensive manufacturing process and low yield [7]. So, if we have a tradeoff between
performance and reduction of the vertical links, we can decrease the total cost of 3D
NoC and make it suitable for market [8].

So far, there are some articles about the load-balancing in 3D NoCs but only a few
of them addressed the vertically partially connected networks. For routing, the local
information was used where it does not reduce the possibility of dealing with congestion
in the future. In this paper, we present the global load balanced (GLB) deadlock-free
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distributed routing algorithm in vertically partially connected 3D NoC equipped with an
efficient load-balancing mechanism. This method checks the available load on all links
and then selects the less congested path for sending the packet from its source.

One of the major issues in 3D NoCs is thermal distribution problem. The reason for
this occurrence is high power density due to the stacking structure of 3D ICs. Although
in 3D ICs, power consumption is less than of 2D ICs because of reduced length of
connection, reduced chip area increases power density and affects operating frequency
of the chip. These factors along with other factors such as cooling problem lead high
temperature. In 3D architectures, power consumption rises with growing number of
stacked layers; therefore, the possibilities of overheating increase. Thermal dissipation
path from silicon layers to the surroundings is provided through convection method
through heat sinks is located in the lowest surface [9–11].

This paper is organized as following. After discussing the related work in Sect. 2, in
Sect. 3, we will present our global load-balancing technique in detail. The experiment
setup and results will be described and analyzed in Sect. 4, and finally, in Sect. 5, we
conclude the work.

2 Related Work

In [10] an oblivious routing algorithm has been presented, called Randomized Partially
Minimal (RPM) which balances the network traffic in order to avoid the creation of
hotspots in the network. RPM first sends packets randomly to one of layers then use
XY and YX routing with equal probability. Finally, the packets will be sent to the final
destination in Z dimension. RPM is not always a minimal routing and the number of hop
count will be increased which can increase the latency, particularly in large networks.

To guarantee the minimal path with keeping the simplicity of routing, most of the 3D
NoCs use the conventional Dimension Ordered Routing (DOR). [13] is an extended ver-
sion of DOR for 3D networks known as Balanced Dimension Ordered Routing (BDOR).
Considering the relative position of source and destination with one another, the BDOR
routes the packets with one of the XY or YX methods to improve the balance of routes
in networks.

In [14] the problem of TSVs large-scaled dimension in 3D NoC and the necessity of
using a smaller number of TSVs to reduce the chip size have been studied. In the article,
an adaptive routing algorithm is presented which distributes the traffic on the network
by considering the limited bandwidth of vertical connections. In this method, they use
an adaptive routing with non-minimal path which distributes the traffic locally due to
the lack of global information related to the network congestion. To avoid the long path
within each router a certain weight is assigned to all directions, so based on the traffic the
priority of every direction can be calculated and then the routing can be done according
to these priorities. In this algorithm, the input buffer space of neighboring nodes with
the routers was used as the congestion status.

Elevator-First [15] is a deterministic distributed algorithm for partially vertically
connected [16] was presented where the routing selection is taken locally. This algorithm
is not only deadlock and livelock free but also independent of vertical link’s location.
This algorithm includes two states:
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State 1: If source and destination nodes are in the same layer, the deterministic routing
algorithm will be executed and packets will be assigned randomly to one of the virtual
channels Z + or Z−.

State 2: If source and destination nodes are in different layers, the deterministic algo-
rithm is responsible for routing the packets to the nearest elevator. Once the destination is
on upper/lower layer of the source, packets will be assigned to Z+ /Z−virtual channels
to be routed to the upper/lower layer.

3 Load-Balancing Algorithm

The proposed approach is based on the Elevator-First algorithm but the routing is done
adaptively and has a complete view of the congestion status of the whole network
following two conditions:

• Minimal path.
• Less congested path.

In the proposed algorithm, Global Load Balance (GLB), each node calculates the
number of packets traverses through output ports. Every time packets sent out from the
related link, the rate of sending to that link should be added based on the rate of passing
flit, so each router can record the sending rate of its output ports. If we assume the mesh
network as a graph, the sending rate of each link, will be considered as the weight of
each edge in the graph. So, the packets are always sent though the lower weight to keep
the network balanced.

We used Dijkstra algorithm [17] for finding shortest path. Dijkstra picks the path
with less congested value within the all minimal paths. This method can be used for all
the destinations. In addition, since the decision is carried out in parallel with the routine
activities in the network, we can ignore the algorithm overhead and hardware overhead
as explained in Sect. 4.

Deadlock in the network causes system stopping due to a cyclic dependency for
resources. [18] proposed a method preventing a cyclic waiting of buffer in routers and
proved that the turnmodel is deadlock-free based on Channel DependencyGraph (CDG)
[16]. CDG shows whether a network is deadlock-free or not. For providing a deadlock-
free routing algorithm, channel dependency graph should contain no cycle in a network.

We analyze our algorithm based on Elevator-First algorithm for deadlock-free and
consider two virtual channels per physical link in x dimension. Additionally, in y and z
dimension, if the packet is sent to the ascending/descending links, the assigned virtual
channel will be called Z+ /Z− that is fully independent of Z−/Z+ and in x dimension
can choose Z + or Z−. Selection of virtual channel is done statically on the source
router. Thus, its allocation never changes during routing. The proof is similar to [15, 18].
Accordingly, a cyclic dependency of input buffer usage is broken.

The GLB router microarchitecture has been shown in Fig. 1. The below components
are added to a baseline adaptive router [19] in order to obtain the proper route path
between two nodes which are:

1. TrafficMap: This can store the congestion information of the entire network links and
is being updated in the traffic map router of the requester after the ACK transmitted
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by router and credit receives. It keeps just the information from every hop. However,
in some cases like that the source and destination are on the same layer, there is no
need for traffic storage and information updates of the nodes of other layers.

2. Local Traffic Values: It will store the congestion rate of output links of the source
router in all directions.

3. Route Computation: The stored values in the traffic map will be transferred to this
part in order to calculate and find the most proper output port of each router. When
the route computation algorithm is being executed, it will estimate the cost of the
route to reach one node and will choose the best route.

4. Best output port table: The result from the route computation stored in this section.

Fig. 1. A GLB router microarchitecture.

In order to find the minimum route, number of hops between source and destination
is being determined and then updating process of traffic map and route computation is
being done in a way that the hops between the source and destination are minimum.
As an example, shown in Fig. 2, node 1 is supposed to transmit data to node 8 and the
minimum distance between source and destination nodes is 3 hops, then the updating
process for traffic map for node 1 is three steps.

At first, node 1 will calculate the output ports traffic in all directions and puts them
in the local traffic values, then calculates the all minimal adaptive routing for one node
in 2 hops from the source. It means that the source node can use nodes 3, 5 and 7 to
reach the destination. And as a result, the traffic map of node 1 is being updated and
then the route computation is conducting the minimum traffic to find the shortest route
in the network in a way that the traffic from node 1 to 5 contains:

Path1− 2− 5 : 2/E + 1 = 3/E and Path1− 4− 5 : 3/S + 2 = 5/S.
And the traffic rate from node 1 to 3 contains:
Path1− 0− 3 : 1/W + 3 = 4/W and Path1− 4− 3 : 3/S + 2 = 5/S.
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Therefore, route 1 − 2 − 5, 1 − 0 − 3 and 1 − 4 − 7 are placed in the best output
port table and in the next step calculations for the nodes in 3 hops from source node are
being calculated and the traffic map is being updated. Node 6 is not transferred to the
route computation since it is not a destination node. So, the source node can use node
5 or 7 to reach the destination. As a result, the computation is being done in the route
computation and since traffic rate from node 5 to 8 is equal to 3/E+ 4 = 7/E and from
node 7 to 8 is 3/S + 1 = 4/S, therefore, the route of 1− 4− 7− 8 being selected and
placed in the best output port table.

(b) After step 1.            (a) Initial state.            End of computation.
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Fig. 2. An illustration of the GLB router technique for a 3x3 2-D mesh.

The congestion information of each link needs five bits to store in a router, in which
two bits for free buffers and three bits for the directions of links. Since our link is 128
bits then the flit size is 128 as well. If we consider the size of network 8 × 8 × 4, in
order to store congestion values in a 7-port router, we will need maximum three buffers
(12 flits). With regards to the routers with 5 and 6-ports, less buffer space is needed to
store link congestion and directions information due to the reduction in the number of
links (In 5-ports router, 2 bits are enough to store the directions) for this reason, they
have less area overhead and power consumption.

4 Experimental Results

For the evaluation of the proposed algorithm in 3D NoC, the simulation tool of Access-
Noxim [20] is used. We consider XYZ and Elevator-First [15] as baseline algorithms
in our simulation comparisons, 10% of the vertical links are removed randomly in both
synthetic and realistic traffic profiles also design parameters are shown in Table 1.

4.1 Performance Evaluation

The results of reduced latency and increased throughput in mesh topologies with dif-
ferent sizes are presented in Table 2, showing that the GLB latency has been reduced
considerably before the saturation point, compared to the other two approaches.
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Table 1. Design parameters.

Subject Description

Topology 3D mesh

Switching mechanism Wormhole

Packet size(flit) 8

Buffer length (flit) 4

Flit length (bit) 128

Link bandwidth (Gbps) 128

Number of virtual channels 2

Traffic pattern Random

Routing algorithm GLB, Elevator-First, XYZ

Table 2. The improvement value of GLB method.

Average latency Average throughput

mesh Elevator-
First XYZ Elevator-

First XYZ

4x4x4 34% 7% 12% -

8x8x2 42% 15% 14% 2%

8x8x4 46% 19% 30% 3.8%

4.2 Thermal Model

Top layers are farther from heat sink in 3D NoC, so thermal conductivity path lengthens
and processing elements in these layers have more heating potential than bottom layers
that generate new thermal hotspots, amplify available thermal hotspots andmake thermal
variation in different parts of the chip [21, 22].

The experiments are on an 8 × 8 × 4 with 64 tiles in each layer and the tile model
is from 80-core NoC system and the ambient temperature is set to 45 °C.

In Fig. 3, the packet injection rate is set in this traffic pattern to 0.05. The thermalmap
shows that Elevator-First algorithm has the imbalance thermal state under random traffic
pattern and each layer has different thermal characteristics with respect its distance of
heat sink. The bottom layer, which is close to the heat sink, has the lowest temperature
while the top layer is at the highest temperature due to the high-power density. Unbal-
anced traffic makes thermal hotspots in middle tiles that distribute from high to low of
top layer to bottom layer and corner tiles are at a lower temperature than the middle
tiles because the corner traffic is less congested under the random traffic. Using GLB
algorithm leads routers to use cooler path to route the packets and reduces the peak chip
temperature about 4 °C and omit thermal hotspots of middle tiles and moderate thermal
distributing on each layer.
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Fig. 3. Steady state temperature distribution in Random traffic patterns of 3D NoC.

4.3 Area and Power Evaluation

We use DSENT (Design Space Exploration of Networks Tool) [23] to estimate the
area overhead and power consumption. DSENT is an architecture-level modeling tool
designed for rapid design space exploration of both electronical and emerging opto-
electrical NoC. We use 45nm SOI technology for baseline and GLB routers that its
electrical parameters and network configuration. We also consider two virtual channels
for baseline adaptive routers in estimation. The GLB router microarchitecture comprises
some additional hardware components: congestion information, route computationmod-
ule, and best output port table. Compared to the baseline adaptive router, additional hard-
ware components need extra storage to store corresponding information. The layout area
and power consumption of each platform are shown in Table 3. The GLB router imposes
4% area overhead and 2% power consumption compared to baseline adaptive routers.
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Table 3. The area overhead and power consumption details.

Area Overhead(mm2) Power Consumption (W)

Network platforms 5 port 6 port 7 port 5 port 6 port 7 port

Baseline adaptive

routers
4.30 5.04 5.80 3.46 3.79 4.11

GLB routers 4.51 5.26 6.03 3.54 3.87 4.19

5 Conclusions

So far, routing is one of the most controversial issues in 3D NoC and currently many
algorithms have presented in the field of load balancing. In this regard, we presented
a new routing algorithm for exploiting global traffic information on a 3D chips with
partially filled TSVs in order to dynamically pick the minimal and the least congested
path for every packet. As the simulation result shows, our proposed algorithm reduces the
packet average latency considerably in comparison with XYZ algorithm. Considering
the reduction in the number of TSVs increasing the packet latency, the improvement is
sizable.
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Abstract. As IoT systems become more complex and interconnected, their abil-
ity to adapt to changes becomes essential. However, this dynamism needs to be
addressed from early on and at different levels. Failure to recognize this will hinder
the resulting system’s flexibility. This article presents an analysis of composition
approaches and technologies based on several criteria, in an attempt to identify
common patterns or constructs that enhance specific dynamic traits which should
be considered during development. Then, the identified elements within those cri-
teria’s methods and tools are mapped against the desired dynamic traits. By using
cross classification, it is possible to recognize the most adequate alignment of
dynamic traits among approaches. A comparative analysis is produced containing
our findings. These outcomes are expected to contribute to the research community
in developing more flexible distributed dynamic systems.

Keywords: Internet of Things · IoT Service Development · IoT Dynamic
Composition

1 Introduction

With the number of internet of things (IoT) connections expected to reach close to 25
billion by 2025 [1], there is a unique opportunity to findways to interconnect services and
generate innovative solutions that bring value to businesses and users alike. Additionally,
composing services into more abstract services is necessary for global systems to be able
to manage the growing complexity.

By being a ubiquitous network of heterogeneous and pervasive devices, the IoT is
capable of generating extensive information about the physical world [2], capturing a
massive amount of data through embedded sensors in everyday objects, also known as
things, and interacting with the environment via actuators. This enables the development
of applications that interconnect physical and virtual things.

IoT areas of application include industrial, healthcare, retail, smart grid (energy),
smart cities (public utilities and traffic management), agriculture, home automation, and
potentially others still to be discovered. Typically, data that is collected by sensors in IoT
applications is unstructured, and large in volume. This makes IoT an ideal candidate for
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taking advantage of big data tools and techniques for storage, processing, and analytics.
The web of things (WoT) will be an added value in this context as it aims to work
against IoT fragmentation through the use of web technologies. This layer abstracts and
hides both the complexity and heterogeneity of the lower-level device specifications [3],
enabling the integration across IoT platforms and application domains.

The present article aims to advance the understanding of how the dynamic composi-
tion of services in the IoT can be attained at different levels of the systems’ composition
process in order to maximize the flexibility of the final solution. By considering dynamic
aspects at an early stage of design, the problem of restricting the dynamic potential of
the following composition levels can be mitigated. It is worth noting that service com-
ponents will benefit from WoT Security and Privacy Guidelines, stated in [4]. These
recommendations are independent of architectural perspectives, so that the behavior of
systems is not constrained, and can be applied to any operating service composition.

This work is guided by the following research question:
RQ. Which constructs and specific characteristics in currently available IoT com-

position approaches, used at different levels of system development, enable dynamic
traits in those compositions? How can these be aligned in order to best ensure a flexible
solution?

This awareness and comparative analysis between counterpart approaches provides
guidance for the development of dynamic distributed IoT systems by the research
community.

The remainder of this paper is organized as follows. Section 2 relates this research to
the theme of connected cyber physical spaces. In Sect. 3 the taxonomy and techniques
of service composition are examined, while Sect. 4 introduces the concept of dynamic
composition and its key features, along with the mapping and discussion of composition
approaches versus constructs. Finally, the conclusions and future work are detailed in
Sect. 5.

2 Contribution to Connected Cyber Physical Spaces

Cyber physical systems (CPSs) integrate both virtual objects and physical devices, focus-
ing on the efficientmonitoring and controlling of the latter. The physical connection from
digital processes to the factories’ production processes is achieved through sensors and
actuators.

While a CPS has a local focus, IoT introduces a wider approach at the networking
level, allowing for the interconnection of many and varied CPS systems. This intercon-
nection brings an enormous potential for composing applications in order to provide
innovative services. However, it also introduces the challenge of providing reliable ser-
vice interaction independently of the underlying technologies. In cyber physical spaces,
where there is an interconnected environment composed of CPSs, which can be spread
across different ownership domains [5], this challenge is even greater.

This work aims to understand the composition approaches and constructs that may
impact on the overall dynamic composition, in order to improve the alignment between
the system’s software design aspects like interfaces specification, maintainability, or
modularity, with such dynamic composition constructs. Such alignment facilitates the
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process of instantiating a system’s conceptual behavior specification (e.g., finite state
machine (FSM)), into the concrete physical execution plan implemented by specific
service operations (e.g., application code). Furthermore, it enables the dynamicmodeling
of interactions at execution time.

According to [5], among the main requirements of a cyber physical space is adapt-
ability. This characteristic is dependent on the dynamic capability of the systems that
compose that space, and thus stands to gain from an alignment between software devel-
opment processes and dynamic composition constructs. This alignment is particularly
relevant in environments where different systems, with particular processing, storage,
and communication capabilities, interact with production processes, as such alignment
can help to streamline processes and make them more agile.

3 IoT Service Composition Taxonomy

Over the years, various forms of classification have been used to organize approaches
and technologies linked to the composition of services.

3.1 Function Criteria

One point of view is that service composition may be classified according to functional
and non-functional aspects [6].

Functional. Focused on validating a system’s model against a specification, these
approaches use formal-based techniques like model checking that evaluate composi-
tion factors such as correctness, reachability, deadlock, safety, and liveness. An example
of a model checking technique is an FSM. In an FSM, the system is abstracted into a
set of states and transitions between them. Distributed applications can be composed by
assembling a chain of valid state transitions among services, thus representing the appli-
cation’s behavior. By being a state-based model, FSM approaches can easily be applied
to model the behavior of representational state transfer (REST)-based web services.
This is because in REST, any endpoint can be observed for some state evaluation, and
subsequent action to be taken. Hierarchical finite state machines (HFSMs) are an exten-
sion of FSMs which add depth (superstates), orthogonality (concurrency), and broadcast
communication [7].

Non-functional. Cover approaches that are based on quality metrics of the composite
services, usually regarding IP-based network protocols, infrastructure, and applications.
According to [8], there is a broad consensus on the definition of functional requirements,
which refers to what a system must do to perform its function, and what inputs and
outputs it can work with. On the other hand, while there are several definitions for
non-functional requirements, there is not yet a thorough list that defines them. So, the
definition by negation emerges, meaning non-functional requirements are mainly those
that are not concerned with the functionality of a system. Other works, such as [9],
take a more definite approach by simply defining non-functional attributes as those that
relate to a web service (WS)’ properties (what it is), instead of its function (what is
does). These non-functional aspects define restrictions or properties that must be taken
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into account when developing the system, such as performance, reliability, appearance,
failure and recovery, and other quality of service (QoS) metrics. The QoS-driven service
composition is an example of a non-functional approach [10].

3.2 Conception Criteria

IoT service composition can also be classified in terms of the approaches used to build
service composition structures. According to [11, 12], these can be framework, agent,
heuristic, and service-oriented architecture (SOA)/REST-based.

Framework-Based. Grounded in a collection of assumptions, values, concepts, and
practices that form a domain, which is used for organizing, searching, selecting, and
composing IoT services in innovative ways [12]. Semantics-based and Rule-based
approaches are examples of framework-based composition methods [13].

Agent-Based. Each service is a software component capable of autonomous decision-
making and communication. In this approach, agents can have capabilities for dis-
covering other services, composing, binding, executing, and monitoring. A downside,
however, is that agent-based architectures present reliability and security issues [12].

Heuristic-Based. For discrete or combinatorial optimization problems such as service
composition, doing an exhaustive search for the optimal perfect solution is not possible
due to computational limitations and exponential time requirements. As an alternative
to finding sufficiently good solutions, heuristics-based (problem-specific) and meta-
heuristics (problem-independent) methods can be used [14]. The most commonly used
algorithms for service composition, which typically have been inspired by natural phe-
nomena, are ant colony optimization, greedy algorithms, genetic algorithms, and particle
swarm optimization [15, 16].

SOA and REST-Based. Discovery and composition are strongly facilitated by SOA
and REST-based architecting. On one hand SOA exposes the functionality of services
via descriptive interfaces using simple object access protocol (SOAP) and web ser-
vices description language (WSDL) and allows the integration of heterogeneous devices
seamlessly. On the other hand, REST describes the guiding architectural principles of
the interactions among those services or other resources, in a highly scalable and flexible
way [17].

3.3 Coordination Criteria

The rapid growth in the number of IoT services means that compositions also grow in
quantity and complexity. This places a concern in the scalability and control capacity of
the composition approaches used. According to these criteria, methods can be separated
into data flow, orchestration, and choreography [18].

Data Flow. Currently is the most popular mechanism, especially since the emergence
of mashup applications. In a data flow, the workflow is defined implicitly by the data
processing tasks that occur at each node and trigger the next step with the output of
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transformed data [19]. Workflow operations are data-focused such as filtering, splitting,
sorting, or merging operations [20]. This method provides separation between data and
control, allowing service developers to focus on data operations,while systemdevelopers
work on connecting the nodes [21]. Node-RED and IBM’s COMPOSE are two examples
of data flow design tools.

Orchestration. The control flow of service invocations is explicitly and externally
defined by one or more coordinator nodes, also known as orchestrators. This means
that the workflow can be defined independently of the implementation details of the
services used. Data are moved around as a consequence of this control flow and is not a
driver of the flow.

Orchestration can be either centralized, under total command of a coordinator node,
or be decentralized, where control is divided collaboratively among several coordinator
nodes, according to control flow operators including sequence, branch, parallel, and loop
[22].

Languages such as business process execution language (BPEL) originally developed
by IBMandMicrosoft andmaintained byOasisOpen [23], or business processmodel and
notation (BPMN) [24] initially published by the business process management initiative
(BPMI) and maintained by the object management group (OMG), can be used to define
orchestration workflows between services.

Since services have no information about the control flow, only the coordinator
does, a separation is obtained between node computation and flow control. However,
the centralized flow of all data going through the coordinator node can easily become a
bottleneck in the system [25]. Another downside of orchestration in an IoT environment
is that its workflows are based on synchronous invocations of other services, which may
make this approach less suitable for designing flexible applicationswhere loose-coupling
is a guiding principle.

Camunda BPMN engine, AWS Step Functions and Kubernetes are examples of
orchestration development platforms.

Choreography. Candescribe the obligations and constraints of the interactions between
two or more components, where each can be in separate responsibility domains [26].
In comparison with orchestration, this method gives more control flow autonomy to the
services in the system.

The flow logic is not under the control of any external entity. Instead, it works
with a public protocol that governs the messaging interactions, i.e., the global behavior,
among services in a system where each node is self-contained and self-controlled [27,
28]. The distributed nature of the microservices’ architectural style is well aligned with
choreography [29]. Each microservice, or component in a choreographed application, is
a self-contained building block of software, developed andmaintained in isolation, that is
scalable and language-agnostic. Microservices also take advantage of containerization,
also known as servitization, as a form of lightweight virtualization.

Choreography enables application scaling and cohesiveness due to keeping the con-
trol logic in the execution nodes and out of the middleware links. Since data usu-
ally follows control, and control is distributed, this approach prevents data bottlenecks
and makes choreography the most suitable approach for distributed workflows such as
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microservices [30]. Furthermore, IoT architecture is aligned with the distributed con-
trol flow of the choreography mechanism. By using message broadcasting and pattern
matching, choreographed systems can communicate via events while keeping location
independence among the nodes. The distributed nature of choreography composition can
also, however, represent a downside as the application flow logic is implicit and divided
among services without a centralized point of control, thus making it more difficult to
understand and maintain the application [24].

Message exchanges defined in the protocol, which can be either the direct calling
of REST application programming interfaces (APIs) or the sending of events, can be
modeled using languages such as WS-CDL [31], BPEL4Chor [32], and BPMN [24].
Apache Kafka is an example of a software that works as a message bus, the public
protocol, where services can subscribe channels and publish events. Other examples of
composition platforms for choreographing IoT services include CHOReVOLUTION
[33] and ChorSystem [34].

4 Dynamic Compositional Traits

In this section, several composition approaches and technologies are analyzed according
to their composition dynamism, and the constructs that enable dynamic composition in
these approaches are highlighted and compared.

4.1 Key Features

According to [35], dynamic composition is the process of searching and selecting con-
crete services to create additional composite services on demand at runtime. The dynamic
composition of services has several advantages, such as responding to user requests by
composing custom applications on-demand, being able to provide new services based on
combinations of existing services, avoiding the need to maintain a catalog of available
services in the system, and improving fault-tolerance [36, 37]. Additionally, upgrading
and extending a service’s functionality can be performed during runtime, enabling the
service to adapt to changing conditions in the environment. Thismeans that the following
aspects can impact the success of a dynamic composition:

Scope. The range of applicability the composition covers.

Encapsulation. Howwrapped up and independent are components in the composition.

Scalability/Adaptability. Howwell does the compositionmanage complexity and how
does it adapt to a change in workload or environment conditions.

Interoperability. How do components in the composite service interact with each other
and what is the degree of decoupling.

Observability/Maintainability. How easy it is to understand the composition structure
and behavior, monitor the system and make changes to the original design.

Table 1 shows our mapping of these traits for different composition approaches,
highlighting the constructs that enable their dynamism.
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5 Discussion and Implications

The ongoing research around service composition in IoT focuses mainly on the
data/outcome generated by things, i.e., it is data-focused. This results from having thing
descriptions announcing how consumers can interact with things, and such information
being used for the selection or rejection of things during the service composition process.
Then, different coordination styles can be used depending on the required flow control
level; either more directed in orchestration or less directed in choreography. Currently,
performance optimization is accomplished through a suitable allocation of services to
hosts, for achieving an adequate use of resources and the reduction of communication
delay. Edge/Fog technologies are now available to tackle many of these concerns, hold-
ing the potential for more focused and efficient data processing, and consequently lower
power consumption.

However, an ultimate optimization of IoT applications can only be achieved when
the services themselves are able to adapt to dynamic environments and exceptional
situations. In this case, each service in the composition must be aware of the behavior of
its component sub-services. This is particularly relevant in IoT/WoTwhere resources are
constrained and contingency plans for exceptional situations are a must. For instance,
a service or thing may need to change how or where it fetches data from, if the current
source (service/device) announces a low battery level. This does not happen in the
traditionalweb,where resources are abundant and exceptional situations are less attached
to the physical world. In short, behavioral and data-focused service composition types
can be identified. Both can be used in parts of an IoT application, but these benefit from
different dynamic traits.

Please note that some composition approaches share a common set of traits that make
their comparison easier, while others, like the functional approach, are an umbrella term
that covers substantially different approaches. This realization caused the following anal-
ysis to select the HFSM approach in particular as an example of a functional approach,
since its focus on state seems useful for representing behavioral composition.

From analyzing Table 1, one can state that the REST architectural principles are
more flexible, lightweight, and more aligned with the observe-evaluate-actuate pattern
of IoT when compared to SOA. W3C WoT standardization is also moving towards
REST. Based on this, the REST architectural style is preferable over SOA for any kind
of service composition in IoT/WoT.

In general, the successful development of a dynamic IoT service composition
depends on finding an equilibrium between generalization and specialization.

Applications that are less specialized exhibit more dynamic traits and consequently
are more flexible and reusable in different scenarios than the ones they were initially
designed for. On the other hand,more specializationmeans less adaptability, but a stricter
following of the design rules and constraints, which is useful for mission-critical sys-
tems. Reusability is tied to the concept of encapsulation, which according to Table 1
varies considerably among approaches. While HFSM encapsulates the states’ informa-
tion under a superstate, agent-based and other approaches do so for control logic and
data. As for the data flow approach, the nodes encapsulate data transformation rules,
which is different from control logic, since the flow depends on the inputs and outputs
of nodes, and not on a preset sequence of node executions. In data flow, any node can
execute a data transformation as long as it handles the output format of a previous node.

Some approaches emerge as the most flexible (i.e., more generalized), such as agent-
based and choreography compositions. Both of these share common properties that allow
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Table 1. Mapping of composition approaches (rows) to dynamic traits (columns) and the
constructs that enable them.1

Scope Encapsulation Scalability/Adaptability Interoperability Observability/Maintainability

HFSM (Functional) Any Superstate

encapsulates

states

Parallel execution

(concurrency)

Hierarchy hides

complexity

Generalized transitions

between superstates hide

implementation

Synchronous

generalized

transitions

Explicit model (system states)

Non-Functional Any N/A Scalability can be used

as QoS metric for

composition

N/A Explicit model (QoS metrics)

Framework-based Knowledge

domain

N/A Conceptual model

abstracts implementation

details

N/A Explicit model (concepts)

Agent-based Any Agent

encapsulates data

and control logic

Loosely-coupled agents Asynchronous

broadcast message

between agents

Implicit model (agents’

interaction)

Heuristic-based Any N/A Efficient algorithms

allow complex

compositions with less

resources

N/A Explicit model (algorithms)

SOA-based Enterprise

application

Self-contained

services

Loosely-coupled

services

Synchronous

request-response

Explicit model (services)

REST-based Distributed

application

Self-contained

resources

Uniform interfaces

Resource caching

Stateless server

Loosely-coupled

services

Synchronous

request-response

Explicit model (resources)

Data flow Distributed

application

Modules

encapsulate data

transformations

Independent data

transformations allow

workflow partitioning

Synchronous

messaging

Explicit model (data

transformations)

Orchestration Distributed

application

Self-contained

services

Central control increases

coupling

Limited by orchestrator

resources

Synchronous

messaging

Explicit model (coordination)

Choreography Distributed

application

Self-contained

services

Distributed control

decreases coupling

Limited by interactions’

complexity

Asynchronous

messaging

Implicit model (coordination)

their components to be decoupled in control and data (implicit model and self-contained
entities), and also in time (asynchronous communication). It should be noted that by
using an implicit model, these approaches are harder to trace and to understand when
debugging or making changes. On the other hand, there are approaches that can remain
dynamic while using an explicit model. This is the case for HFSM with its superstates
and generalized transitions, and for SOA and REST with their decoupled interfaces.

1 An N/A value means the attribute is not a concern of the approach.
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A functional approach is more behavior-focused, and orchestration can be as well
since control is an important concern. On the other hand, the agent-based approach and
choreography are more data-focused, along with other approaches like non-functional,
SOA-based, REST-based, and data flow. Framework and heuristic-based approaches are
general and applicable to any kind of service composition.

Aspreviously stated, anultimate optimizationof IoTapplication canonlybe achieved
when the services themselves are able to adapt to dynamic environments and excep-
tional situations. As web applications are ever more integrated with physical systems,
behavioral service composition seems to have a key role, as a first composition layer
in some web application component (more tied to the physical world). However, any
behavioral service composition requires a validation step. This means that particularly in
mission-critical IoT environments, additional validation steps should be applied to these
behavior-focused compositions, according to concrete physical systems guidelines and
constraints.

6 Conclusions and Future Work

In this work a survey was conducted in order to understand the most appropriate set of
dynamic approaches and tools for use in specific types of service composition. While it
is expected that the main dynamic traits have been identified and analyzed, it cannot be
ruled out that others may be relevant and could be considered in the future.

After having identified two types of service composition, i.e., behavior-focused, and
data-focused, it becomes apparent that the former can be useful for enabling each entity
in a composition to become dynamic itself. Such flexibility allows the service to adapt to
changing conditions, which is particularly relevant in environments where IoT devices
are prone to failures or unavailability, caused by constrained environments or limited
device resources. Data-focused approaches, on the other hand, are suitable where behav-
ior adaptation is not needed. These approaches are expected to be useful for validating
the robustness of composite services created with behavior-focused approaches and are
an area where further research is needed. These context specific validation steps would,
crucially, need to be kept as add-ons that are external to the service, in order to protect its
congruence and ensure its compatibility and reusability by other potential applications.
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Abstract. The increasing rate of digitalization and the growing use of the Internet-
of-Things translate into a rise in demand for sensor-to-digital interface circuits
and electronics for processing information. This demand increases the need for
a standard workflow, which allows a straightforward comparison between active
building-blocks (both amplifiers and comparators) with different architectures.
Although comparators are essential building-blocks in many circuit architectures,
there is no standard workflow to simulate and compare different circuit topolo-
gies. This paper proposes a systematic design workflow to simulate dynamic
voltage comparators. The workflow consists of the “testbenches” and a simu-
lation setup for extracting key parameters of comparator performance, such as
static-offset, random-offset, worst-case comparison-time for both hard and soft
decisions, power dissipation, and input-referred noise. As an example, this paper
implements the methodology in Virtuoso environment and presents results for
different dynamic comparators in a 28-nm standard bulk-CMOS technology.

Keywords: Dynamic Comparators · Comparator Testbench · Simulation
Workflow

1 Introduction

The increasing rate of digitalization and the growing use of the Internet-of-Things (IoT)
have led to a significant increase in the demand for sensors and sensor-to-digital inter-
faces. IoT relies on a vast network of sensors that are capable of collecting data from
various sources, communicating with each other and other systems. These sensors are
used in a wide range of applications, such as environmental monitoring, smart homes,
industrial automation, and healthcare. To process and make sense of the data collected
by these sensors, sensor-to-digital interfaces are required. These interfaces convert the
analog signals generated by the sensors into digital signals, that can be processed by
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digital circuits and systems. This conversion process is crucial to ensure accurate and
reliable data analysis. Voltage comparators, as a key building block of these interfaces,
play a critical role in meeting these requirements. By accurately comparing two input
voltages, voltage comparators enable the detection and conversion of analog signals to
digital signals with high precision and speed [1, 2].

The performance of a voltage comparator, which is critical for the overall perfor-
mance of the integrated circuit, is determined by the following design parameters: input
offset, speed, power consumption, metastability, and input-referred electronic noise [3,
4]. These parameters are affected by various factors, including transistor size, pro-
cess variations, and temperature changes. Therefore, designing and optimizing a volt-
age comparator requires a thorough understanding of its operation and performance
characteristics [5].

This paper describes a characterization under simulation environment of dynamic
comparators, focusingmainly on key parameters such as the offset and comparation time.
The comparator’s operation will be briefly explained in Sect. 3, as well as the influence
of its key parameters. In Sect. 4, it will be described the simulation methodology used
to evaluate the performance of the comparator and extracted its key parameters. In
Sect. 5, it will be presented the simulation results and discussed the impact of key design
parameters on the comparator’s performance. Finally, in Sect. 6, it will be summarized
the findings and provided conclusions.

2 Connected Cyber Physical Spaces

Connected cyber physical spaces are the result of combining the digital and physical
worlds. They can be found in a variety of applications, including smart homes, smart
cities, and smart factories. In a smart home, for example, sensors and devices can be
used to monitor and control temperature, lighting, security, and other systems. Similarly,
in a smart city, data from sensors and other sources can be used to optimize traffic flow,
manage energy usage, and enhance public safety. In a smart factory, cyber-physical
systems can be used to optimize production processes, reduce downtime, and increase
efficiency. Overall, cyber-physical spaces have the potential to transform how we live,
work, and interact with the world around us.

Integrated electronics play a crucial role in the development and operation of cyber-
physical spaces, making it possible to collect, process, and exchange data in real-time.
As the interface between the physical and digital worlds, analog-to-digital converters
(ADCs) are an essential component of these integrated electronics. Tomeet the increasing
requirements of ADCs, it is crucial to improve and optimize the performance of building
blocks, such as comparators. This work describes a characterization of dynamic com-
parators under simulation environment, making it possible to create a standard workflow
to design these essential components.

3 Operation and Key Parameters

A comparator senses a differential input and generates a logical output according to
the polarity of the input difference [3, 4]. Most of today’s applications use dynamic,
or clocked, comparators, since it allows for low power dissipation, as they do not have
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static consumption [6]. Most dynamic voltage comparators consist of a pre-amplifier
and a latch. For example, strongarm latch combines both in a single stage [7]. In [8] is
presented a dynamic comparator, however, in this case, a sense amplifier is used as a pre-
amplifier.More complex topologies are also implemented, as in [9], where it is presented
a triple tail comparator, using cascaded latches and feed-forward paths. Despite these
differences in architecture, dynamic comparators present the same working principle.
In short, when the clock signal goes high, the comparator makes a decision. Some
operation parameters can be defined, such as the time that the comparator needs to make
a decision, the minimum input voltage that the comparator is able to distinguish, and
power consumption. These key parameters will be analyzed in this chapter.

3.1 Comparison Time

The time required for the comparator to make a decision is labeled comparison time.
It it consists of the time delay between the clock signal going high and the comparator
making the decision. It is one of the most important parameters in a comparator, since
it can limit its application.

It can be measured in different ways. One of the ways is to measure the time duration
from the beginning of the comparison phase (reset is releasedwhen the appropriate clock
edge reaches typically 50% of VDD) until a valid logical voltage level is available at the
output. A more faithful way to measure it is to wait until the appropriate clock edge and
the logical level output both reach 90% of VDD. It will present a higher value, however,
it guarantees that the following circuit reads it as a high value [4, 6].

The comparator must compare the signal during one clock cycle and provide a
stable output before the next cycle. The speed of the comparator depends on its input
voltage difference, as the difference between input voltages gets smaller, the slower the
comparison will be, ultimately requiring a metastability analysis [6].

3.2 Offset Voltage

The offset voltage can be seen as the sensitivity of the comparator, it defines theminimum
voltage for which the comparator makes a reliable decision. This is the input voltage
difference required to make the output change from low to high or vice versa [4]. If the
input voltages have a voltage difference smaller than that of the offset voltage, it will not
be able to make a trustworthy decision. This offset voltage is caused due to mismatch in
the manufacturing process of the transistors. Due to this non-ideality, the input pairs are
not entirely identical and will therefore have slightly different threshold voltages. This
will mean that their behavior is not exactly the same, which will result in an offset in the
input pairs. When the voltage is exactly the same on the gates of the input transistors,
one will draw a somewhat larger current and the corresponding drain node will move
faster and give an output that might not be correct. Other transistors than the input pairs
will also contribute to the offset, but in general, the input pairs are the most dominant
source to offset due to a large gain from the input pairs before other transistors activate
[6].
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The offset voltage can be divided into two values: the systematic offset and the
random offset. The systematic offset is the offset that is always present in the compara-
tor. The random offset is caused by mismatch in transistor sizes, deviation from ideal
symmetrical circuit structure, and other non-idealities.

3.3 Power Dissipation

A further important parameter to characterize a clocked regenerative comparator is its
power dissipation. It is the amount of power consumed by the comparator during oper-
ation. It is an important parameter in low-power applications and can be minimized
by optimizing the circuit design. Typically, it consists of a static and a dynamic part,
which depends on the clock frequency and the capacitances, which have to be charged
and discharged [4]. As in almost every electronic design, low power consumption is
desired. One significant advantage of the dynamic latched comparator compared to the
pre-amplified based comparator is that it does not consume any static power, if leakage
currents are neglected [6].

3.4 Trade-Offs Between Performance Parameters

Before starting an optimization, it is important to set the specifications for the comparator,
especially the critical ones that absolutely need to be reached. In general, there are
trade-offs between the key parameters of a voltage comparator. For example, a high gain
comparatormay have a longer comparison time due to the need formultiple amplification
stages. Similarly, increasing the gain of the comparator may lead to an increase in power
consumption. Another trade-off is between speed and accuracy, where increasing the
speed of the comparator may result in a decrease in the accuracy of the output. There are
also trade-offs between power consumption and noise performance, where increasing
the powermay result in lower noise levels but higher power dissipation. In addition, there
can be trade-offs between noise and speed, where increasing the speed of the comparator
may result in higher noise levels. So, it is important to carefully consider these trade-offs
and select the parameters that are most important for the specific application to optimize
the overall performance of the comparator.

4 Testbench Setup

The testbench can be represented by the following figure, Fig. 1. It consists of a dynamic
comparator which requires a clock signal, Clk. In the comparator’s input there is a
reference voltage, Vref, and a stimulus voltage, Vin. Depending on the analysis, the
waveform of the stimulus voltage can be different. Regarding the reference voltage, in
this case, a DC value was applied. However, instead of using a DC reference voltage, a
differential input signal can be used, which will not affect the comparator’s operation,
since it only relies on the voltage difference between both inputs.

The comparator separates the analog signals, at the input, from the digital signals,
at the output. Depending on the logic structure, it might be necessary for the output to
be connected to several logic gates. This action might overload the comparator’s output
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stage, making it slower and power hungry. In order to avoid this, it is recommended to
employ a digital buffer. This digital buffer consists of a cascade of two inverters. The first
inverter must be a minimum size inverter, as it will relieve the load of the comparator’s
output stage. The smaller the size, the faster the output stage will be and less current
will be consumed. If a high fanout is necessary, the size of the second inverter can be
increased. In Fig. 1, the load consists of a minimum size inverter followed by a two-time
minimum size inverter.

Values such as the clock frequency and the reference voltage depend on the compara-
tor’s characteristics, application, and technology used, among others. In this case, the
reference voltage was defined as 450 mV, and the clock frequency is 1 GHz. In order to
start the study, from this point on, it is necessary to set the above-mentioned comparator’s
desired specifications, such as the offset, comparison time, power consumption.

Fig. 1. Comparator Testbench. On the left of the comparator is presented the input signal. On the
right is presented the digital buffer as the comparator’s load.

4.1 Comparison Time

In order to measure the comparison time, Fig. 2 shows a sequence of the different
decisions that the comparator will make. The input voltage, or stimulus voltage, will
alternate between four levels, which will present “easy” and “difficult” decisions. These
levels were defined as easy high, easy low, difficult high, difficult low. They are so
called due to the voltage difference that they will force onto the comparator’s input. For
example, the easy high level is defined as a bigger voltage difference, when compared
to the reference voltage, while the difficult high level is defined as a smaller voltage
difference, when compared to the reference voltage. These values will depend on the
comparator’s application [3, 4].

The sequence presented in Fig. 2 was created in such a way to force the comparator
to make decisions between all these levels. Alternating between these different levels
has several advantages when it comes to the comparator’s behavior analysis. All these
different combinations of transaction between levels will allow us to infer if the com-
parator suffers from memory effects, that is, if the previous decision has influence on
the next decision.
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In order to properly evaluate the comparison time, it is necessary to simulate PVT
corners and extract the longest time, in other words, the worst-case scenario comparison
time.

Fig. 2. Input wave for comparison time simulation, representing the difficult and easy decisions.

In Fig. 3 is represented a close-up of a clock signal when the comparator is making a
decision. As explained before, this time will be better measured by subtracting the time
when the clock signal reaches 90% of VDD to the time when the comparator’s output
reaches 90% of VDD.

Fig. 3. Comparison time measured at 90% VDD.
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4.2 Offset

To analyze the comparator’s offset it is necessary to have a static wave at the input, with a
frequency much lower than the frequency of the clock. It is recommended to use a wave
amplitude as small as possible, since it will reduce the measurement error. As presented
in Fig. 4, a half-period triangular wave can be applied in one input, in such a way that it
is possible to observe both transition moments, rise and fall, and the reference voltage
in the other one.

In the start of the analysis is normal to have a high offset value or to don’t know the
offset value, so it is recommended to start with a higher amplitude value and reduce as
you go along testing.

Fig. 4. Input wave for offset voltage simulation.

The offset can be separated into static offset and randomoffset. In simulation environ-
ment the static offset must be very close to zero, a value in the order ofµV is acceptable.
To measure the random offset, it is necessary to run Monte Carlo simulations, because
it is this simulation that takes into consideration the mismatch of the devices.

Figure 5 shows how to extract the offset value. The first value to extract is the exact
moment the output value is higher than VDD/2. This is the moment the comparator
makes its decision; it is the time of the first clock cycle where the stimulus voltage is
higher than the reference voltage. The offset value can then be obtained by subtracting the
reference voltage value to the stimulus voltage value at that exact moment obtained. The
described process should be performed using the simulator tools, such as the calculator.

In order to get a complete evaluation of the offset voltage, it is necessary to simulate
Monte Carlo analysis across PVT corners. To have statistical importance a minimum of
200 samples is required.
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Fig. 5. Representation of a close-up of the moment Vin is higher than VREF and the comparator
makes its decision, and how to measure the offset.

4.3 Power Dissipation

Power dissipation is measured by multiplying the supply voltage by the Root Mean
Square, RMS, of the current drain from the supply. These values can be obtained by
either the comparison time or the offset voltage simulation. However, taking a closer
look into the comparison time simulation presented in this paper, as explained before,
different levels of decision are considered, easy or difficult decisions. These different
decisions consume different amounts of current, which, as a consequence, will lead to
different values of power dissipation: if a decision takes a longer time to be made, more
power dissipation will occur, and vice versa. So, it is recommended to extract the power
dissipation from these values presented in the comparison time simulation, as it will give
a better idea of the range of power dissipation presented by the comparator.

To perform a complete power analysis may be important to separate the analog
power consumption, associated to the pre-amplifier, and the digital power consumption,
related to the latch. This gives an idea of which domain is more power hungry and can
be important when designing the supply buffers.

5 Simulation Results

This section is going to put into practice the above-described simulation approach. To
illustrate the analysis, two different topologies of dynamic comparators are going to
be analyzed. Both double tail topologies, however, the difference is the latch used in
each one of them: one is implemented with the latch presented in [8] and [10], we’ll
call it NMOS Latch, Fig. 6-(a); and the other is the latch presented in [11], we’ll call it
PMOS Latch, Fig. 6-(b). The way they work is essentially the same, however, the main
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difference is that one of the topologies has an NMOS transistor as the input device, and
the other one has a PMOS transistor as the input device.

Fig. 6. Double-tail comparator schematic: (a) using NMOS Latch, adapted from [8]. (b) using
PMOS Latch, adapted from [11].

Regarding NMOS Latch, two different analyses will be presented. One will focus on
optimizing the comparator’s speed (NMOS-1), while the other will focus on decreasing
the offset voltage (NMOS-2). For PMOS Latch, only one analysis will be performed,
identical to the second approach of NMOS Latch, where it will focus on decreasing
the offset voltage (PMOS). These analyses will work as an example of the utility if
this optimization approach, since it will be applied to two different topologies, and two
different parameter optimizations, within the same topology.

All the simulations have been carried out in a 28 nm standard bulk CMOS process,
a VDD value of 0.9 V. and a clock frequency of 1 GHz, using Cadence Virtuoso environ-
ment. Regarding the comparison time simulation, as presented in Fig. 2, there should
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be between 3 and 4 clock signal periods in each level. For the difficult decisions the
difference between VREF and Vin is 5 mV, and for the easy decisions this difference is
50 mV. Regarding the offset voltage simulations, the input signal frequency is 1 MHz,
the amplitude is 5 mV, and for the Monte Carlo simulation, 200 runs were considered.

For PVT simulations, five process corners were considered, SS, FF, TT, SF, FS;
voltage variation was considered ± 5% VDD; and two corners of temperature, 0 and
85 ºC.

It is important to note that the simulations are not independent from one another.
They should be carried out at the same time because, for example, an alteration in
the comparator’s transistor sizing that might improve the offset might just increase the
comparation time.

The results of the three analyses are summarized in the following table, Table 1.

Table 1. Simulation results for the three analyses: NMOS-1 focuses on optimizing the compara-
tor’s speed for a double-tail topology with an NMOS Latch; NMOS-2 focuses on decreasing the
offset voltage, with the same topology as NMOS-1; and PMOS focuses on decreasing the offset
voltage for a double-tail topology with an PMOS Latch.

NMOS-1 NMOS-2 PMOS

Offset Systematic Rise 1.78 µV 99.15 µV 97.41 µV

Fall 1.48 µV 64.87 µV 69.29 µV

Random Rise 3.1 mV 2.8 mV 8.8 mV

Fall 3.2 mV 2.8 mV 8.8 mV

Comparison Time Easy 19.08 ps 59.9 ps 83.4 ps

Hard 27.1 ps 67.2 ps 88.2 ps

Power 164.7 µW 32.62 µW 56.13 µW

By analyzing the results presented in Table 1, it is possible to note the difference
between the values of these parameters for both the NMOS-1 and NMOS-2 simulations.
For the first one, where speed was prioritized, it is presented an improvement of 60%
when compared to NMOS-2. However, for the second simulation, where the offset was
prioritized, a value of 2.8 mV was obtained. It doesn’t show a great improvement when
compared to NMOS-1, however, the power dissipation is five times lower, obtaining a
value of 32.62 µW. Regarding PMOS, it shows worst results overall when compared
to NMOS-2, since it presents a higher offset of 8.8 mV, a higher comparison time of
88.2 ps, and a power dissipation of 56.13 µW.

6 Conclusions

In this paper it was presented a testbench for standard comparison of dynamic voltage
comparators, as well as an overview of dynamic comparators operation and key param-
eters, and a simulation setup for extracting key parameters of comparator performance,
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such as static-offset, random-offset, worst-case comparison-time for both hard and soft
decisions, and power dissipation.

As an example, this paper implemented the methodology in Virtuoso environment
and presents results for different dynamic comparators in a 28-nm standard bulk-CMOS
technology.
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Abstract. This paper discusses the interplay between discrete time signal pro-
cessing and symbolic computation under a general Turing Machine approach in
the Cyber Physical systems framework. Discrete signals and symbols are ana-
lyzed for their Turing computing capabilities using either Kolmogorov axioms or
quantum probability amplitudes. It analyzes the discrete time Trans Boolean gate√
NOT and its impact on conventional computational theories used for embedded

systems and Internet of Things.

Keywords: Signal · Symbol · Qubit · Trans-Boolean · Turing · Computation ·
Cyber Physical Systems

1 Introduction

The integration of Cyber Physical (CP) systems into digital networks has played a crucial
role in enabling embedded systems, where systems operate using a common digital
computational framework that enables them to interact with peripheral devices. These
embedded system applications rely both on software and hardware which is designed
within the Turing Machine (TM) framework [1–3]. TMs are symbolic processors in the
sense that operate and manipulate symbols belonging to a finite set � usually called
Alphabet. It is a remarkable fact that the computational power of those TM devices does
not depend on the Alphabet’s cardinality [4–6]. As a result of this fact, practical reasons
led to the generalized use of computational machines based on two symbol alphabets.
The so called and now ubiquitous digital binary Boolean (BB) systems do fully embody
any theoretical TM.

However, Feynman’s quantum computational model proposed in [7] is capable of
computing functions that cannot be effectively carried on by any BB or equivalently by
any alphabet-based computing device. This paper uses the expression Trans-Boolean
function (TB) for non-BB computable functions. Mind that Deutsch [8] showed that any
classic Boolean computation can be performed by a quantum computer. This expresses
the fact that any BB computation can be performed by a TB system.

In this paper we show that there is at least one trans-Boolean computation, the so
called

√
NOT, that no BB system is able to compute, either effectively or with an

exponential slowdown. A word of caution is in order. Anyone acquainted with the real
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number system knows that π or
√

2 are irrationals that no fraction is able to represent.
That does not diminish the practical importance of such irrational numbers, albeit all our
practical computations are performed with rational numbers. The discovery of numbers
likeπ,

√
2 showed concrete and specific differences between the rational number system

and the real number system.
The presented perspective reveals that there is at least one concrete and specific

difference between any BB system and at least one TB system where the later can
compute the

√
NOT function which the former is unable to do. Nevertheless, as in

the rational vs real number case, a BB system can be used to compute
√

NOT up to
a desired precision. This is the basis for the practical proof of concept put forward by
Filipe Velasques in [9]. That work was the driving force behind this theoretical endeavor.

This computational nonequivalence has major consequences for embedded sys-
tems. Not only it spawns deep theoretical reasons for researching computational devices
beyond the current digital paradigm given quantum computing paradigm is a reversible
one, it also enables the use of the Landauer computational limit [10, 11] as a design goal
for the research of efficient and novel computational systems both for Cyber-Physical
systems and general applications.

This paper explores the possibilities of Quantum Computation within the framework
of Discrete Time Signal Processing (DSP) Theory. Since both theories make extensive
use of Hilbert spaces [12, 13] our research questions whether it is possible to use the
algebraic signal processing theory approach [14, 15] to implement reversible logic and
quantumcomputations in order to achieve efficient andnovel computational systemsboth
for CP systems and general applications, unlocking the potential for faster computations
and improved communication devices [16, 17].

The second section of this paper relates our research to Connected Cyber Physi-
cal Spaces and emphasizes the importance of a broader symbolic conceptualization for
embedded systems. The third section reviews the interplay between of signals and sym-
bols, while the fourth section showcases the trans-Boolean function

√
NOT. The fifth

section discusses the non-equivalence between the conceptual computational framework
of Turing machines and trans-Boolean systems.

2 Signals and Symbols in Cyber Physical Systems

With the emergence of advances in CP systems, such as IOT and Artificial Intelligence
(AI), human connection to digital spaces has become ubiquitous across all daily activ-
ities [18]. The increasingly complex and intelligent systems available today enabled
the advent of elaborated and efficient collaborative networks empowered by a diversity
of computing and communications technologies distributed through the physical world
[19, 20].

2.1 Signals in Cyber Physical Systems

At the deepest level all CP systems interact by way of physical phenomena. These are
formalized as band limited signals and regarded as inputs and outputs of the system
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[21–23]. It is well known that any band limited signal can be described by a discrete
time signal.

A discrete time signal is an ordered value sequence associated with a phenomenon
deemed of interest [24]. The numerical value assigned to each element stands for a
quantified assessment of the phenomenon. Order is set by at least one independent
variable, typically time which assigns a common coordinate system to the phenomena
under study [25].

Kindredphysical facts generate sets of related signals. These canbedetected as events
or classified as states. In CP systems the detection or classification procedure starts with
a discrete signal whose values can sometimes be called observations or measurements.
This signal is assumed to consist of relevant components embedded in more or less
noise. The CP system processes the aforementioned signal to decide whether or not
either a particular event has occurred or a state is present. Many current DSP techniques
and concepts, such as the matching filter, are intrinsic to the methods used to detect or
classify signals in the presence of noise.

2.2 Symbols in Cyber Physical Systems

The concept of a symbol is a useful abstraction for developing CP systems and concep-
tualizing real-world events or states. It is extensively used in the design of CP systems.
Each and every symbol is a physical fact, as expressed by Patee: “Even the most abstract
symbols must have a physical embodiment” [26].

In the abstract mathematical communication theory realm it is assumed that there
exists an information source that supplies symbols with meaning not related to its rep-
resentation or physical embodiment but whose collection is limited by the number of
available signals [27–29]. InCP systems information sources are physical process, where
symbols emerge from signal detection procedures [30, 31].

2.3 Trans-Boolean Functions in Cyber Physical Systems

Among the main concerns in the design of embedded systems are the security and
interference within the network, with artificial intelligence being the main source of
leaked private information [32]. These systems need extensive raw data storage and
their security is limited by encryption technology. Attacks over these networks can
directly interferewith the communication path between sensors and actuators, potentially
falsifying data, and altering the behavior of the network.

In the past few decades, quantum computing has been considered a possible solution
or threat to secure communications due to the intrinsic properties of quantum measure-
ments [33]. There are algorithms that can jeopardize our current encryption methods
due to the computational speedup provided by quantum computing, enabling fast fac-
torization without the exponential slowdown [34]. On the other hand, these algorithms
can be used to speed up computations, thus significantly improving the performance of
artificial intelligence and machine learning algorithms.

Quantum computing also offers new encryption methods such as the Quantum Key
Distribution algorithm that relies on the physical properties of entanglement to ensure
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secure communications in digital networks with a focus on either computational speed
or security levels [35]. However, the inherent quantum and classical information theory
that encompasses both models are a symbolic abstraction from the physical phenomena
[33].

The arithmetic properties of qubits follow axioms established in the Hilbert Space
and require operators to be defined by reversible logic [36]. This conceptualization,
which is shared by signal processing theory, allows for the implementation of functions
with decreased power consumption enabled by reversible logic [37]. The design of signal
processing units that allow for low power consumption can reduce the environmental
impact and the cost of embedded systems. Low power dissipation is a major constraint
in reducing the size of devices, such as the size of transistors and batteries. Thus, power
management is significantly important in increasing the battery life of each device in
digital networks, and the consequent dependency on traditional power sources [38].
Our research focuses on a comprehensive computations based on trans-Boolean func-
tions for Cyber Physical Systems. Incorporating trans-Boolean function and reversible
logic into computational theory is a promising field of research that may bring valuable
contributions to embedded systems.

3 The Interplay Between Signals and Symbols

It is well known that CP systems interact with humans, the environment and in between
themselves. These interactions must be properly addressed, not only to develop good
applications both at the software and hardware level, but also to optimize resources and
reduce waste.

It is possible to assume the perspective thatCP systems interactions are symbol based.
This is theTMperspective,where either digital hardware design or software development
is BB based. It ignores all signal processing subtleties since the final abstraction detail is
at the bit level. There is no need to care how bits are implemented. For CP systems this
is good, practical and straightforward, specially when dealing with digital information.

It is also possible to assume the perspective that CP systems interactions are signal
based. This is the DSP perspective, where signals must be processed and detectors must
be used in order to symbols to emerge. There is the need to care howbits are implemented.
This is also good, practical and straightforward, specially when translating information
to and from the digital CP systems realm.

As signals and symbols are considered disparate and it is also assumed that the oper-
ations appropriate for one realm have the same computational power those ones in the
other, either perspective is used according to the problem at hand practicalities, since all
problems are deemed computationally equivalent in the two realms. Both conceptualiza-
tions are interdependent and commonly utilized in CP systems to establish a connection
between the physical environment and the relevant digital framework.

Existing a difference in computational power between the realms then someoperation
can be performed in one that will have no counterpart in the other. This will have a
practical impact for all CP project designs, since some problems can be solved only in
one realm. Moreover, there can be instances where there will be solutions for problems
that seem unsolvable with current technology and know-how.
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Another word of caution is in order. We have already addressed the rational/real
number issue. Now it is necessary to address the ink/write issue. We need ink for writing
characters, digits, or other symbols, which we can use to write about ink. But we all
know that the writing is not the ink, even if it is about ink. We cannot manipulate ink
just by writing. But we can write just by manipulating ink. In the same way we need
signals to produce symbols, which we can use to compute and process a signal. Those
symbols are not the signals. We cannot change the signal just with symbol manipulation
and processing. But we do change symbols with just and only signal processing and
manipulation.

Fig. 1. Event to decision model.

DSP systems are formalized with theories and axioms emanant from vector spaces
theory that differ from those in the symbolic computation formalization, emanant from
the TM theory.

Communication: From Symbol to Signal to Symbol. An adequate approach to this
problematic makes extensive use of sets. It is the event to decisionmodel within a signals
and symbols framework, as depicted in Fig. 1.

Computation and Signals. For most purposes, signals can be deemed as vectors [39].
Thus, vector space theory is a suitable tool for signal analysis. As an abstract entity, a
vector is a descriptive tool that assigns arithmetic properties to the physical processes
under study.

Computation andSymbols. Asymbolic processor executes functionswithout the need
to specify the physical operations underlying them. The communication channel estab-
lished between the symbolic processor and the signal detector is considered to be an
identity function with no additional noise in the system. In the TM conceptualization,
the head scans for a symbol and either finds a corresponding symbol or discards the
obtained value and imprints a new one on the tape. Boolean functions describe the
possible transformations that occur at a symbolic level in the channel. Nevertheless,
it’s worth noting that trans-boolean transformations can also occur as signals are the
physical embodiment of symbols.
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4 Trans-Boolean Computations

Themethods use for measurement and classification by a DSP system converts a discrete
variable into a symbol. If the observable is deterministic, the estimator is simply a
classifier which transforms a numerical input signal into a symbol. If the observable is
probabilistic as in quantum computing theory, then the mapping realized in the transition
from qubit to symbol converts a continuous variable randomly chosen into an estimation
of the symbolic values. Since signal processing and quantum computing theory both give
extensive use ofHilbert Spaces then both concepts can abstractly be used interchangeably
though differing in meaning [40].

Although the measurements are probabilistic in nature, it is possible to define a
composition of functions that is deterministic instead. Let us first consider the set of all
possible Boolean transformations of one argument, as given in Table 1. The variables
x and y represent the input and output of the table, respectively. This truth table corre-
sponds to the Cartesian product between the symbol 1 and 0 with the possible symbolic
transformations given by the relations f 0( y = F̈), f 1( y = x), f 2( y = x) and f 3 (y = V̈ ).

Table 1. Boolean Functions of One Argument.

x y0 y1 y2 y3

0 0 0 1 1

1 0 1 0 1

Let us map the truth values V̈ and F̈ to a Euclidean vector space. These symbols are
arbitrarily represented by the orthogonal vectors [0 1]T and [1 0]T , respectively. The func-
tionhas aone-to-onemapping ifp=1−q,∀p,q∈{0, 1} for thegeneric vector [pq]T . The
matrix representation of each function f i is given by the outer product between the input
and output vector. Since the input and output vectors are orthogonal, each function f i can
be represented byMi with 〈 x | yi〉 = xT Mi yi = 0:

f0 =
[
0 0
1 1

]
, f1 =

[
1 0
0 1

]
, f2 =

[
0 1
1 0

]
, f3 =

[
1 1
0 0

]
. (1)

Let us consider that each function represents an independent event with a probability
po = P(f i) of occurring. The possible transformations that can occur with given proba-
bility are represented in Fig. 1. Suppose i = 1,2,3,4 are chosen in order for f i to generate
the NOT function as a composition of two functions belonging to the set Y. Thus, the
elements of the set F will be chosen from the set R.

Let p and q belong to the set of real positive values, each representing the probability
of obtaining a logic vector as a truth or false vector, respectively. While preserving the
condition p + q = 1, ∀ p, q ∈ R

+, each function f i sets the transition matrix as:

p00 = p01 = 0 → f0, p01 = p10 = 0 → f1.
p00 = p11 = 0 → f2, p10 = p11 = 0 → f3.

(2)
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To achieve adeterministic output, it is necessary to force the probability of a givenpair
of transitions to be zero, which does not represent a random event. In the classical theory
of transition probabilities, the probability of correctly reading a symbol is determined
by the successive composition of functions. This composition yields:[

p′
q′

]
=

[
p00 p01
p01 p11

]
·
[
p00 p01
p01 p11

]
·
[
p
q

]
=

[
p200 + p01p10 p00p10 + p10p11
p00p10 + p10p11 p211 + p01p10

]
·
[
p
q

]
[
p′
q′

]
=

[
P00 P01

P01 P11

]
·
[
p
q

]
.

(3)

with,

P00 = p200 + p01p10, P01 = p01p11 + p01p11.
P11 = p211 + p01p10, P10 = p00p10 + p10p11.

(4)

Since the possible values for each pij belong to the set of real numbers, the metric
space L1 is insufficient to define a transformation that when applied twice, it results
in the NOT transformation. Let us assume the Hilbert vector space L2 is sufficient to
describe the

√
NOT transformation. By setting α = |p|2 and β = |q|2, with α, β ∈ C,

there is a function f′ = √
f3.

C00 = c200 + c01c10 = 0, C01 = c01c11 + c01c11 = 1.
C11 = c211 + c01c10 = 0, C10 = c00c10 + c10c11 = 1.

(5)

By setting c00 = c11, the possible solutions for the equation system are symmetric,
with the square root of the function given by:

C0 =
√

−c21 = ic1, c1 = ±1 ∓ i

2
. (6)

The resulting matrix belongs to the SU(2) group, in which any combination of
possible roots results in f′′ = f 3. The obtained amplitude of probabilities for both truth
values is given by:[

p′
q′

]
= ±1

2

[
(1 ± i) (1 ∓ i)
(1 ∓ i) (1 ± i)

]
·
[
p
q

]
= ±1

2

[
p · (1 ± i) + q · (1 ∓ i)
p · (1 ∓ i) + q · (1 ± i)

]
. (7)

This function is a possible wave function � and it is typically represented as:

� = ±1 ± i

2
| V̈ 〉 ± 1 ∓ i

2
| F̈ 〉

(8)

where |V̈ 〉 and |F̈ 〉 represent the state vectors for the binary values of 1 and 0, respectively.
The output vector of the

√
NOT function becomes± 1

2 [−i i]T , which has a many-to-one
mapping from qubits to boolean bits.

The act of measurement becomes a decision problem in the vector space [41] with
the probability of obtaining the truth symbol given by |α|2.

The quantum model highlights the possibility to implement trans-Boolean functions
through reversible logic. A symbol is the result of a conceptual decision process that
occurs at the instant of measurement. It is not a requirement to set a one-to-one mapping
between the possible outcomes and the possible binary boolean values.
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5 Discussion

The hierarchy of abstraction levels enables computational and communication theories
to be developed without the need to define further the notion of symbol [42]. In [1],
the Turing machine scans a symbol from a tape and executes an abstract process, also
known as computation. The physical execution of the computational process is deemed
irrelevant to the symbolic operations performed by the machine. However, it must be
implemented as a physical event culminating in a result mapped into a symbol by a
categorical decider.

The computational model of a classic Turing machine can only accept or compute
a finite alphabet of symbols to represent the natural numbers field without errors. The
real numbers that can be computed through a Turing machine are calculated by boolean
functions. In [43], the quantum model is able to compute the set of all boolean functions
and additional trans-Boolean functions. However, in the measurement act, the qubit
value at the measurement instant is mapped into the same conceptualization as a regular
TM. Thus, the computable numbers by a Quantum Turing Machine are equivalent to a
classic Turing machine [44].

A trans-Boolean function is a relation that can not be represented by a truth table. The
decision problem of trans-boolean operations in a quantum machine is said to invalidate
the computation when a measurement takes place [34]. Since a one-to-one mapping
between the two machines cannot be established, the decision procedure is capable of
producing stochastic sequences of symbols [8]. If a “Gedanken-experiment” is applied
to test for the equivalence between the two machines, nothing could be concluded from
the measurements as there are no random procedures between two equivalent machines
[45].

The approach taken in [46] proves that any numeration of sets of output symbols can
be done either by a deterministic machine and a probabilistic machine, if and only if the
probability of the transition between states is a computable real number. In Quantum
computing theory, the

√
NOT has complex amplitude of transition probabilities which

has a many-to-one mapping to the real valued probabilistic machines.
Furthermore, the function

√
NOT is not computable by a Turing machine as the law

of excluded middle does not accept partial symbol [47]. The probabilistic approach is
also insufficient to describe this trans-Boolean function as the probability for each output
symbol is perpetuallymixed in further computations. Thus, quantummechanics provided
us a trans-Boolean function that is not realizable with the axioms of Boolean operations
of a vector space, yet it describes a physical event that takes place independently of the
abstraction theory.

When dealing with amplitude probabilities, the act of measurement maps a L2 space
with an unknown choice procedure to a binary value that can become a deterministic
process depending on the composition of applied functions. There is no binary boolean
function that is able to compute the

√
NOT function. Thus, the quantum machine

is equipped with an extended set of trans-boolean functions that includes the Turing
conceptualization of computable numbers.
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6 Conclusion

This paper demonstrated that there exists at least one trans-Boolean computation that
no binary Boolean system can compute. This concrete difference has significant impli-
cations for the design of Cyber-Physical Systems. The

√
NOT is an example of a

computations that is not accessible to embedded systems.
A TB system makes extensive use of reversible logic to implement functions in the

Hilbert vector space conceptualization, resulting in greater energy efficiency compared to
current BB systems. These systems are also capable of implementing new cryptography
algorithms that can enhance security in communication channels.

Future research will focus on investigating the potential applications of TB functions
in embedded systems under the algebraic signal processing framework.
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